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The focus of my research interests lies in the application of microwave antenna array system and array signal processing techniques to the problems in wireless power transmission and radar imaging. The two research areas share the same underlying mathematical principle of time reversality of electromagnetic wave propagation. Based on this principle, the array antenna system and the associated signal processing algorithm are further improved to adapt to different scenarios.

In my dissertation, the first part presents an optimal algorithm for wireless power transmission with beamforming array. The optimal weight distribution on antenna array elements is found based on time reversal eigenmode technique. Our method is adaptive to the medium of the channel and can be applied to arbitrarily positioned antenna without degradation of efficiency. This novel method is analytically studied and verified with numerical electromagnetic simulations.

The second part presents a new problem called ”Hard-Wall Radar Imaging” (HWRI) has been proposed when the electromagnetic waves cannot penetrate the shielding walls (such as metallic walls). The research methodology involves algorithm development combined with experimental results to gain more insights into the real microwave imaging system. First, we implemented the imaging system with the conventional time reversal DORT (Decomposition
of Time-Reversal Operator) imaging algorithm and adapted it into a new signal processing
technique (multiplicative array technique) to obtain the image in the proposed scenario. Sec-
ond, after having identified the drawbacks of the first imaging system, the imaging system is
improved to distributed MIMO radar configuration. The new imaging algorithm is also devel-
oped based on the techniques of Direction-of-Arrival(DoA) estimation and adaptive nulling.
From this algorithm, the experimental results show that the new imaging system can localize
two targets correctly. To resolve the problem of spurious clutter reflection, a new unidirec-
tional UWB antenna is developed using the technique crossed dipoles and integrated into a
dual linear polarized array for the application of high-resolution two-dimensional imaging.
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Chapter 1

INTRODUCTION

With the publication of A Dynamical Theory of the Electromagnetics (EM) Field in 1865, James Clerk Maxwell demonstrated that electric and magnetic fields travel through space as waves moving at the speed of light and described the EM wave propagation elegantly with the famous Maxwell’s Equation. Thanks to Maxwell’s work, the whole world has gained more insightful understanding of the wave propagation, from which a variety of applications have arisen, such as wireless communication, radar, and remote sensing. The control of EM waves has reshaped the human life and behavior in past century.

1.1 Research Motivations

As described in Maxwell equation, the radiated field in open space is unbounded and follows the Transverse Electromagnetic (TEM) mode propagation. However, in the real world, the propagation medium is rich of scatterers and too complex to predict its behavior. Therefore, the wave propagation in a complex environment is extremely challenging for some applications. The time reversal (TR) techniques have been widely studied since the first work by M. Fink in 1989 [30]. This technique is built on the basis of the TR invariance of the Maxwell equation and achieves the focusing onto the scatterers selectively based on the received signal. This focusing effect implies the electric field concentration in the area of the scatterers/targets and viewed from different perspectives in different applications. In the wireless communication, the focusing effect means the improvement of signal-to-noise ratio in the complex medium. In the wireless power transmission, the focusing effect means the enhancement of the power transmission efficiency. In the radar imaging application, the
focusing effect means that the identification of focusing position is equivalent to the localization or even imaging of the object/scatterers. There have been extensive studies on its applications of wireless communications, especially underwater communication. In this dissertation, we will start with its applications on wireless power transmission (WPT) and radar imaging but not limited to the time reversal technique.

To implement the genuine wireless charging, the WPT system has to make use of large scale antenna array to improve the transmission efficiency and phased array technique to perform the fast beam steering, at the transmitter side. At the receiver side, the large antenna array is required to intercept more incident power wave, so the point source approximation in TR technique is not valid. The simple use of TR method gives lower the transmission efficiency in the scenario with large receive aperture size and short range of power delivery. The aim of my research is to propose an optimal beamforming technique to maximize the transmission efficiency in any propagation medium.

The conventional TR imaging is useful for imaging point scatterers in the cluttered and rich scattering environment, as long as the wave propagation in the medium satisfies the reciprocity, which is true in almost all cases. In recent years, there have been many studies on "Through Wall Radar Imaging" based on the waves from the sensors which penetrate through the wall to form images and TR imaging a good candidate to resolve such a problem. However, a metallic shield is used as "Anti-imaging" wall and makes TWRI technology useless in the battlefield. Moreover, if the objects are completely hidden by non-penetrating (hard) walls/obstacles, which is referred as ”Hard Wall Radar Imaging” (HRWI) in [42], the TR imaging is not so powerful as usual due to the limited number of the path from antenna/sensor to object. The aim of this dissertation is to propose a new imaging algorithm for HWRI and build a microwave system that can image and detect an object in an experiment.
1.2 Overview and Organization

Chapter 2 presents the applications of TR signal processing in adaptive array beamforming. The transmission efficiency of WPT has been clarified, and the EM field propagation from the power transmitter to the receiver has been formulated after the experimental studies. Based on the formulation, it has been proved that the proposed TR eigenmode technique gave the optimal WPT efficiency and verified with the commercial EM simulator.

Chapter 3 presents the applications of TR signal processing in HWRI application. The conventional time reversal imaging technique is modified with multiplicative array technique and validated with both analytical formulation and numerical simulations.

Chapter 4 demonstrates a ultrawideband (UWB) microwave antenna array system, which is used for the experiment work of HWRI. The modified TR imaging technique in Chapter 2 is implemented with a multistatic array system in Anechoic Chamber to validate its algorithm. However, it has been found that the multistatic configuration suffers from the low signal-to-noise ratio (SNR) and signal-to-clutter ratio (SCR). Then the system is upgraded to bistatic MIMO (Multiple-In-Multiple-Out) configuration, which has a high gain transmit antenna and wide beamwidth receive antenna. This improved microwave imaging has been shown successfully localize multiple two objects behind the shielding wall.

Chapter 5 provides an enhanced design of UWB receive antenna and the associated microwave array configuration. This antenna structure employs the crossed-dipole technique, which uses one electric dipole and one virtual magnetic dipole, so as to enable the placement of UWB reflector below the broadside antenna. Thanks to such a UWB receive antenna elements, the SCR can be further improved.

Chapter 6 gives a brief discussion on the future development of microwave imaging system, which can resolve the false pair problem in the microwave imaging system in Chapter 4 and Chapter 7 provides a summary of my past research work in graduate school.
Chapter 2

OPTIMAL ARRAY BEAMFORMING FOR MICROWAVE POWER TRANSMISSION IN COMPLEX ENVIRONMENT

Wireless Power Transfer (WPT) is a popular research field in recent years and can be categorized into three approaches: inductive coupling, laser beaming and microwave power transmission (MPT). MPT system operates at the microwave frequency and transfers the energy to more than a few wavelengths. It has its unique advantages of supplying power to non-accessible and mobile receivers. The overall efficiency, which is the ratio between available DC power at receiver and supplied DC power at the transmitter, depends on both circuit design and wave propagation. As a comprehensive theory of MPT system is not available, this chapter starts with the study of MPT system from the perspectives of mathematical formulation and the experiment in an indoor environment, in Section 2.2. The preliminary study leads to the conclusion that highly directional wireless transmitter is very useful in the MPT system for achieving high transmission efficiency. For this reason, phased array antennas with beamforming functionality are usually used to direct the electromagnetic wave towards mobile receivers, and adaptive array algorithms are implemented to enable wireless power focusing in a complex environment. Section 2.4 presents a novel beamforming algorithm, which is proven to give the optimal transmission efficiency and applies to the arbitrarily positioned unequal array based on our problem formulation. To verify this algorithm, Section 2.5 validates it with numerical electromagnetic simulation in different cases. The numerical comparison of these examples shows that this algorithm gives higher transmission efficiency over other optimal beamforming algorithms discussed in Section 2.3.
2.1 Background of WPT

Wireless Power Transfer (WPT) is a popular research field in recent years and can be categorized into three approaches: inductive coupling, laser beaming and microwave power transmission (MPT). Microwave power transmission has its unique advantages for its ability to supply power to not-accessible and mobile receivers and is also called long-range wireless power transmission. As summarized in [61], it has a variety of applications such as powering ubiquitous sensor nodes at low power level [78], and transferring energy to electrical vehicle [69] [67], unmanned aerial vehicles (UAV) and high altitude platforms (HAPs) at high power level [32] [66]. Also, MPT has also been proposed and implemented in the very-high-power transmission from the space to earth, which is called ”Solar Power Satellites” (SPSs) [62].

In the long distance WPT, the major power loss is attributed to the low transmission efficiency in the propagation medium, so the key challenge is how to maximize the efficiency using beamforming towards the receivers. The radiated field of transmit array elements adds up coherently to create a narrow beam in the direction of receive aperture and the direction of the beam is determined by weight distribution at each array elements. The conventional array synthesis technique arises from previous studies on phased array design. In previous studies, the array synthesis technique is modeled using the array factor and the multi-objective optimization is carried out to find the solution to beam steering with the constraints such as sidelobe level and beamwidth [68]. However, it is widely acknowledged by antenna designers that the assumption that element gain pattern can never be uniform for various reasons, especially for a small array. Besides, the performance of beam steering is also degraded due to the variance of element position and unequal element pattern. For these reasons, the retrodirective/phase conjugating array is one possible way for fast and adaptive beam steering [34] and the time reversal synthesis technique is proposed for arbitrarily structured antenna array with [105].

The aforementioned methods are favorable to obtain a predefined antenna pattern with the beam focused towards a certain direction. But when the light-of-sight (LOS) is not avail-
able, and the propagation medium is fast-changing, the beamforming requires the dynamic measurement of channel characteristics. Thus, the MIMO (Multiple-In-Multiple-Out) system is required to implement the digital beamforming, and the antenna array excitation is determined through the signal processing of the probed channel information. Eigenbeamforming is a well-known adaptive array processing technique for its capability of maximizing the signal-to-noise ratio (SNR) [107] at baseband. However, for the application of WPT, the transmission efficiency is to be maximized, so a different algorithm and formulation are needed to approach the optimal excitation.

In this chapter, we demonstrate the energy focusing effect by the time reversal signal processing and discusses how it is applied to optimize the transmission efficiency of the wireless power transmission. In Section 2.2, the power, and efficiencies are clarified and the microstrip antenna array used in the numerical example in Section 2.4 is also formulated in the frequency domain. Section 4.3 presents a new beamforming technique based on the time reversal principle and eigenbeamforming, which is defined as time reversal eigenmode technique in the application of large-scale array beamforming. Furthermore, the representative examples are simulated in the numerical electromagnetic simulator to compare the proposed methods with other beamforming techniques in Section 2.5.

2.2 Microwave Power Transmission System

Microwave power transmission (MPT) is a promising technology for its capability of supplying energy to receivers over a long range, so it is also called long distance wireless power transmission in [61]. MPT has a variety of applications such as powering ubiquitous sensor nodes at low power level [78], and transferring energy to electrical vehicle [69] [67], unmanned aerial vehicles (UAV) and high altitude platforms (HAPs) at high power level [32] [66]. Also, MPT has also been proposed and implemented in the very-high-power transmission from the space to earth, which is called "Solar Power Satellites" (SPSs) [62].

The estimation of MPT system efficiency with high accuracy is a challenging task, as there is no theory available for accurately modeling the electromagnetic wave radiation and
reception. We start this section with the general formulation of the MPT, which clarifies the efficiencies of different building blocks in MPT system. Then we study the transmission efficiency from different perspectives. If the gain of transmitting and receiving antenna is known, the quick estimation of transmission efficiency is easy, but its accuracy is highly limited. If the channel transfer matrix between the transmit and receive array and impedance matrix of transmit array can be measured with the built-in hardware in the RF system, a more accurate and dynamic transmission efficiency can be found with our proposed model in this section. Following the theoretical study, an experiment has been carried out in the lab environment with clutters such as equipment and furniture. The measurement data is analyzed with the help of simulation data and gives us an insight into the power loss contribution of the MPT system. The experiment shows that the propagation loss contributes to the most significant percentage of system loss, given the highly efficient wireless power transmitter and receiver.

2.2.1 Problem Formulation

In the MPT system, the DC power is modulated with RF carrier and radiated from transmitting antenna onto “rectenna”, which collects and converts the impinging power of microwave to available DC power. As shown in [61], five efficiencies are defined respectively to evaluate the efficiency of these five building blocks (Fig.2.1). The overall efficiency (end-to-end efficiency) is the ratio between available DC power at receiver and supplied DC power at the transmitter, which is the product of these five efficiency values from each building block.

Antenna is a transducer to bridge circuit theory and field theory. Since the excitation weight of antenna array is normally controlled by circuit elements and transmission efficiencies are evaluated at the circuit level, the powers are expressed in terms of the voltage and current vectors. The definitions of power are firstly clarified in this section so that we can clearly set an optimization goal.

In array antenna system, each array elements is not independent, and the radiated fields interfere to form the radiation pattern. In this way, in the far field, the array is treated as
Figure 2.1: Microwave power transmission system: $E_1$ to $E_5$ are power transfer efficiencies a single antenna and propagated in a spherical coordinate with the array at the origin. The total radiated power ($P_{rad}$) can be expressed in terms of the current fed to each port ($I$) and mutual impedance matrix ($Z$). The real part of $Z$ corresponds to the radiated energy while the imaginary part corresponds to the reactive energy stored in near field region.

\[ P_{rad} = \frac{1}{2} V^H I = \frac{1}{2} V^H \Re\{Z^{-1}\} V \]  

(2.1)

The total power ($P_\Omega$) can also be computed by taking the integral over the enclosing sphere with antenna at center. Moreover, the power focused at the angular region $\Psi$ given by receive aperture ($P_\Psi$) is also defined for the beamforming optimization. These expressions can be similarly simplified into the product of vectors [68].

\[ P_\Omega = \int_\Omega W_n dS \]  

(2.2)

\[ P_\Psi = \int_\Psi W_n dS \]  

(2.3)

where $W_n$ is Poynting flux density.

By energy conservation, the radiated power ($P_{rad}$) is equal to the power enclosed by the sphere ($P_\Omega$), and is related to the input power by reflection coefficient ($\Gamma$) of antenna ports: $P_{rad} = (1 - |\Gamma|^2) P_{in}$. Normally the antenna impedance is matched to the port impedance, so the reflection coefficient is approximately equal to 0 (in this condition, $P_{rad} = P_{in}$).
The incident power with matched load is summed up at the receiver side, as the incident field induces RF currents at each port of receive antenna. The transmission efficiency ($E_3$) in Fig. 2.1, which connects the transmit and receive array, is therefore optimized in power beamforming.

$$E_3 \triangleq \frac{P_{inc}}{P_{rad}} \quad (2.4)$$

In array synthesis theory, the beam collection efficiency (BCE) is usually used to evaluate the ability to shape the total power ($P_\Omega$) towards the targeted angular region ($P_\Psi$) [68]. The overall efficiency is defined as the ratio between the total available RF power ($P_{L,tot}$) and the total input power at transmit array($P_{in,tot}$), which includes the efficiency of transmit antenna ($E_2$), transmission efficiency($E_3$) and receive antenna ($E_4$).

$$\text{BCE} \triangleq \frac{P_\Psi}{P_\Omega} = \frac{P_\Psi}{P_{rad}} \quad (2.5)$$

$$\eta \triangleq E_2 E_3 E_4 = \frac{P_{out}}{P_{in}} \quad (2.6)$$

Since BCE is proportional to the transmission efficiency ($E_3$), BCE is usually the optimization goal instead of the transmission efficiency for the simplicity of mathematical formulation with array factor(AF). However, in the scenario with multipath and high-absorbing or reflection obstacles, the AF and BCE are not valid for optimization as the line-of-sight(LOS) is not available.

### 2.2.2 Transmission Efficiency based on Antenna Parameters

The electromagnetic field radiated from the antenna can be described as plane wave propagation in the far field, where the power of radiation decays as the square of the distance. In most of the wireless applications, the antenna operates in the region of far field and the transmission efficiency is computed in the way of link budget calculation with the help of the well-known Friis transmission equation. The complete version of Friis transmission equation
is usually expressed as (2.7) in terms of antenna gain.

\[
\frac{P_{rx}}{P_{tx}} = G_{tx}G_{rx}(\frac{\lambda}{4\pi R})^2(1 - |\Gamma_{tx}|^2)(1 - |\Gamma_{rx}|^2)|\hat{a}_{tx} \cdot \hat{a}_{rx}^*|^2
\]  

(2.7)

where \(G_t\) denotes the gain of transmit antenna and \(G_r\) denotes the gain of receive antenna. \(R\) is the distance between transmit antenna and receive antenna. \(|\Gamma_t|\) and \(|\Gamma_r|\) are the reflection coefficient of transmit and receive antenna respectively. \(\hat{a}_r\) denotes the polarization vector of receive antenna while \(\hat{a}_t\) denotes the incident wave electric field vector or polarization vector of transmit vector in LOS propagation. The term \(|\hat{a}_t \cdot \hat{a}_r^*|^2\) represents the polarization conversion loss in converting the incident wave into RF power available at antenna port. The antenna gain is proportional to the effective aperture size of antenna,

\[
G = \frac{4\pi}{\lambda^2} A_{eff} = \frac{4\pi}{\lambda^2} \eta_{ap} A_{phy}
\]  

(2.8)

where \(A_{eff}\) is the effective aperture size and the \(A_{phy}\) is the effective physical size. \(\eta_{ap}\) is the aperture efficiency of the antenna. The aperture efficiency relates the physical aperture area to the effective aperture area and can be treated as constant for a given array element geometry.

\[
\eta_{far} = \frac{P_{rx}}{P_{tx}} = \frac{A_{eff,tx}A_{eff,rx}}{c^2} \left( \frac{f}{R} \right)^2
\]

\[
= \eta_{ap,tx} \eta_{ap,rx} \frac{A_{phy,tx}A_{phy,rx}}{c^2} \left( \frac{f}{R} \right)^2
\]  

(2.9)

After rearranging the Friis transmission equation (Eq.(2.7), a more intuitive expression can be expressed regarding physical size and operation frequency in (2.9), assuming no polarization loss and negligible mismatch loss. This expression gives the design guideline of the phased array antenna. Given the range of propagation and the limitation of the array size, the higher frequency of operation leads to higher transmission efficiency. This conclusion contradicts our normal intuition in link budget calculation of wireless communication that the lower frequency gives lower path loss. The reason for this contradictory conclusion is that, give the fixed physical size of the array antenna, the number of antenna elements increased as with the decrease of wavelength instead of using the single antenna as in wireless
communication. Besides, for the use of consumer electronics, the receiver of wireless power is mobile and has to be as small as possible so the demand of smaller size receive array can be compensated by the larger size of transmit array from the observation of this equation.

However, the Friis equation is defined in the region of the far field that is given by \( R > \frac{2D^2}{\lambda} \), where \( D \) is the dimension of array aperture. It implies that, in most cases, the array antenna operates in the Fresnel near field region and incident wave is spherical wave instead of plane wave, if we attempt to achieve the higher transmission efficiency by increasing the frequency of operation and the larger size of transmit array. Another expression for estimating the transmission efficiency in the intermediate near-field region is given in [79] and [9]. This expression is more accurate when the aperture size of transmit array is very large and more comparisons can be found in the book [79].

\[
\eta_{near} = \frac{P_{rx}}{P_{tx}} = 1 - e^{-\tau^2}
\]  

(2.10)

where \( \tau = \eta_{far} \) is equal to the Friis equation.

### 2.2.3 Transmission Efficiency based on Channel Transfer Function

This subsection presents a general model in terms of the channel transfer equation and mutual impedance matrix. The microstrip patch antenna is taken as an example in our formulation and simulation, which is the most popular planar antenna because it is relatively inexpensive to manufacture and integrate with printed circuit design. In Fig. 2.3, the input voltage at the port of \( n_{th} \) patch antenna is denoted by \( V_{in,n} \) and the voltage at the radiating slot of this patch is the transmitted wave \( V_n = (1 - \Gamma_n)V_{in,n} \), where \( \Gamma_n = (Z_A - Z_0)/(Z_A + Z_0) \).

From the model in [12] , the electric field, at any point \( \vec{r} \), given by the \( n_{th} \) patch antenna of transmit array at \( \vec{r}_n \), is expressed in terms of the locations, dimensions of patch and the voltage at radiating slots as Fig. 2.2. The microstrip antenna is a rectangular patch with width of \( W \) and length of \( L \) and the substrate thickness is \( h \).
Figure 2.2: Radiation of the patch antenna in $TM_{10}$ mode: blue arrow is electric field and red arrow is current flow

\[
\vec{E}(\vec{r}, \vec{r}_n) = -\frac{jV_n k_0 W e^{-jk_0 R}}{\pi R} F(\theta, \phi) \tag{2.11}
\]

\[
\vec{E}(\vec{r}, \vec{r}_n) = \kappa V_n G(R) F(\vec{\theta}, \phi) \tag{2.12}
\]

where $R = |\vec{r} - \vec{r}_n|$, $\kappa = (-jk_0 W)/\pi$ and $G = e^{-jk_0 R}/R$.

$\theta$ and $\phi$ are the spherical angles corresponding to the location $\vec{r}_n$. In the directivity pattern $\vec{F}(\theta, \phi)$, the origin of spherical angles for different patch elements should be the geometric center of the corresponding patch. However, since we have the far field approximation $\theta_1 \cong ... \cong \theta_M \cong \theta$ and $\phi_1 \cong ... \cong \phi_M \cong \phi$, the values of $\theta$ and $\phi$ corresponding to every transmit element can be approximated by the angle from the phase center of array to the observation point.

The directivity pattern $\vec{F}(\theta, \phi)$ has two orthogonal components $F_\theta$ and $F_\phi$.

\[
\vec{F}(\theta, \phi) = \hat{\theta} F_\theta + \hat{\phi} F_\phi \\
\vec{F}(\theta, \phi) = [\hat{\phi} \cos \theta \sin \phi - \hat{\theta} \cos \phi] \cos (kh_\cos \theta)
\]

\[
\sin \left(\frac{k_0 W \sin \theta \sin \phi}{2}\right) \sin \theta \sin \phi \cos \left(\frac{k_0 L}{2} \sin \theta \cos \phi\right)
\]

\[
\cos \left(\frac{k_0 L}{2} \sin \theta \cos \phi\right)
\]
Figure 2.3: Transmit and receive patch antenna array: $E_{inc,n}$ is the incident electric field onto the $n_{th}$ receive antenna elements; $V_{in,n}$ is the input voltage at the port of $n_{th}$ transmit antenna; $Z_A$ is the impedance of transmit/receive antenna; $V_{L,n}$ is the available voltage at the load of receive antenna; $Z_L$ is the load impedance of the receive antenna.

The electric field in Eq.(2.12) can be constructed coherently in space to cancel out the power flow in undesirable direction. Since the electric field is governed by the law of linear superposition, the incident electric field at the $m_{th}$ receive patch antenna ($\vec{r}_m$) is denoted by the sum of electric fields due to input voltage at all M transmit elements.

$$\vec{E}_{inc}(\vec{r}_m) = \sum_{n=1}^{N} \kappa V_n G(|\vec{r}_m - \vec{r}_n|) \vec{F}(\theta, \phi)$$

By introducing the vector effective length $\vec{L}_{eff}(\theta_m, \phi_m)$ [70], the induced voltage at the $m_{th}$ receive element is simply the dot product between incident field and effective length.

$$V_m = \vec{E}_{inc}(\vec{r}_m) \cdot \vec{L}_{eff}(\theta_m, \phi_m)$$
$$\approx \sum_{n=1}^{N} \kappa V_n G(|\vec{r}_m - \vec{r}_n|) [\vec{F}(\theta, \phi) \cdot \vec{L}_{eff}(\theta', \phi')]$$

(2.15)
It is noted that, in the far field approximation, the angles $\theta_m$ and $\phi_m$ can be referred to the geometric center of receive array and the effective length of all the receive elements are approximately equal from the equal incident angles $\theta'$ and $\phi'$. In addition, since there is no widely-accepted theory to calculate the exact efficiency of power absorption at receive antennas [71], the effect of scattering or reradiation is not discussed in this chapter and its effect is simply included into the polarization mismatch of incident field and the impedance mismatch at the load impedance. Hence, the transfer function from the input port to output load, which is actually the S parameters in numerical simulations, can be formulated as follows.

$$H_{mn} = \frac{V_{out,m}}{V_{in,n}}|_{V_{in,j}=0 for j \neq n} = \kappa(1 - \Gamma_n)G(|\vec{r}_m - \vec{r}_n|) \left[ \vec{F}(\theta_n, \phi_n) \cdot \vec{L}_{eff}(\theta_m, \phi_m) \right] \frac{Z_0}{Z_0 + Z_A}$$ (2.16)

At transmitter side, $(1 - \Gamma_n)$ denotes the reflection at the input port of transmit antenna. At receiver side, $[\vec{F}(\theta_n, \phi_n) \cdot \vec{L}_{eff}(\theta_m, \phi_m)]$ is the polarization factor while $Z_0/(Z_0 + Z_A)$ is mismatch factor [70].

$G(|\vec{r}_m - \vec{r}_n|)$ is the Green’s function, which represents the wave propagation from the transmit element to receive element. In free space, it can be simply taken as its simplest form $G = e^{-jk_0 R}/R$ while, in complex medium, this function has to be modified to a different expression of Green’s function accordingly [44].

The total RF power deliverable to the load can be added up over all the receive elements.
incoherently.

\[ P_{\text{out}} = \sum_{m=1}^{M} V_{\text{out},m}V_{\text{out},m}^* \frac{1}{2Z_L} \]

\[ = \frac{1}{2Z_L} \sum_{m=1}^{M} \sum_{n=1}^{N} (V_{\text{in},n}H_{mn})(V_{\text{in},n}H_{mn})^* \]

\[ = \frac{1}{2Z_L} V_{\text{in}}HH^H V_{\text{in}}^H \tag{2.17} \]

The total input power can also be computed at circuit level in terms of mutual impedance matrix in (2.1) and reflection coefficient \( P_{\text{in}} = P_{\text{rad}}/(1 - |\Gamma|^2) \). Hence, the overall RF transmission efficiency, which includes the efficiencies due to transmit antenna, receive antenna and wave propagation in medium, is computed as follows \( (\eta = E_2E_3E_4) \).

\[ \eta = \frac{P_{\text{out}}}{P_{\text{in}}} = \frac{(1 - |\Gamma|^2)}{Z_L} \frac{V_{\text{in}}HH^H V_{\text{in}}^H}{V_{\text{in}}R\{Z^{-1}\}V_{\text{in}}^H} \]

\[ \sim \frac{V_{\text{in}}HH^H V_{\text{in}}^H}{V_{\text{in}}R\{Z_A^{-1}\}V_{\text{in}}^H} \tag{2.18} \]

2.2.4 Experiment Study of Indoor MPT

Since the accuracy of the aforementioned models is to be validated, a wireless power transmission experiment is carried out in our lab environment with two arrays placed face-to-face with each other. To obtain the insight into the MPT in such a scenario, the complete MPT system is built with the detailed analysis of link budget.

Firstly, the indoor experiment is carried out with two standard gain horn antennas with the realized gain of 14 dB and the measured \( S_{21} \) (dembedded to the plane of antenna port) is tabulated as follows when the two antennas are facing with each other accurately. Moreover, it it noted that the dimension of the horn antenna is approximately \( D = 0.2m \) so the far field condition is \( R > \frac{2D^2}{\lambda} \approx 1.54m \) while the near field condition is \( R > 0.62\sqrt{\frac{D^2}{\lambda}} \approx 0.24m \). This implies that the system operates in the Fresnel near field region, where the radiation pattern or spatial distribution of electromagnetic field varies significantly with the distance. From the Table 2.1, it is found that the far field equation gives a closer estimation of transmission
Table 2.1: Measurement with horn antenna versus distance. The $S_{21}$ reflects the power ratio at the network analyzer so the cable loss is extracted to deembed the reference to the antenna ports. The path loss is computed from Friis equation with unity antenna gain assuming the transmission with isotropic radiator.

<table>
<thead>
<tr>
<th>Distance</th>
<th>0.6m</th>
<th>1.2m</th>
<th>1.8m</th>
<th>2.4m</th>
<th>3m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deembeded $S_{21}$</td>
<td>-22dB</td>
<td>-27dB</td>
<td>-30dB</td>
<td>-31dB</td>
<td>-32dB</td>
</tr>
<tr>
<td>Path Loss</td>
<td>-50dB</td>
<td>-55dB</td>
<td>-58dB</td>
<td>-59dB</td>
<td>-60dB</td>
</tr>
<tr>
<td>Near Field Equation (2.10)</td>
<td>-30dB</td>
<td>-42dB</td>
<td>-49dB</td>
<td>-54dB</td>
<td>-58dB</td>
</tr>
<tr>
<td>Far Field Equation (2.9)</td>
<td>-15dB</td>
<td>-21dB</td>
<td>-25dB</td>
<td>-27dB</td>
<td>-29dB</td>
</tr>
</tbody>
</table>

efficiency while the estimation error of near field equation is much larger. The reason for this is that the receiver is closer to the far field boundary than near field boundary. The general rule of determining which equation is stated in [79] as that the near field efficiency is more accurate when the value of $\tau$ is larger than 1.

Next, the prototype of MPT system including both transmitter and receiver is also built to study the contribution of real system losses. As shown in Fig.2.4, the full system includes the signal generator, power divider, transmit and receive antenna array, RF rectifier with load resistor and high power amplifier.

The transmit and receive antenna array are the same series-fed microstrip antenna array, which has 14 elements connected in series governed by the Chebyshev distribution of width tapering and operates in the resonant mode. In the other dimension, ten input ports are connected in parallel with the spacing of half free space wavelength. At the transmitter side, the ten parallel input ports are fed with a 10-way broadband power divider, which is made up of the cascaded two-way Wilkinson power dividers and three-way dividers. Therefore, the ten ports of power divider are weighted rather than equally distributed. This feeding network can reduce the sidelobe level (SLL) to some extent while achieving broadband power combining at the cost of increased insertion loss. The antenna array and the power divider are fabricated on two separate FR-4 printed circuit board (PCB). The antenna array gives
Figure 2.4: Experimental configuration of the full MPT system

A simulated realized gain of 25 dB, and the broadband power divider gives a measured -6.96 dB insertion loss of power division. Therefore, the total array with the power divider at the transmitter gives a realized gain of approximately 19 dB. The power amplifier is a broadband high power amplifier by Mini-Circuits with typical power added efficiency (PAE) of 30% at 5.8 GHz and can output up to 1 Watt RF signal without distortion.

At the receiver side, the RF rectifier array is implemented with the single stage charge pump topology and converts the RF signal to DC power. The diode in the rectifier is the HSMS-286x surface mount a Schottky detector diode by Avago Technology, which gives the low series resistance of 6Ω. The single rectifier unit achieves up to 73% conversion efficiency with this low loss diode. The rectifier array employs the hybrid of series and parallel power combining at DC and is optimized to 20% to 40% conversion efficiency with the DC load of 150Ω and the input signal of 0 dBm sinusoidal wave at 5.8GHz, which is the case in our measurement. It is noted that the efficiency of rectifier varies with the input power level, input signal frequency, the way of DC power combining and DC load present to the rectifier, so the conversion efficiency keeps changing with the experimental condition.
The full system measurement is carried out with the separation distance of 3 meters between the transmitter and receiver. To find out the contribution of the system loss, each component of the whole system must be measured one by one and, when the signal generator outputs the RF power of 0 dBm, the link budget can be estimated as in Fig.2.5. To analyze the contribution of low efficiency, the total system losses are dissected in the view of a pie chart as shown in Fig.2.6.

From the analysis of system losses, it can be found that, because the total DC power at the transmitter is almost equal to DC power consumption of power amplifier, the upper limit of power loss is set by the PAE of the power amplifier (PA) and the amount of this loss is fixed. Though the second and third largest power loss are contributed by the feeding network and RF cable as Fig.2.6, these losses can be effectively reduced using the spatial power combining technique.

However, in spite of the high-efficiency circuit design, the radiation loss will dominate...
the system loss and is hard to suppress. The degradation of efficiency is more serious when the LOS propagation is not available. When the LOS channel is blocked in the experiment, the loss of the fixed beam array increases by more than 20 dB according to our experiment. The only possible solution to high transmission efficiency is adaptive beamforming array. Techniques for the adaptive array will be discussed in the following Section 2.3.

2.3 Review of Optimal Beamforming Techniques

The antenna beamforming is achieved through the coherent operation of antenna elements, so the excitation weight of each element determines the performance of beamforming.

2.3.1 Array Factor Optimization

In traditional beamforming based on AF synthesis, the antenna elements are assumed to have the same radiation pattern and accurately positioned. The steering vector $\mathbf{v}_s = [e^{i(u_n x_n + v y_n)}]$ is used to yield the AF $F(u, v) = \sum_{n=1}^{N} w_n e^{i(k(u_n x_n + v y_n))}$, where $(u, v)$ identifying the angular region. Since the power of AF is proportional to the spatial distribution of the radiated power, BCE is expressed in terms of the power of AF and a closed form expression of BCE
is derived for the planar array case by Oliveri et.al [68].

\[
BCE = \frac{\int_{\Psi} \sum_{n=1}^{N} w_n e^{i k (ux_n + vy_n)}}{\int_{\Omega} \sum_{n=1}^{N} w_n e^{i k (ux_n + vy_n)}} = \frac{w^H A w}{w^H B w}
\] (2.19)

where \( B_{mn} = 4\pi \text{sinc}(k \sqrt{(x_m - x_n)^2 + (y_m - y_n)^2}) \) and \( A_{mn} = 4\pi u_0 v_0 \text{sinc}(k(x_m - x_n)) \text{sinc}(k(y_m - y_n)) \)

This approximation greatly reduces the computation time at the cost of accuracy. However, for other structures and spacings of array, the closed form expression is not available and the numerical integral of powers has to be performed, which may take a long time to approach an optimal solution. In reality, the radiation pattern of array element is never the same due to mutual coupling, edge effect and manufacturing process. More importantly, this technique is not valid for power optimization if the array is not regular shape with known position [68].

2.3.2 Retrodirective Array/Phase Conjugate Array

Retrodirective Array is the array to reflect the incident plane wave toward the source direction without any prior information on the source location. The retrodirective array works in the following way: the receive array/interrogate antenna out a probing signal and then transmit array retransmits the amplified signal towards receiver by taking phase conjugate of the observed probing signal. Since the phase conjugating functionality can be implemented at RF frequency with hardware, its popularity arises from the automatic beam steering without any computational algorithm (i.e. digital signal processing hardware). Although this technique is also adaptive to the propagation channel, it only works for a fixed frequency. The array calibration becomes problematic, depending on the hardware design.

2.3.3 Adaptive Array Digital Beamforming

Digital beamforming is more powerful and flexible than conventional phased array at the expense of hardware complexity and cost. However, if the estimation of channel characteris-
tics is enabled by the additional receive antennas, the adaptive signal processing results in a more powerful beamforming transmitter and flexible beamforming formulation regardless of array shape and position. Digital beamforming based on the channel estimation is also an important technique to enhance the signal-to-interference ratio (SIR), signal-to-noise ratio (SNR) and the intersymbol interference (ISI) in the MISO or MIMO communication.

The time reversal (TR) technique has been studied extensively in wireless communication by many researchers [64], as this scheme can improve SNR greatly in multipath and the rich scattering environment. The receivers send a probing signal to a transmitter for channel estimation, and the transmitters convolve the time-reversed channel impulse response $h(-t)$ with the transmitted signal $s(t)$. The received signal will be equal to the convolution between the transmitted signal $s(t)$ and the autocorrelation of the channel impulse response. Eq. (2.20) indicates that the energy will be spatially focused at the target receiver in any environment. When the receiver has multiple antennas, this TR beamforming technique is not valid for energy focusing.

$$y(t) = s(t) \ast h(-t) \ast h(t) = s(t) \ast R(t)$$

(2.20)

The eigen-beamforming is an optimal scheme for maximizing the average SNR [107] in the narrowband MIMO. Nevertheless, the optimization of SNR happens at the output of matched filter instead of the summed power at the receiver. Besides, it is noted that the maximization is implemented with the coding scheme, which results in the spectrum spread. For this reason, this technique is not applicable for adaptive beamforming in MPT, which requires the continuous wave transmission.

$$SNR = \frac{E\{h^H C^H Ch_s\}}{E\{h^H C^H nn^H Ch\}}$$

(2.21)

where $h$ is the matrix of channel impulse response in time domain and $C$ is the coding scheme of eigen-beamforming. $n$ is the Gaussian noise and $s$ is the baseband signal carrying information.

Furthermore, the time reversal scheme is analyzed using the model of Green’s function in
the frequency domain [40] [45], as the time reversed signal is equivalent to the complex conjugate in frequency domain. The paper [40] and [45] demonstrate that the communication efficiency can be improved with the proposed beamforming scheme in theory and in experiment, respectively. To our knowledge, the specific application of adaptive beamforming for WPT has not been reported yet.

2.4 Time Reversal Eigenmode Beamforming

The classic array synthesis technique is developed based on the model of AF with the assumption of equal element pattern. As is widely known by antenna designer, the mutual coupling leads to the unequal pattern, especially for the edge element. For the array with the unequal element and arbitrary location, the AF is no longer valid, and the adaptive array processing has to be employed for the array synthesis using the knowledge of probing channel characteristics. However, the previous studies of adaptive beamforming are developed for improving the signal-to-noise (SNR) ratio or channel capacity based on MIMO wireless communication and no discussions on how to devise an adaptive algorithm for MPT. This section presents a modified algorithm for MPT based on the time reversal signal processing techniques. Besides, it will also be proved as a new optimal array synthesis method without the prior knowledge of element spacing and positions.

2.4.1 Pseudo Transmission Efficiency

To implement the adaptive optimization of transmission efficiency, we propose the pseudo transmission efficiency (PTE) as an alternative optimization goal. PTE is the ratio between the total RF power available at the receiving array, and the incoherent sum of the input power over all transmit elements.

The incoherent sum of radiated power takes the sum of input power at each radiator independently and is only physical for the special case that the mutual impedance matrix is a diagonal matrix ($P_{\text{sum, in}} \neq P_{\text{in}}$). However, the incoherent power is used in communication society for evaluation of power in wireless communication by neglecting the mutual coupling
effect. Similarly, the incoherent sum of radiated power is related to input power \( P_{\text{sum,rad}} = (1 - |\Gamma|^2) P_{\text{sum,in}} \).

\[
P_{\text{sum,rad}} = \frac{\mathbf{V}^H \mathbf{V}}{2 R_{\text{rad}}} = \frac{1}{2} \mathbf{V}^H \Re \{ \text{diag}[\mathbf{Z}_A^{-1}] \} \mathbf{V}
\]  

(2.22)

\[
P_{\text{TE}} \triangleq \frac{P_{\text{out}}}{P_{\text{sum,in}}}
\]  

(2.23)

PTE is not a physical efficiency, but the difference between PTE and \( \eta \) (Eq.(2.18) is negligible if the real part of mutual coupling impedance terms are sufficiently small. When the adjacent antenna elements are weakly coupled to each other, the transmit channels are uncorrelated with each other. The correlation between transmits channels is expected to be low in both MPT and MIMO communication. While the envelope correlation coefficient (ECC) is an indicator of the MIMO antenna design, the independence of MPT array is reflected by the ratio between the radiated power and the coupled power dissipation in the following Eq.(2.24). It is noted that this correlation power factor is related to the complex excitations of the array elements and the power ratio \( R \) increases as with the improved isolation between adjacent elements.

\[
R(\mathbf{V}_{in}) \triangleq \frac{\sum_{i=1}^{N} v_i \Re \{ y_{ii} \} v_i^*}{\sum_{j=1}^{N} \sum_{i=1,i\neq j}^{N} v_i \Re \{ y_{ij} \} v_j^*}
\]  

(2.24)

To verify this assumption quantitatively, a simple 2 x 2 rectangular array is simulated in Ansys HFSS and the exposed Y parameter is used to compute the correlation power factor with several complex excitation combinations. These five excitation vectors have the uniform magnitude but random linear phase progression. Fig.2.7 shows that the exact value of correlation power factor is dependent on the excitation vector but the average increases with the array element spacing, which is equivalent to the isolation between two elements. The improvement of mutual coupling can also be implemented by the techniques of enhancing ECC in MIMO antenna design.

In Fig.2.8, the error between incoherent power sum \( (P_{\text{sum,in}}) \) and physical input power \( (P_{in}) \) is defined as \( \text{Error} \triangleq \left| (P_{\text{sum,in}} - P_{in}) / P_{\text{sum,in}} \right| \) and the error is plotted for different excitations.
as in Fig. 2.7. The average of the five excitations shows that the average error is well below 5% when the array spacing is greater than the half free space wavelength. In summary, the plots in Fig. 2.7 and Fig. 2.8 quantitatively justify why the PTE gives a good estimation of transmission efficiency for weakly coupled array.

### 2.4.2 Transmission Efficiency Optimization

Since the correlated power is sufficiently low in most array setup, this chapter will discuss the optimization of PTE instead of either $\eta$ or BCE. If the PTE is rearranged, Eq.(2.23) can be simplified as in (2.25).

$$PTE = \frac{P_{out}}{P_{sum,in}} = \frac{(1 - |\Gamma|^2)}{Z_L} \frac{V_{in}HH^HV_{in}^H}{\Re\{Z_{rad}^{-1}\}V_{in}^HV_{in}^H}$$

$$\sim \frac{V_{in}HH^HV_{in}^H}{V_{in}^H}$$

$$\sim \frac{V_{in}HH^HV_{in}^H}{V_{in}^H}$$

From Eq.(2.18) and Eq.(2.25), it is clear that the ultimate goal of achieving optimal transmission efficiency is to solve the eigenvalue problem $R_2PV_{in} = \lambda V_{in}$, where $P = H^H H$ and
Figure 2.8: Error percentage of incoherent sum: the average error decreases as with the increase of element spacing.

\[ R_Z = \Re\{Z\}. \] \( V_{in} \) is the input voltage, which also corresponds to the eigenvector of this problem. This is a Rayleigh Quotient and the eigenvalues of \( R_Z P \) give the possible range of the transmission efficiency \( \eta \). From Min-Max Theorem, it is known that the dominant eigenvector (the eigenvector corresponding to the largest eigenvalue) maximizes the transmission efficiency \( \eta \).

\[
V_{in,\text{opt}} = \arg\left[ \max_{V_{in}} \frac{V_{in}H{H}^H V_{in}^H}{V_{in}H{H}^H \Re\{Z^{-1}\} V_{in}^H} \right] \tag{2.26}
\]

However, the mutual impedance matrix can only be estimated from measurements but the measurement is difficult if the number of array elements are very large so finding the matrices in this eigenvalue problem is a difficult task.

\[
V_{in,\text{opt}} = \arg\left[ \max_{V_{in}} \frac{V_{in}H{H}^H V_{in}^H}{V_{in}H{H}^H V_{in}^H} \right] \tag{2.27}
\]

Therefore, as discussed above, we may think of optimizing the PTE as an alternative goal because it can be computed from the signal levels observed at the input ports. This method is validated in Fig.2.8 as the error between \( \eta \) and PTE is expected to be negligibly small for the array with large spacing. In this way, another eigenvalue problem is formulated.
\( \mathbf{P} \mathbf{V}_{in} = \lambda \mathbf{V}_{in} \). The Min-Max Theorem is also applicable for this as Eq.(2.27). In most cases, the maximization of PTE yields the maximal values of transmission efficiencies. Hence, the next challenge is how to devise an algorithm to approach this optimal eigenvector excitation.

### 2.4.3 Time Reversal Eigenmode Beamforming

Time reversal signal processing technique is derived from the research on acoustic focusing effect with time reversal mirror (TRM) by M. Fink [27, 28]. This principle focuses the energy thanks to the reciprocity of wave equation: the TR (using a negative time) of the wave functions’ solution is also a solution to this equation as long as the media is slowly varying, reciprocal and linear. When the TRM emits the plane wave towards a passive scatterer and observes the scattered signal, the emitted energy by TRM can be focused to this scatterer by retransmitting a time reversed copy of the observed signal. If the process is iterated, the energy becomes more and more focused on this passive target. This technique has been developed into applications including wireless communication and radar imaging in cluttered and complex medium with computational iterative process [44, 45, 73, 100].

If the channel transfer function between transmit and receiving antenna can be measured in real time, the iterated time reversal process can be performed with a simple eigendecomposition process as discussed in [44]. Thus, the proposed method requires the probing of channel transfer matrix and digital beamforming architecture. The RF hardware of MPT system is similar to the massive MIMO communication as in Fig.2.9 [87]. In such a power transmission system, the communication module is integrated with the power delivery module and used to probe the channel characteristics as MIMO communication. Given a transmit array of \( N \) elements and a receive array of \( M \) elements, the process of the proposed technique is stated as follows.

- **Measurement of transfer matrix** \( \mathbf{H(M-by-N)} \)

  The probing signal is an impulse waveform \( s_n(t) \) spanning over the power transmission band and sent from each receive array elements one by one. The observed signal is
recorded simultaneously at all the transmit elements and the recorded transient signal $y_m(t)$ is transformed to frequency domain $Y_m(\omega)$ through Fourier Transform. Then the recorded signal is normalized to the probing signal as $h_{mn}(\omega) = Y_m(\omega)/S_n(\omega)$. $h_{mn}(\omega)$ is defined as the channel transfer function in frequency domain between the $n_{th}$ element of transmit array and $m_{th}$ element of receive array.

- **Construction of transfer power matrix $P$ (N-by-N)**

The transfer functions $h_{mn}$ at the frequency of $\omega$ are rearranged into the matrix format as $H(\omega)$.

$$H(\omega) = \begin{bmatrix} h_{11} & h_{12} & h_{13} & \ldots & h_{1N} \\ h_{21} & h_{22} & h_{23} & \ldots & h_{2N} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ h_{M1} & h_{M2} & h_{M3} & \ldots & h_{MN} \end{bmatrix}$$  \hspace{1cm} (2.28)

The transfer matrix is used for the computation of the transfer power matrix($P(\omega)$).

$$P(\omega) = H(\omega)^H H(\omega)$$  \hspace{1cm} (2.29)

- **Calculation of dominant eigenvectors** (corresponding to largest eigenvalue)
The eigenvector of the power transfer matrix can be found through the numerical eigenvalue decomposition of measured data. As discussed before, the eigenvector that corresponding to the largest eigenvalue leads to the maximization of PTE and will be used for beamforming.

\[ PV_{in,1} = \lambda_1 V_{in,1} \]  

\[ \text{• Power delivery according to dominant eigenvector} \]

Each element in the eigenvector \( V_1 \) corresponds to the complex excitation of one antenna element. Since, in most cases, the single tone signal is used for wireless power transmission, the sinusoidal wave at the frequency of \( \omega \) is weighted with the dominant eigenvector as follows.

\[ y_m(t) = \mathbf{F}^{-1}\{v_{1m}(\omega)\} = |v_{1m}(\omega)|\sin(\omega t + \angle v_{1m}(\omega)) \]  

The proposed scheme is implemented with the digital beamforming architecture so the synchronized transmitters synthesize the desired transmit signal \( y_m(t) \) with analog-to-digital converter(ADC) and feed into each transmit elements for power beamforming. It is noted that in the real scenario of MPT, the available frequency of power transmission spans over a bandwidth of hundreds of megahertz while only a single carrier frequency is needed. To maximize the transmission efficiency, the eigenvalues of power transfer matrix over the available bandwidth can be compared to find at which frequency the power transmission has lowest propagation loss for the given environment.

The TR eigenmode technique have a drawback that is the susceptibility to interfering source. When there are multiple receivers requesting power transmission, the transmitter has to characterize the propagation channel corresponding to these receivers one by one and determine which frequencies are allocated to these receivers based on the frequency dependent eigenvalues corresponding to the receivers. After having determined the complex excitations, the simultaneous power transmission can be implemented by superimposing two signals at the baseband. For example, the \( m_{th} \) transmitter directly synthesize the sig-
nal which simultaneous power transmission to two receives as $y_m(t) = |v_{1m}(\omega_1)|sin(\omega_1 t + \angle v_{1m}(\omega_1)) + |v_{2m}(\omega_2)|sin(\omega_2 t + \angle v_{2m}(\omega_2))$. In this way, the transmitter generates dual beams at two different frequencies pointing towards two receivers.

Figure 2.10: Simulation in HFSS-IE. The rectangular patch array antennas are used for both receiver and transmitter. The positions of transmit elements are randomized.

2.5 Numerical Examples

The paper [68] reports that the BCE can be up to 99% by evaluating the power of AF. However, as discussed in Section 2.3 the efficiency derived from AF is not valid when the element pattern is not equal. To compare the effectiveness of different beamforming technique, the numerical simulation in different experiment setup is carried out in Ansys HFSS. The experimental verification of transmission efficiency and channel transfer function is extremely challenging and costly for large-scale array beamforming. In this chapter, the electromagnetic simulation is carried out in HFSS-IE, which is a new module based on Method of
Moment-Integral Equation (MoM-IE) and designed for electrically large simulations.

As shown in Fig. 2.10, microstrip rectangular patch antenna is chosen for investigation as a representative of directive antenna rather than an isotropic radiator. In HFSS, each antenna is placed on the planar Duroid 5870 substrate, so each element has an image due to the ground plane. Its radiation pattern of each antenna is modeled in the previous formulation. The field distribution on the virtual spherical air box is shown in Fig. 2.13 to illustrate the power distribution in space. The amplitude and phase of excitation are modified in the postprocessing function of HFSS according to the calculation of our proposed formulation.

Due to the intensive computation cost and limitation of computer memory, the six by six microstrip array is examined to make a comparison with our theoretical model, and the power transfer frequency is taken at 5.8 GHz in HFSS simulation. In the postprocessing, the excitations at each port can be specified with both amplitude and phase and the resultant beam pattern is observed in the far field. The followings are several examples to show the advantages of the proposed scheme with the aid of comparison table and figures.

### 2.5.1 Arbitrary Array Beamforming in Free Space

In the first example, the beamforming techniques are evaluated in free space in terms of several transmission efficiencies (\(\eta, \eta_{\text{near}}, \eta_{\text{far}}\) and PTE) and spatial distribution of electric field. Four beamforming techniques are chosen for investigation: uniform excitation, phase conjugate (same as a retrodirective array), the proposed method, and AF synthesis technique described in [68].

In the HFSS simulation setup, the transmit array is arbitrarily positioned 6-by-6 antenna array as in Fig. 2.11, the inset of which shows the resultant arbitrary array for beamforming. The random spacing is generated by the normal distribution function of Matlab with the mean of 0.65\(\lambda_0\). The receive array is a 3-by-3 rectangular array with the spacing of 0.65\(\lambda_0\) in both x and y-direction. The receiver is located at a distance 0.5m from the center of transmit array and takes the angular area of 0.1 \times 0.1 receive aperture, which is defined as 
\[-\arcsin(0.1/2) \leq \theta \leq \arcsin(0.1/2)\] and 
\[-\arcsin(0.1/2) \leq \phi \leq \arcsin(0.1/2)\ ] in spherical
coordinate. It is noted that, in this case, the receive array is located in the Fresnel near field region because the distance between receiver and transmitter is between the far field \( \left( \frac{2D^2}{\lambda} \approx 2.18m \right) \) and near field boundary \( \left( 0.62\sqrt{\frac{D^3}{\lambda}} \approx 0.31m \right) \). As the exact position of the arbitrary array is not available, the mean spacing is taken for the formulation of AF. Therefore, the degradation of beamforming is expected due to the random phase error.

To compute the beamforming efficiency, the power density can be integrated over angular regions(\( \Psi \)) to obtain the power focused into the target area. It is noted that, when we compute the spatial power flow, the transmit antenna is simulated without receive antenna with finite element method (FEM) only and enclosed with an upper hemisphere of radius 0.5m. Then the BCE (Eq.(2.5)) is computed to evaluate the ability to shape power beam into angular regions of 0.1 x 0.1 receive aperture. Besides, the received power and transmitted power are computed from mutual impedance matrix and S-parameters are used to evaluate the transmission efficiency (Eq.(2.6)). For comparison, the incoherent sum of transmitted power is obtained from simulation and used for the computation of PTE as Eq.(2.6).
Figure 2.12: Far field radiation pattern of transmit array with different beamforming techniques: max array gain in linear scale can be read from radiation pattern as 165.82, 177.16, 193.35 and 193.41 for the techniques of phase conjugate array, TR eigenmode, uniform excitation, and AF synthesis, respectively.

FEM simulation solves the far field antenna pattern with different complex excitations as in Fig.2.12. The max antenna gains can be read from radiation pattern as 165.82, 177.16, 193.35 and 193.41 (in linear scale) for the techniques of phase conjugate array, TR eigenmode, uniform excitation, and AF synthesis, respectively. These four beamforming techniques gives the effective aperture for the calculation in Eq.(2.9) and Eq.(2.10). The AF synthesis technique and uniform excitation give much higher gain and narrower beamwidth. From the models based on antenna parameters, it implies that these two techniques give higher transmission efficiency with the specific equations. However, the HFSS-IE simulation shows a contradictory results. The AF synthesis and uniform excitation result in the significant leakage of the real power flow (Fig.2.13 if the spatial electric field distribution is plotted on the enclosing hemisphere. The phase conjugate and TR eigenmode techniques have lower far field gain but focus most of the power into the region of receive aperture. For this reason, Table 2.2 shows that the model based estimation (either $\eta_{\text{near}}$ or $\eta_{\text{far}}$) overestimates the
Table 2.2: Comparison of different optimization techniques for MPT in free space

<table>
<thead>
<tr>
<th>Beamforming Method</th>
<th>BCE $[0.1 \times 0.1]$</th>
<th>PTE</th>
<th>$\eta$</th>
<th>$\eta_{near}$</th>
<th>$\eta_{far}$</th>
<th>Gain (linear scale)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>21.37%</td>
<td>34.18%</td>
<td>18.50%</td>
<td>50.64%</td>
<td>70.59%</td>
<td>193.41</td>
</tr>
<tr>
<td>Phase Conjugate</td>
<td>33.05%</td>
<td>45.82%</td>
<td>25.14%</td>
<td>45.47%</td>
<td>60.65%</td>
<td>177.16</td>
</tr>
<tr>
<td>TR Eigenmode</td>
<td>33.22%</td>
<td>45.86%</td>
<td>25.22%</td>
<td>45.41%</td>
<td>70.59%</td>
<td>165.82</td>
</tr>
<tr>
<td>AF Synthesis</td>
<td>22.64%</td>
<td>36.58%</td>
<td>18.91%</td>
<td>50.63%</td>
<td>60.52%</td>
<td>193.35</td>
</tr>
</tbody>
</table>

Efficiency if it is compared with the simulated efficiency. The discrepancy is attributed to the wide main beam at the cost of lower gain so that the adaptive beamforming directs more integrated power into the targeted area.

Furthermore, Table 2.2 shows that either phase conjugate array or time reversal eigenmode technique leads to higher transmission efficiency $\eta$ especially in the case that the position of antenna elements is not available. It also verifies that the assumption of negligible correlated power dissipation is valid in adaptive beamforming and shows their advantages over the classic array synthesis.

2.5.2 Arbitrary Array Beam Steering

The previous section demonstrates the potential of maximizing transmission efficiency when the receive array at the scan angle of 0 degrees. At this scan angle, the transmit array gives the largest gain and the consequent transmission efficiency over any other beam pointing angles. In our analytical model, although the propagation channel is irrelevant with the location of scan angle, the synthesized beam by adaptive technique has the beam pointing error in some cases as discussed by [105]. Therefore, it is worthy of studying the impact of steering the beam away from the center.

In this subsection, the positions of transmit array elements are the same as last section
Figure 2.13: Spatial power distribution from different beamforming methods: significant amount of power leakage appears for the AF synthesis and uniform excitations. The enclosing sphere shows the spatial distribution of the real power flow in the region of Frensel near field region.

while the receive array is rotated along the x-axis to create different receiving angles. Fig.2.14 shows the beam steering towards the receive array based on the time reversal eigenmode technique. The main beam is steered to the angular region without the grating lobe where the receiver is until the scan angle is greater than 30°. The limited scan angle is due to array spacing of 0.65λ₀. According to the array theory, the maximum scan angle can be computed from the array spacing as \( \theta_{\text{max}} = \arcsin(d/\lambda_0 - 1) = \arcsin(0.538) = 32.57° \). It is noted that, for the scan angle of 45°, the most of the power flows towards to the direction of receive array with the significant grating lobe at the symmetric location. However, when the scan
Figure 2.14: Antenna pattern over different scan angles: grating lobe becomes large for the scan angle of $\theta = 45^\circ$ and $60^\circ$; for the scan angle of $60^\circ$, the main beam cannot be steered to the direction of receive aperture.

angle moves further to $60^\circ$, the main beam cannot be steered to the direction of receiver any more. In fact, this phenomenon is attributed to the scan blindness due to surface wave and can be mitigated by the proper antenna elements design with cavity backing and so on. The beam scanning pattern is given by the adaptive array technique also presents the degradation of array gain, which is called the scan loss. The simulated gains at the angle of $0^\circ$, $15^\circ$, and $30^\circ$, are 165.8, 157.3 and 140.6, respectively. The gain degradation is close to the scan loss equation $\cos(\theta)$ ($\theta$ is scan angle).

From the aforementioned analysis, it can be found that the beam scanning leads to the drop of array gain, which is also predicated on the model of AF. As a consequence, Fig.2.15 shows that the transmission efficiency also drops as with the increase of scan angle. Given a fixed channel transfer matrix, the TR eigenmode technique gives a maximization of PTE and the consequent transmission efficiency $\eta$. However, the maximum value of $\eta$ is limited
by the array setup and propagation medium, no matter what complex excitation vector is. The limitation of array beam scanning is discussed using the model of Plane wave impulse response Element Pattern in [105].

![Diagram](image)

Figure 2.15: Transmission efficiency over different scan angles. The near field and far field models overestimate the transmission efficiency while the PTE has much better accuracy.

### 2.5.3 Arbitrary Array Beamforming in Multipath Environment

In this subsection, an obscured propagation channel is studied to demonstrate the advantages of TR eigenmode technique in multipatch environment. In this numerical example, a PEC(perfect electric conducting) spherical obstacle is inserted (Fig. 2.16) with a diameter equal to the diagonal length of receive aperture. This example has also been formulated and discussed for the application of wireless communication in [45] and [40].

The PTE and transmission efficiency are tabulated as Table 2.3 for four different techniques. In this case, if the array synthesis and uniform excitation techniques are not well-defined and shown for the purpose of comparison. Because the receiver is located in the region shadowed by the obstacle and no direct beam can be formed towards the receiver, the shaping of the main beam towards any direction leads to a large amount of backward
Figure 2.16: Wireless power transfer behind PEC spherical obstacle. No LOS propagation path is available.

Table 2.3: Comparison of different optimization techniques for MPT behind PEC spherical obstacle

<table>
<thead>
<tr>
<th>Beamforming Method</th>
<th>Uniform</th>
<th>Phase Conjugate</th>
<th>TR eigenmode</th>
<th>AF Synthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>2.23%</td>
<td>5.22%</td>
<td>5.85%</td>
<td>2.44%</td>
</tr>
<tr>
<td>( PTE )</td>
<td>3.12%</td>
<td>5.96%</td>
<td>6.39%</td>
<td>3.33%</td>
</tr>
</tbody>
</table>

scattering. Nevertheless, the advantage of phase conjugate and TR eigenmode stands out in the comparison table. These two techniques give several times greater efficiencies (both \( \eta \) and \( BCE \)) over the other two techniques. Given the same norm of input power, the eigenmode method has approximately 10% higher efficiencies over the phase conjugate method (Table.2.3). It can be expected the improvements of efficiency from TR-Eigenmode method will be even more significant as with the increase of propagation channel due to the multi-path environment.

In Fig.16(a) and (b), the far field pattern from TR eigenmode and phase conjugate tech-
Figure 2.17: Array beamforming with the presence of spherical obstacle: (a) radiation pattern from the phase conjugate (b) radiation pattern from time reversal eigenmode. A significant main lobe exists in (a) and results in the propagation loss.

The technique is computed with the results from FEM in HFSS. The reason why TR eigenmode technique is better than phase conjugate technique is shown apparently in Fig. 16. Instead of one main beam in traditional beamforming technique, two beams are generated by the eigenvector excitations. The dual-beam maximizes the diffracted wave towards receiver while it minimizes the reflection by the obstacle. The phase conjugate technique, on the other hand, still maintains the main beam in the direction of LOS, apart from two side beams. Therefore, a portion of power is reflected back due to the existence of the main beam. In Fig. 2.16, the induced surface current in MoM-IE method gives an implication of how the two side beam makes use of diffractions.

In short, the TR eigenmode method is the best adaptive array synthesis technique for MPT in the channel with multipath.

### 2.6 Conclusion

In this chapter, the wireless power transmission system is formulated in terms of the circuit theory and the field theory. The clarification of definitions on powers and efficiencies implies the challenges of estimating the transmission efficiency. For this reason, the classic model
of transmission efficiency based on antenna parameter is reviewed while another transmission equation is presented in terms of the channel transfer function and mutual impedance matrix. Then the experimental study of transmission efficiency is carried out in an indoor environment, which is a rich scattering and multipath environment. The quantitative study of transmission efficiency in experiment shows that the adaptive array beamforming is demanded to improve the MPT in a complex environment.

Furthermore, the exact transmission efficiency is approximated with pseudo transmission equation (PTE) as the coupled power dissipation is sufficiently small if the array spacing is greater than a half wavelength. Based on this approximation, an optimal method is derived from time reversal signal processing technique. As the iterative TR process achieves spatial focusing effect through the automatic probing the channel characteristics, this property enlightens us with its application in the wireless power transmission. Then the iterative process is implemented computationally with eigendecomposition process since the channel transfer matrix can be measured and processed. Based on this principle, the time reversal eigenmode technique is proposed and validated with numerical examples. The MoM-Integral Equation was employed to demonstrate the advantages of the proposed techniques due to the prohibitive cost of the large phased array. From the simulation results, it has been shown that the proposed scheme gives an optimal transmission efficiency for an array with unequal element pattern and arbitrary position. Moreover, the simulation also shows that this method is applicable to the receivers located in either far field or near field region while conventional array synthesis assumes the far field propagation. Most importantly, we have shown that the TR eigenmode technique can improve the transmission efficiency in a complex environment.
Chapter 3

HARD WALL IMAGING OF OBJECTS HIDDEN BY NON-PENETRATING OBSTACLES USING MODIFIED TIME REVERSAL TECHNIQUE

One of the important current problems is imaging and detection of objects hidden by obscuring obstacles. There have been extensive works reported on “Through-Wall Imaging” in recent years. This chapter extends the previous works to the case where the wall is non-penetrating, and the diffraction around the edge becomes important. This hard-wall imaging is related to the historical problem of “Poisson Spot” and “Anti-Podal point”. This chapter makes use of the modified time-reversal technique and GTD and shows the formulations of the multistatic data matrix, eigenvectors and steering vectors to form the imaging function. Signal processing includes the multiplicative modified time reversal technique to eliminate the unwanted extraneous images. Numerical examples include comparisons between the modified and the conventional time-reversal imaging to show the effectiveness of the hard-wall imaging method.

3.1 Introduction

One of the important current problems is imaging and detection of objects hidden by obscuring obstacles. In recent years, there have been extensive researches reported on “Through-Wall Imaging”. They include imaging through opaque scattering walls [31], non-linear inverse technique [83], chaos-based technique [86], wide-band beamformer [3], Time-Reversal Mirror Technique [106], UWB imaging radar [94], singular value decomposition (SVD) inversion scheme [80], UWB SAR imaging [65], Time Reversal processing applied to moving targets [59], and historical perspective and future direction noting interplay between propa-
Dyadic Green’s functions are studied for three-dimensional through-the-wall imaging \[103\]. The use of UTD in ray-tracing and multiple wall transmission, reflection and diffraction are presented for through-wall building imaging \[104\]. Time reversal MUSIC method is used in through-wall imaging \[14\] and imaging through a periodic wall structure is studied with the use of non-linear minimization solution to correct the target distortion \[13\].

In this chapter, we attempt to go beyond the through-wall imaging to the case where the wall is non-penetrating, and therefore the diffraction around the edges and the openings of the wall becomes important. The hard-wall imaging complements the through-wall imaging in the study of detection and imaging in geophysical or biological environments, where it may be difficult to obtain information of hidden objects using the conventional technique.

Hard-wall imaging is related to the historical problem of diffraction behind a circular disk and a sphere known as “Poisson Spot” or “Avago Spot”, which was discussed by Sommerfeld \[81\]. This is also related to an increase of the radio signal strength at the antipodal point of the earth \[88\]. This is also related to the BTH (beyond-the-horizon) radar, and the use of creeping waves, and surface waves \[11\] \[39\].

This chapter makes use of the modified Time Reversal technique to obtain the image behind the wall. Green’s function and the steering vector are obtained by GTD. The signal processing makes use of the “multiplication” method rather than the conventional “additive” time reversal imaging method. This multiplication method is related to the multiplicative or correlation array such as Mills Cross \[19\] which are discussed as one of the signal processing antennas \[19\]. In this chapter, we deal with a point target only and therefore the problem which arises from a multiple-target is not discussed in Sections II to IV. However, some discussions on multiple target imaging are included at the end of Section V. Numerical examples are given to show the spot images of a point target behind a perfectly-conducting wall and to show the comparison between the conventional and the modified time reversal technique.

In this chapter, we attempt to show two key points. First, if a wall is non-penetrating, we
need to devise a method to make use of the diffracted wave. However, conventional use of the
diffraction including time-reversal produces extra superfluous images as shown in Figs. 3.9
and 3.11 and cannot give a clean image. To overcome this problem, we devised a modified
signal processing and obtained a clear image as shown in Fig. 3.12. This is the second key
point of this chapter.

### 3.2 Time-Reversal Imaging of a point target

Time reversal imaging has been extensively studied by Fink, Prada, Devaney, Yavuz, Teixeira
and many others [22, 29, 72, 74, 95]. Here we briefly review and outline the conventional time-
reversal imaging for a point target. Multi-static data matrix $[K_{ij}]$ is a symmetric matrix and
its element $K_{ij}$ is the signal received at the $i^{th}$ antenna where the signal is emitted from
the $j^{th}$ antenna and reflected by the target. For a point target, $K$ is given by

$$K = gg^T, g = [g_1, ..., g_N]^T$$

(3.1)

where $g_i$ is the Green’s function, $g^T$ is the transpose of $g$, Fig. 3.1

![Figure 3.1: Point target behind hard wall](image)

Transmitted signal $v$ propagates to the target and is reflected back to the receiver and
is given by $Kv$. This is time-reversed given by the conjugate $[Kv]^*$ and is transmitted.
In our time reversal process, the time-reversed transmitted signal is proportional to the
original transmitted signal with the singular values $\sigma$. This is consistent with DORT [95]
and SVD [22].

\[ [Kv]^* = \sigma v \]  \hspace{1cm} (3.2)

Taking the conjugate and multiplying by \( K^* \), we get

\[ K^*Kv = K^*(\sigma v)^* = \sigma^*(Kv)^* = \sigma^*\sigma v \]  \hspace{1cm} (3.3)

This is the time-reversal eigenvalue equation.

\[ Tv = \lambda v \]  \hspace{1cm} (3.4)

where \( T = K^*K = \text{Time Reversal Matrix} \),
\[ \lambda = \sigma^*\sigma = \text{eigenvalue} \]. For a point target, we note

\[ K^*Kg^* = \lambda g^* \]  \hspace{1cm} (3.5)

Therefore, the eigenvector \( v \) is equal to

\[ v = g^* \]  \hspace{1cm} (3.6)

And the eigenvalue is

\[ \lambda = [g^Hg]^2 \]  \hspace{1cm} (3.7)

where \( H \) denotes conjugate transpose. It is, therefore, possible to obtain the eigenvector and the eigenvalue for a given point target problem, analytically, numerically or experimentally. Note that this process of obtaining the eigenvector experimentally can be done without the knowledge of the geometry of the problem. It requires, however, that the multistatic data matrix is determined.

Once we obtain the eigenvector and the eigenvalue, we can then obtain the image by using the steering vector \( g_s \), focused on the search point \( \vec{r}_s \). If the steering vector is Green’s function for the problem, then the wave will be focused on the target. In general, however, we may not know the exact Green’s function without some knowledge of the problem. We will formulate the steering vector as shown in the next section.
In summary, we first obtain the multistatic data matrix and the eigenvector without the knowledge of the geometry of the problem. Then we construct the steering vector $g_s$ based on some knowledge of the problem. With the eigenvector $v$, the eigenvalue $\lambda$ and the steering vector $g_s$, we construct the imaging function $\Psi$ [22, 41, 44, 95, 96].

$$\Psi = \frac{1}{2\pi} \int_{\Delta \omega} d\omega |U|^2 \sqrt{\lambda} g_s^T v$$ \hspace{1cm} (3.8)

where $U$ is the spectrum of the transmitted signal.

Here, we followed the ultrawideband (UWB) imaging functions given by Yavuz and Teixeira based on the application of SVD (singular value decomposition) [96].

### 3.3 Green’s function for a point target behind hard wall

As stated in the last section, in order to obtain the imaging function (3.8), we need to obtain the eigenvector $v$, the eigenvalue $\lambda$ and the steering vector $g_s$. The eigenvector is obtained by the time-reversal matrix, which can be constructed by multistatic data matrix. For a point target, the multistatic data matrix and the eigenvectors are given by Green’s function. Even though Green’s function for a hard wall can be obtained by numerical or experimental work, in this section, we give an approximate Green’s function using GTD (Geometric Theory of Diffraction).

Consider a perfectly conducting hard-wall of width $H$ placed between the transmitting-receiving array and a point target at $\vec{r}_t$ imply Fig. 3.2. Here we use the GTD, which applies to the diffraction region. For our problem, we do not need to consider the incident and reflected waves, and the reflection and shadow boundaries, for which UTD and ATD need to be considered [36, 39].

The use of GTD is only for the cases we calculated, where the target is in the shadow region. However, in general, when the target can be located near the shadow boundary, UTD or ATD need to be applied. Green’s function $f$ for a point source at $\vec{r}_t$ and observed at $\vec{r}_i$ is
Figure 3.2: Green’s functions $g_i$ from transmitting and receiving arrays to hard wall with size $H$ and to the target at $\vec{r}_t$. Also shown is the search point $\vec{r}_s$ for steering vector $\vec{g}_s$.

Therefore given by

$$f = f_i + f'_i$$
$$f_i = G_i \exp[i k (l_i + l_l)]$$
$$f'_i = G'_i \exp[i k (l'_i + l'_l)]$$

$$G_i = \frac{1}{4\pi l_i} D(\theta_t, \theta_i) \sqrt{\frac{l_i}{l_i(l_i + l_l)}}$$
$$G'_i = \frac{1}{4\pi l'_i} D(\theta'_t, \theta'_i) \sqrt{\frac{l'_i}{l'_i(l'_i + l'_l)}}$$

where $D(\theta_t, \theta_i)$ is the diffraction coefficient given by

$$D(\theta_t, \theta_i) = \frac{-\exp(i\pi/4)}{2(2\pi k)^{1/2}} \left[ \frac{1}{\cos(\theta_i - \theta_t)} \mp \frac{1}{\cos(\theta_i + \theta_t)} \right]$$

$$D(\theta'_t, \theta'_i) = \frac{-\exp(i\pi/4)}{2(2\pi k)^{1/2}} \left[ \frac{1}{\cos(\theta'_i - \theta'_t)} \mp \frac{1}{\cos(\theta'_i + \theta'_t)} \right]$$

The minus sign is for Dirichlet boundary condition and the plus sign is for the Neumann.
boundary condition.

For the steering vector, we use GTD and the Green’s function given by

\[
\begin{align*}
    g_{si} &= G_{si} e^{ik(l_i + l_{si})} \\
    g'_{si} &= G'_{si} e^{ik(l'_i + l'_{si})} \\
    G_{si} &= \frac{1}{4\pi l_i} D(\theta_s, \theta_i) \sqrt{\frac{l_i}{l_s(l_i + l_s)}} \\
    G'_{si} &= \frac{1}{4\pi l'_i} D(\theta'_s, \theta'_i) \sqrt{\frac{l'_i}{l'_s(l'_i + l'_s)}}
\end{align*}
\] (3.12)

It should be noted that these diffraction coefficients are relatively slowly varying. What is important is the phase as given in (3.9). We also make use of the Gaussian input pulse given by

\[
\begin{align*}
    u(t) &= A_0 e^{-(i\omega_0 t - \frac{t^2}{T_0^2})} \\
    U(\omega) &= A_0 \frac{2\sqrt{\pi}}{\Delta \omega} e^{-(\omega - \omega_0)^2 / \Delta \omega^2}
\end{align*}
\] (3.13)

with the bandwidth \(\Delta \omega\) given by \(2/T_0\).

### 3.4 Conventional Imaging Function for Hard Wall

Using (3.9),(3.10),(3.11),(3.12) and (3.13), we obtain the imaging function. We first note that Green’s function of the steering vector consists of two paths diffracted by the two edges. Fig. 3.3. Green’s function \((f_1 + f_2)\) is from numerical or experimental data and therefore this cannot be separated. However, the steering vector \(g_{s1}\) and \(g_{s2}\) are signal processing and therefore we can have the choice of \(g_{s1}\) and \(g_{s2}\). If we use \(g_{s1}\), then we obtain

\[
\Psi_1 \rightarrow g_{s1}(f_1^* + f_2^*) \rightarrow T_1 + T_3
\] (3.14)

If we use \(g_{s2}\), then we obtain

\[
\Psi_2 \rightarrow g_{s2}(f_1^* + f_2^*) \rightarrow T_2 + T_4
\] (3.15)
Including the input spectrum $U(\omega)$ integrating with respect to $\omega$ in (3.8), we obtain the following analytical formulae.

\[
T_1 = \frac{\sqrt{\lambda} 4 \pi}{(\Delta \omega)^2} \sqrt{\frac{\pi}{2}} G_i G_{si}^* \exp\left[-\frac{k_0^2}{8} (l_t + l_i - l_s - l_i) (\frac{\Delta \omega}{\omega_0})^2 + ik_0(l_t + l_i - l_s - l_i)\right]
\]

\[
T_2 = \frac{\sqrt{\lambda} 4 \pi}{(\Delta \omega)^2} \sqrt{\frac{\pi}{2}} G_i G_{si}^* \exp\left[-\frac{k_0^2}{8} (l_t + l_i - l_s' - l_i') (\frac{\Delta \omega}{\omega_0})^2 + ik_0(l_t + l_i - l_s' - l_i')\right]
\]

\[
T_3 = \frac{\sqrt{\lambda} 4 \pi}{(\Delta \omega)^2} \sqrt{\frac{\pi}{2}} G_i G_{si}^* \exp\left[-\frac{k_0^2}{8} (l_t' + l_i' - l_s' - l_i') (\frac{\Delta \omega}{\omega_0})^2 + ik_0(l_t' + l_i' - l_s' - l_i')\right]
\]

\[
T_4 = \frac{\sqrt{\lambda} 4 \pi}{(\Delta \omega)^2} \sqrt{\frac{\pi}{2}} G_i G_{si}^* \exp\left[-\frac{k_0^2}{8} (l_t' + l_i' - l_s' - l_i') (\frac{\Delta \omega}{\omega_0})^2 + ik_0(l_t' + l_i' - l_s' - l_i')\right]
\]

where the eigenvalue $\lambda$ is approximately evaluated in (3.8),(3.13) and (3.16), $k = \frac{\omega}{c}$ and $k_0 = \frac{\omega_0}{c}$. First we note that $T_1$ has the magnitude proportional to the exponential function $\exp[-(k_0^2/8)(l_t + l_i - l_s - l_i)(\Delta \omega/\omega_0)^2 + ik_0(l_t + l_i - l_s - l_i)]$. This means that as long as $(l_t + l_i - l_s - l_i)$ is the same, this term is the same. This is a circle with the edge at the center, Fig. 3.4. Similarly, we have $T_1, T_2, T_3$ and $T_4$ with each on different circles as shown in Figs. 3.6 and 3.8.
Figure 3.4: $T_1$ is proportional to the magnitude on a circle centered at the edge.

Figures 3.6, 3.8, 3.9, and 3.11 show the imaging based on the conventional time reversal method, indicating the spurious images. Fig. 3.12 shows the results of the use of the modified signal processing with clear images without spurious images. Note that the magnitude of the images are less for Dirichlet than for the Neumann condition because the fields at the edges are zero for the Dirichlet, but are large for Neumann condition. Note that Figs. 3.6 and 3.9 are for the single antenna and Figs. 3.8 and 3.11 are for the array antenna based on the conventional time-reversal method.

Conventional time-reversal imaging is based on (3.8). The steering vector $g_s$ is therefore a sum of $g_{s1}$ and $g_{s2}$ and the imaging function $\Psi_c$ is proportional to

$$\Psi_c \propto (g_{s1} + g_{s2})(f_1^* + f_2^*)$$

which can be expanded as

$$\Psi_c = \sum_i (T_1 + T_2 + T_3 + T_4)$$

The conventional image is shown in Fig. 3.11, where the down range distance from array to hard wall $L_1 = 10\lambda_0$, the down range distance from wall to target distance $L_2 = 10\lambda_0$, the width of hard wall $H = 18\lambda_0$ and the cross range location of target $z_t = -5\lambda_0, 0\lambda_0, \text{and } 3\lambda_0$. The bandwidth is $\Delta\omega = 0.5\omega_0$. The array consists of $N = 10$ elements with $\lambda_0/2$ spacing. Hence, we show each term of $T_1, T_2, T_3$ and $T_4$ in Figs. 3.5 and 3.7. Fig. 3.6 is for a single
Figure 3.5: Image due to each term for single antenna under Dirichlet boundary condition: Each Term $T_1, T_2, T_3$ and $T_4$ are shown for single antenna. Note that $T_1, T_2, T_3, and T_4,$ are individual terms, shown in (3.14) and (3.15). The location of the target is shown by the yellow circle.

antenna while Fig. 3.8 is for array antennas. We also show in Figs. 3.6 and 3.8 the partial sum $T_1 + T_3$ and $T_2 + T_4$. If we add these two, $T_1 + T_2 + T_3 + T_4$, we obtain the conventional time reversal images. This is shown in Fig. 3.11.

3.5 New Multiplicative Imaging Function for Hard Wall

Next we show the image using the modified time-reversal technique.

It is clear that the addition of $T_1, T_2, T_3$ and $T_4$ with each on different circles creates a combination of those shown in Fig. 3.9 (single antenna) and Fig. 3.11 (array antenna), with resulting complicated figures. What is needed is to cancel out the images other than the
Figure 3.6: Image due to each terms for single antenna under Dirichlet boundary condition: Left figure is showing $T_1 + T_3$, and Right figure is showing $T_2 + T_4$ for single antenna.

It is known in the study of signal processing antennas [19] that there are several processing antennas techniques. One of them is multiplicative arrays (Chapter 27, [19]), where the outputs of two arrays are multiplied and averaged to form a narrow beam which was used in Mills Cross [19]. It may be possible to utilize the similar ideas for our time-reversal imaging. This can be done by the multiplication of the images. Specifically, if we form the imaging function by the following multiplication, we should obtain a clear image of the point target.

$$\Psi = \Psi_1 \Psi_2 = \sum_i (T_1 + T_3)(T_2 + T_4)$$

This is an important equation to show our modified signal processing technique. Let us examine Fig.6(b). Note that $T_1 + T_3$ has a circular image and $T_2 + T_4$ has a different circular image. These two images do not overlap except at the target point. Therefore, if we can eliminate these circular images, but keep the target image, we can achieve a clear image of the target without extraneous circular images. This can be done by multiplying $T_1 + T_3$ and $T_2 + T_4$ as shown in (3.19). Note that by this multiplication, the circular images of $T_1 + T_3$ and $T_2 + T_4$ disappear, while keeping the target image.
Figure 3.7: Image due to each terms for array antenna under Dirichlet boundary condition: Each Term $T_1, T_2, T_3$ and $T_4$ are shown for array antenna.

Fig.3.10 shows numerical examples of this image for a single antenna. Fig.3.10 (a),(c) and (e) are for the Dirichlet boundary condition and Figs.3.10(b),(d) and (f) are for the Neumann boundary condition. Fig. 3.12 is based on the new modified time reversal technique under the same condition as in Fig. 3.11 which is based on the conventional time-reversal technique. Note that Fig. 3.11 is based on the additive technique and therefore it exhibits many unwanted extraneous images while Fig. 3.12 is based on the new multiplicative technique exhibiting images of targets with improved resolution. Let us consider the difference between the single antenna and the array antenna. Fig. 3.10 shows the images for the single antenna and Fig. 3.12 shows the images for the array antenna based on the new modified time-reversal signal processing. It may appear that since the target is at the intersection of the circles originating from the edges, an array is not needed. Figs. 3.10 and 3.12 show
Figure 3.8: Image due to each terms for array antenna under Dirichlet boundary condition: Left figure is showing $T_1 + T_3$, and Right figure is showing $T_2 + T_4$ for array antenna.

the advantages of the use of the array. As shown in Fig. 3.10, a single antenna produces significant spurious images, but the array antenna, as shown in Fig. 3.12, average out the undesirable terms so that we can have one clear image at the intersection between two desirable terms.

In summary, the imaging process using modified time-reversal method can be stated as follows. We first conduct an experiment to obtain multi-static data matrix, eigenvector, and eigenvalue. We then construct the steering vector based on the position of the hard wall. We form the imaging function as stated in (3.19) rather than the conventional imaging function (3.18). Examples in Fig. 3.11 (conventional) and Fig. 3.12 (modified time-reversal) show the effectiveness of this method.

This chapter presents the basic ideas of hard wall imaging. However, studies of several key problems are being conducted at the present and are not included in this chapter. They include the choice of bandwidth and the array, which will affect the range of validity of the target locations. Numerical and experimental verifications of this proposed hard wall imaging technique will be presented in subsequent studies.

If there are $M$ targets, the multi-static data matrix $\mathbf{K}$ in (3.1) becomes a series of $M$ matrices, each of which is $N \times N$ matrix. There may be $M_1$ independent targets which
may be called “well resolved”. [22] The imaging function for these $M_1$ targets is a sum of the images of each target. However, if there are $M_2$ targets which are not independent, the imaging function needs to include the correlations between the targets. The complete imaging function is the sum of the images of the well-resolved targets and the correlated targets. Further study on multiple targets is under way.

3.6 Conclusion

This chapter shows a method of obtaining the image of a point target behind the non-penetrating hard wall. It makes use of the modified time-reversal method and GTD to form imaging function based on the multistatic data matrix, eigenvectors and steering vectors. In particular, it makes use of signal processing multiplication time-reversal method shown in (3.19) and Fig.3.12 to eliminate extraneous images of the conventional method given in (3.18) and Fig.3.11 to form clear images of a point target behind hard-wall.
Figure 3.9: Conventional Time-Reversal imaging of a point target: Dirichlet boundary condition: (a)(c)(e) Neumann boundary condition (b)(d)(f) for single antenna
Figure 3.10: New Modified Time-Reversal imaging of a point target under the same condition as in Fig.7: Dirichlet boundary condition: (a)(c)(e) Neumann boundary condition (b)(d)(f) for single antenna
Figure 3.11: Conventional Time-Reversal imaging of a point target behind a hard wall: Dirichlet boundary condition: (a)(c)(e) Neumann boundary condition: (b)(d)(f) for array antenna
Figure 3.12: New Modified Time-Reversal imaging of a point target under the same condition as in Fig.9: Dirichlet boundary condition: (a)(c)(e) Neumann boundary condition (b)(d)(f) for array antenna
Chapter 4

HARD WALL RADAR IMAGING: LOCALIZATION OF OBJECTS SHADOWED BY METALLIC WALLS WITH DISTRIBUTED MIMO

The technology of “Through-the-Wall Radar Imaging” enables us to see through the walls by reconstructing the image based on the backscattered waves passing through the optically opaque dielectric wall. However, when the electromagnetic waves cannot penetrate the shielding walls (such as metallic walls), a new problem called “Hard-Wall Radar Imaging” (HWRI) has been proposed. As the objects are located in the shadow region in this problem, where only diffracted field can be reflected back via edges, the conventional imaging techniques are not applicable. The HWRI problem is an imaging scenario with intrinsic multipath of signal propagation, so it has been previously resolved numerically and experimentally with a model based time reversal DORT (Decomposition of Time-Reversal Operator) imaging algorithm. In this chapter, a new imaging algorithm with distributed transmitting and receiving array is proposed as a robust method to resolve the problem of the low signal-to-clutter ratio (SCR) in time-reversal imaging. In this algorithm, the interelement response matrix is collected for the construction of covariance matrix, from which the geometry of hard wall is determined from the Direction of Arrival (DoA) by MUSIC (multiple signal classification) techniques. Next, the adaptive nulling technique is applied to suppress the interference terms in the image function due to the multipath of backscattering. The experimental results have been obtained from a distributed MIMO radar system and show that this new algorithm is useful for not only the detection of weak object echo but also the localization of multiple targets hidden behind the wall.
4.1 Introduction

Electromagnetic waves at microwave frequency can propagate through the common building walls including the concrete and composite walls, which are multi-layered dielectric structures. The backscattered waves from objects shielded by walls are collected by sensors situated at a stand-off range outside the buildings and processed to localize/image the objects. This technology has been called as Through-the-Wall Radar Imaging (TWRI) [3, 7, 59, 83, 94, 104, 106], and has important applications in sensing military personnel and weapons in the battlefield. In recent years, there has been a variety of radar imaging system developed to resolve this research problem.

If the dielectric walls are replaced by conducting shield, the conventional TWRI algorithm is not applicable to give any information about the objects inside the building because the electromagnetic waves are mostly reflected backward. For this reason, a new research topic has been proposed in [42, 101] and is defined as Hard-Wall Radar Imaging (HWRI). In [42] and [101], the HWRI problem has been studied using a modified time reversal DORT (Decomposition of Time-Reversal Operator) imaging algorithm because the HWRI has intrinsic multipath wave propagation. Although the DORT algorithm has the advantages of achieving a good image resolution in a multipath environment, it has been found that the time-reversal imaging technique is susceptible to noise and clutter response in real HWRI application. As the observed field at receiving array experiences the edge diffraction for twice, the observed object echo is very weak and hard to be differentiated from clutter reflections. To enable HWRI system in the open field, the transmitting and receiving array are separated as what is used in distributed MIMO radar system. The highly directional antenna is used as illumination antenna while the wide beamwidth antenna is used for wide observation angle. In our lab measurement, the signal-to-noise ratio (SNR) and signal-to-clutter ratio (SCR) have been improved significantly with this new radar system.

In this chapter, we propose to utilize the MIMO radar configuration and modify the imaging algorithm proposed in [42] and [101] accordingly. In the experiment, it has been shown
that both SNR and SCR have been improved greatly. The details of this new system including hardware signal processing and analysis will be presented in this chapter. The chapter is organized as follows. In Section 4.2, the principle of electromagnetic wave diffraction will be recapped and its application in our imaging scenario will be discussed. In this section, the HWRI is compared with the TWRI with the discussion about its challenges and modeling of wave propagation. Section 4.3 briefly presents our initial multistatic radar system with time reversal DORT algorithm in the experiment. In Section 4.4, the radar system is categorized into three parts: antenna array, radar front end, and data acquisition unit. In Section 4.5, the signal is formulated in terms of Green’s functions and the imaging algorithm is presented step by step. In Section 4.6, the experiment results are presented, and the limitations of the proposed algorithm are also discussed.

![Figure 4.1: Through-the-Wall Radar Imaging (left) vs Hard Wall Radar Imaging (right)](image)

### 4.2 Background of Hard Wall Imaging

In the past decade, the interest in “seeing” through the walls has been increasingly growing in the urban sensing since this technology enables us to detect, localize and track humans and moving objects inside the buildings. As shown in Fig.4.1, the electromagnetic waves penetrate through the thick lossy walls, so the wave propagation through the multilayered
material is a most critical area of study, which has a direct impact on the accuracy and resolution of imaging. The experimental study on its dielectric properties has been carried out in both frequency domain and time domain with the focus on phase distortions/time delay and amplitude attenuation and, meanwhile, the numerical modeling has also been under study with multi-layered Green’s function [53] and ABCD matrix [104].

Nevertheless, the extensive studies on wave propagation through dielectric walls turn out to be invalid if the ”anti-imaging” wall (hard wall) with the metallic layer is devised to shield the building interior as shown in Fig.4.1. It looks ”impossible” to detect the objects behind the hard wall if this shielding approach is taken. However, it is may not be true if we pay special attention to the phenomenon of ”diffraction”, which is normally neglected in geometric optics. In fact, a small portion of electromagnetic energy is deflected towards the ”seemingly” shadow region, where the objects of interest are located. Thanks to the diffraction phenomenon, the objects in shadow are illuminated, and the backscattered waves from the object behind the hard wall are observable. In the next subsection, the diffraction is modeled and discussed before formulating the imaging system.

![Figure 4.2: Sharp planar edge diffraction](image)
4.2.1 Revisit of Electromagnetic Wave Diffraction

The old geometrical optics theory had been widely used for many years, but its failure of modeling the phenomenon of diffraction was unresolvable until the introduction of the geometric theory of diffraction (GTD) was proposed by J.B. Keller in 1962 [48]. From the theory of GTD, the diffracted field along the diffracted rays due to local plane wave is numerically modeled by noting the fact that caustics of the diffracted the are formed by an edge. In the case of HWRI, the hard/metallic wall can be modeled as sharp planar edge using two-dimensional simplification and the edge diffraction with planar wave incident can be illustrated as in Fig.4.2. By GTD, the electromagnetic wave shielding casts a shadow on the objects located in the diffraction-only region so the only field we can make use of is diffracted field.

In [39], the diffracted field is related to the incident field by using complex diffraction coefficient in Eq.(4.1).

\[
D(\theta_s, \theta_i) = -\frac{\exp\left(\frac{i\pi}{4}\right)}{2\sqrt{2\pi k_0}} \left[ \frac{1}{\cos \frac{\theta_s - \theta_i}{2}} \pm \frac{1}{\cos \frac{\theta_s + \theta_i}{2}} \right] (4.1)
\]

where + is for Neumann Boundary Condition and - is for Dirichlet Boundary Condition.

However, near the incident and reflected shadow boundaries, the GTD formulation yields singular results due to the asymptotic approximation of the Sommerfeld half plane solution. To overcome the drawbacks of GTD, several theories have been devised by researchers such as uniform theory of diffraction (UTD), uniform asymptotic theory (UAT) and Spectral Theory of Diffraction (STD). These theories improve the accuracy of analytical computation of total field in the applications with diffraction involved like antenna and scattering at the cost of computation load. Now the UTD and GTD are compared to check whether the GTD is sufficient in the hard wall imaging. In [39], the UTD is also used to obtain the diffraction coefficient as in Eq.(4.2)

\[
D(\theta_s, \theta_i) = D(\theta_s - \theta_i) \pm D(\theta_s + \theta_i) (4.2)
\]
where + is for Neumann Boundary Condition and - is for Dirichlet Boundary Condition. \( \theta_s \) is the diffraction angle and \( \theta_i \) is the incident angle.

\[
D(\beta) = e^{i\pi} \sqrt{\frac{L}{\pi}} e^{iX} F(\sqrt{X}) \text{sgn}(\beta - \pi) \tag{4.3}
\]

\[
X = 2kL \cos^2(\beta/2) \tag{4.4}
\]

\[
\sqrt{X} = \sqrt{2kL} |\cos(\beta/2)| \tag{4.5}
\]

\[
F(a) = \int_a^\infty d\tau \exp(-j\tau^2) \tag{4.6}
\]

\[
= \int_a^\infty d\tau \cos(\tau^2) - j \int_a^\infty d\tau \sin(\tau^2) \tag{4.7}
\]

Next, the error of GTD coefficient near the diffraction boundary is compared with the diffraction coefficient given by UTD as shown in Fig.4.3. This will determine the range of applicability of GTD in the hard wall imaging. Given the target at angle 315\(^\circ\), the phase of diffraction coefficient is plotted by scanning incident angle from 45\(^\circ\) to 135\(^\circ\). The phase error between GTD and UTD is small as long as the incident angle is less than 90\(^\circ\). It means that, as long as the incident angle is not so large that target is close to shadow boundary (Fig.4.2), the GTD diffraction coefficient has a small phase error. In the HWRI problem, transmitting/receiving antenna array is assumed to be placed with incident angle smaller than 90\(^\circ\). Thus, the impact of phase error is not significant in most cases and the GTD approximation is sufficiently accurate for modeling wave propagation.

Furthermore, the study on the total field in edge diffraction is carried out to give more insights into the limitations of imaging problem [25]. The total electric field is simulated with FDTD algorithm and the snapshots of the field distribution at steady state are presented in Fig.4.4. The field distribution in the shadow region of the wall looks like the distribution excited by the new source at the location of the sharp plane edge. In another word, no matter how many antenna elements are placed in front of the hard wall, the illumination of the objects behind the wall is equivalent to the case with two antenna elements. The placement of more antenna elements does not introduce the same additional benefit as a
Figure 4.3: Phase of diffraction coefficient vs. incident angle: (a) Neumann Boundary (b) Dirichlet Boundary

Normal scenario. The field distribution also implies that the number of incident waves onto objects depends on the number of edges instead of the number of array elements, while the number of incident wave directly determines the resolution of objects. Its impact on imaging algorithms will be discussed in the following sections.

4.2.2 Discussions on Time-Reversal DORT and MIMO Imaging System

In previous studies [42] and [101], time reversal imaging technique DORT (Decomposition of Time-Reversal Operator) was utilized with the new multiplicative array processing and entropy focusing technique. The time-reversal DORT imaging is developed to overcome the multipath propagation and achieve selective focusing on the target. The time reversal operator is obtained from multistatic data matrix (MDM), which is the round-trip interelement response between two array elements. The eigenvalue decomposition of time reversal operator gives the signal subspace corresponding to each target in image space. The study of HWRI starts with time reversal DORT, and the details will be presented in the Section 4.3.
Figure 4.4: Field Distribution Excited by Antenna Element Located (a) At the Symmetric Axis of The Wall (b) Off the Symmetric Axis of The Wall

The collection of MDM requires simultaneous transmit/receive operation of antenna elements and the omnidirectional antenna radiation pattern. The low gain of antenna element leads to the mixing of target responses with the responses of clutters at the same range. Also, as the signal of interest experiences the edge diffraction twice, the signal is greatly attenuated by diffraction and the signal-to-clutter ratio (SCR) is exacerbated furthermore. For this reason, although the DORT technique works for imaging targets in complex medium, it is not robust for HWRI with inescapable low SCR.

For the aforementioned reasons, the transmitting antenna and receiving antenna are to be separated to have different radiation pattern for reception and probing: the transmitting antenna should have higher gain and narrow beamwidth while receiving antenna should have low gain and wide beamwidth. This configuration is similar to the distributed MIMO radar (widely separated MIMO bistatic radar). In this configuration, the transmitting antennas of MIMO radar are widely separated to obtain the spatial diversity of the target’s radar cross section (RCS), as the transmitting antennas in such system are spaced distantly such that each of them views a different aspect (RCS) of the target. The well-studied distributed
MIMO radar emits the energy isotropically in space and achieves the directivity at the stage of signal processing, rather than the energy focusing onto targets, whereas, in our system, the high gain transmitting antenna is exploited to deliver more energy incident onto the targets behind the hard wall. Besides, the conventional MIMO system radiates the linear independent (orthogonal) waveforms at transmitting array, while, in our system, this orthogonal waveform is not exploited as the radar system operates with probing pulse of stepped sweeping frequency.

4.2.3 Wave Propagation Model

In this chapter, the hard wall imaging is simplified into a 2D problem as in Fig.4.5. It will be shown that the 2D simplification turns the vector field into the scalar field and results in the fast computation of diffraction coefficient. The experimental results imply that the 2D assumption preserves a good accuracy in localizing the objects. The multiple targets detection is explored and the Fig.4.5 illustrates the two target imaging case. Two high gain transmitting antenna has its main beam pointing at the edge of a hard wall. This design choice maximizes the signal strength incident on the objects at the given output power at the transmitter. It is noted that because of high antenna gain, the signal out of transmitter is diffracted via one edge at each time.

The backscattered signal received at $\vec{r}_n$ due to the transmitting antenna at location $\vec{r}_n$ is normalized to probing wave at frequency of $\omega$ and expressed as in Eq(4.8).

$$s_{nm}(\omega) = \sum_{d=1}^{D} g(\vec{r}_n, \vec{r}_d, \omega)x_d(\omega)g(\vec{r}_m, \vec{r}_d, \omega) + n(\omega)$$

where $x_d$ is the scattering coefficient due to $d_{th}$ target (assuming isotropic scattering coefficient) and $g(\vec{r}_n, \vec{r}_d)$ and $g(\vec{r}_m, \vec{r}_d)$ are the Green’s functions (diffraction and multiple return path effects are both included) from the $n_{th}$ transmitting antenna to $d_{th}$ target and $m_{th}$ receiving antenna to $d_{th}$ target, respectively. $n(\omega)$ is the Gaussian white noise. If the geometry of imaging scenario in Fig.4.5 are used for modeling, the forward transmission propagation can be decomposed into the product of free space Green’s function, diffraction
Figure 4.5: Hard Wall Imaging imaging Scenario scenario with Distributed distributed MIMO Radar radar Configuration configuration
coefficient and diverging factor. Eq.(4.9) and (4.10) show the forward propagation from transmitting antenna 1 and 2, respectively.

\[ g(\vec{r}_1, \vec{r}_d) = \frac{e^{-jkl_1}e^{-jkl_1}}{4\pi l_1} D(\theta_{t1}, \theta_{i1}) \sqrt{\frac{l_1}{l_{t1}(l_{i1} + l_{t1})}} \] (4.9)

\[ g(\vec{r}_2, \vec{r}_d) = \frac{e^{-jkl_2}e^{-jkl_2}}{4\pi l_2} D(\theta_{t2}, \theta_{i2}) \sqrt{\frac{l_2}{l_{t2}(l_{i2} + l_{t2})}} \] (4.10)

Similarly, the backscattered wave propagation can also be modelled with two return paths.

\[ g(\vec{r}_m, \vec{r}_d) = \frac{e^{-jkl_1}e^{-jkl_1}}{4\pi l_1} D(\theta_{t1}, \theta_{i1}) \sqrt{\frac{l_1}{l_{t1}(l_{i1} + l_{t1})}} + \frac{e^{-jkl_2}e^{-jkl_2}}{4\pi l_2} D(\theta_{t2}, \theta_{i2}) \sqrt{\frac{l_2}{l_{t2}(l_{i2} + l_{t2})}} \] (4.11)

where the operator \( D \) is the equation of diffraction coefficient. Fig.4.6 denotes the parameters in the above equations. The angles \( \theta_{t1} \) and \( \theta_{t2} \) are diffraction angle observed at the
target corresponding to edge 1 and edge 2, respectively. The angles $\theta_{i1}$ and $\theta_{i2}$ are the incident angle from the antenna to the sharp planar edge corresponding to edge 1 and edge 2, respectively. The distance $l_{i1}$ and $l_{i2}$ are the distance between antenna and the edge 1 and edge 2, respectively. The distance $l_{t1}$ and $l_{t2}$ are distance between the target and the edge 1 and edge 2, respectively. The wave propagation model gives us the insights into hard wall radar imaging and is especially useful in the future construction of steering vector.

4.3 Initial Study with Time Reversal DORT Imaging

The study of HWRI problem is carried out with modified time reversal DORT method in [42]. In this section, the imaging process is briefly described with the emphasis on the difference between experimental and analytical methods. Then experimental results will be presented in the following subsection.
4.3.1 Imaging Process of Modified Time Reversal DORT Imaging

The time reversal DORT Imaging is based on the collection of multistatic data matrix (MDM) $K$. $K$ is a symmetric matrix and its entry $k_{ij}$ is the signal received at the $i_{th}$ antenna where the signal is emitted from the $j_{th}$ antenna and reflected by the target. Since the propagation medium is reciprocal, the round-trip propagation response can be decomposed into the one-way response by taking singular value decomposition (SVD) of MDM or eigenvalue decomposition of time reversal matrix. The time reversal matrix is given as follows.

$$T = K^H K$$ (4.12)

The subspace decomposition of $T$ gives the signal subspace $\vec{v}_s$ and noise subspace $\vec{v}_n$. In time reversal DORT, the signal subspace $\vec{v}_s$ is used for selective focusing on the target by choosing the corresponding eigenvector. In our experiment, only one target is placed behind the wall, so the signal subspace has only one eigenvector, which is corresponding to the largest eigenvalue $\vec{v}_1$ and called dominant eigenvector.

Once we obtain the eigenvector and the eigenvalue, we can then obtain the image by using the steering vector $\vec{g}_s$, focused on the search point $\vec{r}_s$. If the steering vector is Green’s function for the problem, then the wave will be focused on the target. In general, however, we may not know the exact Green’s function without some knowledge of the problem. The steering vector is obtained using the knowledge of experiment geometry similarly as what has been done in wave propagation modeling. In simplified 2D problem, there are two steering vectors: one is for left diffraction edge ($\vec{g}_{s, left}$) and the other is for right diffraction edge ($\vec{g}_{s, right}$).

In conventional TR-DORT imaging, we first obtain the multistatic data matrix and the eigenvector without the knowledge of the geometry of the problem. Then we construct the steering vector based on the prior knowledge of the problem. With the eigenvector $\vec{v}$ and the steering vector $g_s$, we construct the imaging function $\Psi$, which is equivalent to numerical
back-propagation of electromagnetic waves.

\[
\Psi(\vec{r}_s) = \frac{1}{2\pi} \int d\omega U(\omega) < g_s(\vec{r}_s, \omega), v_1(\omega) >
\]  

(4.13)

However, the image function doesn’t give a maximum at the location of target as we expect because of the phase ambiguity of eigenvector. In numerical eigenvalue decomposition, the complex eigenvector is not equal to the desirable one-way response between array element and target due to the introduction of the arbitrary phase term [20,96,101]. The consequence of this term is that the image function does not focus at the location of target. The phase term is dependent on the initial guess of numerical iteration and is impossible to be estimated.

\[
v_1 = v_{\text{ideal}} e^{-j\omega T_0}
\]

(4.14)

The solution to this method arises from the observation of physics of wave propagation. From Eq.(4.15), we can find that the expression of time reversal image function is actually the time instant of numerical backpropagate electric field at \(t=0\) since \(I(\omega)\) is the numerical backpropagate electric field at frequency domain.

\[
i(t)|_{t=0} = \int d\omega e^{j\omega t} I(\omega)|_{t=0} = IFT\{I(\omega)\}|_{t=0}
\]

(4.15)

where \(I(\omega) = U(\omega) < v_1, g_s >\).

The impact of arbitrary phase term from numerical decomposition is the shift of focused electric field image to an unknown time instant \(T_0\). Now the problem is how to find out the shifted time frame. Based on the time reversal principle, the electric field will focus at the location of the target as demonstrated in [20]. This chapter demonstrates a way to find out the time frame in which the energy of electric filed is concentrated at the location where the target is. In this minimum-entropy method, the value of image function at each search point is the value of a pixel in the time domain snapshots of the electric field. The wave focusing is equivalent to a “well-ordered” image that is the image entropy is minimized. The well-ordered image is taken as the desirable image with a maximum value at the location of
the target.

\[ H(t) = - \sum_{All (x_s, y_s)} p(x_s, y_s, t) \ln(p(x_s, y_s, t)) \]  

(4.16)

where \( p(x_s, y_s, t) = \frac{\psi(\vec{r}_s, t)}{\max(\psi(\vec{r}_s, t))} \) and \( \ln \) denotes the natural log operator.

Moreover, the image function has to be modified to improve the resolution by using multiplicative array technique as discussed in our previous chapter [101]. But there is a difference between experimental method and analytical method. The multiplication will be done in time domain instead of the operation of image function as follows.

\[ \Psi_{right}(v_1, \omega) = < v_1, g_{si, right} > \xrightarrow{IFT} \psi_{right}(\vec{r}_s, t) \]  

(4.17)

\[ \Psi_{left}(v_1, \omega) = < v_1, g_{si, left} > \xrightarrow{IFT} \psi_{right}(\vec{r}_s, t) \]  

(4.18)

\[ \psi(\vec{r}_s, t) = \psi_{right}(\vec{r}_s, t) * \psi_{right}(\vec{r}_s, t) \]  

(4.19)

It is noted that, although the modified image function in time domain is not numerical backpropagate field anymore, the entropy law still preserves according to our extensive observations. As shown in Fig.4.7(a) and (b), at \( t=0 \), the image is disordered while at \( t = T_0 \), \( H(t) \) is minimized and the image shows that the electric field focused at the target.

4.3.2 Experimental Results of Initial Study

The TR-DORT imaging system is built with Bowtie slot array as transmit/receive array in an anechoic chamber. The MDMs in the frequency domain of two cases (with the target and without target) are downloaded from the network analyzer. The subtraction of two cases suppresses the clutter reflections and keeps the target scattering only. Since the antenna array is oriented as a 1D linear array, the problem is simplified to the 2D problem. Then the time-gating function is used to further gate out the subtraction residue of the wall. The remaining is the response due to diffracted backscattering field and clutters close to target. The eigenvalue decomposition is applied to the gated multistatic matrix, and this further removes noise and clutters. The image functions in time domain can be obtained from Eq.(4.19). It is found that the initial time frame gives a disordered image, which is the same
as the result from conventional image function in frequency domain. If the image entropy along possible ranges is plotted as in Fig.4.7(c), the minimum can be found at $t = T_0$.

![Image of modified TR image function](image)

Figure 4.7: (a) Time Domain Image at $t = T_0$ (b) Time Domain Image at $t = 0$ (c) Image Entropy

Furthermore, the modified TR-DORT based imaging algorithm is applied to two cases with a target at a different location. Fig.4.8 shows that the target location is correctly localized. However, the resolution of the image is poor because noise and clutter response cannot be sufficiently suppressed with subspace decomposition and time gating. To achieve a better estimation of signal subspace, the SCR and SNR have to be sufficiently improved with high gain transmitting antenna array. This leads to our further improvement of imaging
system into distributed MIMO configuration in the following sections.

![Image of Modified TR Imaging Function and Target with Hard Wall and Array]

Figure 4.8: Imaging Result (a) Target at \((x, y) = (0, 2.75m)\) (b) Target at \((x, y) = (-0.32m, 2.81m)\)

### 4.4 MIMO Radar Imaging System

The radar system can be described in three parts: the RF hardware, the antenna array, and the data acquisition unit. The block diagram of the MIMO radar system is developed based on the Vector Network Analyzer as shown in Fig.4.9. The core of this system is a range-gated Stepped Frequency Continuous Wave (SFCW) radar device that transmits stepped frequency from 1.5 to 3.5 GHz with an output power of 20 dBm.

#### 4.4.1 Antenna Array

In this distributed MIMO radar configuration, transmitting antenna and receiving antenna array are separated. The illuminating antenna is made of WR430 Horn antenna as a high gain antenna. The transmitting antenna array is widely separated traverse to the hard wall, and the main beam of each element is pointing towards each edge of the hard wall.
On the receiver side, the Bowtie slot antenna is chosen as an omnidirectional element and closely spaced. A double layer PCB (IS640) is used to fabricate antenna array as shown in Fig.4.9. The center-to-center spacing of antenna element is 65mm, $0.65\lambda_h$ of the highest frequency. The antenna element is placed on an absorber layer to suppress the radiation to the backside without the degradation of the radiation pattern.

The performance of this Bowtie slot array is shown as in Fig.4.11. The radiation patterns in E plane and H plane have broad beam while the gain over frequency is flat enough to operate from 1.5 GHz to 3 GHz.

4.4.2 RF Hardware and Data Acquisition

Our radar imaging system is based on the vector network analyzer (VNA), which can generate the stepped frequency continuous wave (SFCW). The tones (single frequency) from 1.5 GHz to 3 GHz are scanned one by one. This imaging system gives the frequency domain complex interelement matrix in Eq.(4.9) in the scanned frequency range. In free space, the down range resolution is determined by the bandwidth of the scanned frequency range and estimated as $\Delta r_d \approx \frac{c}{2B} = 0.1m$ while the conventional estimation cross range resolution from
beamwidth is not applicable in our imaging scenario. The frequency step usually determines the maximum unambiguous range in free space, while, in our problem, the magnitude of diffraction signal is the factor that limits the maximum range of detection.

The network analyzer is configured to the measurement of S21 and the directional coupler at the port two is bypassed to improve the noise figure as it is not used in the S21 measurement. The output from this VNA system is complex frequency response at RF frequency instead of the baseband signal in normal radar. The complex response is downloaded to PC for signal processing via GPIB cable. The microwave multiplexing switches are driven by the computer program via digital control units and enable us to select the elements of transmitting and receiving array.
4.5 MIMO Radar Imaging Algorithm

The MIMO radar system has been studied extensively and proposed to localize the targets as a more powerful system. Distributed MIMO radar system has transmitters and receivers widely separated to view different aspects of targets. The Direction of Departure (DoD) and Direction of Arrival (DoA) can be estimated from the same set of measurements. The geometry relationship given by DoD and DoA gives the location of targets. Moreover, the time of arrival (ToA) is also useful to find the range of targets and further identify the location of
targets. However, this method is not useful in HWRI problem as the DoA of all targets is determined by the direction of edges. For this reason, we have to modify the algorithm for MIMO radar imaging as follows.

The interelement response matrix is collected on each sensor array element, which gives the covariance matrix. Firstly, the DoA estimation from covariance matrix is achieved MU-SIC(multiple signal classification) technique and, as a result, the geometry of hard wall is determined for the construction of steering vector. Secondly, the adaptive cancellation technique is applied to suppress the interference terms in the image function due to the multipath of backscattering. Finally, after having obtained the round-trip steering vector from the estimated geometry of imaging scenario and geometric theory of diffraction (GTD), the model-based image function is re-formularized to a bistatic mode for outputs of adaptive nulling receive array.

4.5.1 Direction of Arrival Estimation

In the two-dimensional simplified HWRI system, the backscattered wave from multiple objects arrives at the receive array from two deterministic directions as shown in Fig.4.12. The estimated DoA determines the geometry of conducting wall is critical for adaptive receive array pattern formation to suppress the interference from multiple path backscattering.

![Figure 4.12: Direction of Arrival Estimation](image)
\[ Y(\omega) = \begin{bmatrix} s_{11} & s_{12} \\ s_{21} & s_{22} \\ \vdots & \vdots \\ s_{61} & s_{62} \end{bmatrix} \]  

(4.20)

\[ R_Y(\omega) = YY^H \]  

(4.21)

\[ f(\theta) = \frac{1}{a^H(\theta)V_NV_N^Ha(\theta)} \]  

(4.22)

where \( a(\theta) = [1, e^{-jkd\sin \theta}, \ldots, e^{-j(N-1)d\sin \theta}] \). The covariance matrix \( R_Y \) has been computed from collected data, and MUSIC is applied to give the two arrival angle of incoming waves. Then the eigenvalue decomposition is applied to the covariance matrix to obtain the null space, and the null space is substituted into the pseudo spectrum function in Eq.(4.22). The plot of \( f(\theta) \) in Fig.4.13 over the angle of \(-\pi/2\) to \(\pi/2\) gives two peaks which corresponds to the two directions of arrival (DoA).
4.5.2 Adaptive Receive Array for Interference Suppression

As discussed in [42], the image function is the integral of the inner product between steering vector and signal subspace. In this chapter, it is analytically shown that the inner product gives an interference term due to two propagation paths. However, the interference terms will be increasingly complicated if multiple targets are to be imaged. For this reason, the adaptive nulling technique is employed in this subsection to enable the receiving array “see” the signal from only one direction of arrival at each time as in Fig.4.14. The weight of each received signal is adjusted, and the weighted outputs are summed to give a steered beam pattern. The inset of Fig.4.14 shows that the receive gain over varying incoming directions given by time delayed receiving phased array beamforming technique in Eq.(4.25). For the incoming wave from first DoA, the wave from the second DoA leads to interference effects. The weighting vector is given by the time delay at each array elements. For example, if the first column of measured data matrix is used and the summed output that has only backscattered wave from one direction is obtained as in Eq.(4.25).

$$s_{out1}(\omega) = \sum_{n=1}^{N} S(n, 1; \omega) w_{n1}(\omega)$$  \hspace{1cm} (4.23)

$$w_{n1} = \exp(j\omega\tau_{n1}) = \exp[jk(n-1)d\sin(\theta_{DOA,1})]$$  \hspace{1cm} (4.24)

$$\tau_{n1} = (n-1)d\sin(\theta_{DOA,1})/c_0$$  \hspace{1cm} (4.25)

Figure 4.14: (a) Illustration of two return path (b) adaptive receive phased array
Similarly, the second column can be weighted to cancel the interference term and amplify the desirable term. The Fig.4.15 shows a group of time domain analytical data with backscattering from two targets. It illustrates that original data has incoming waves from two directions and generates two peaks of arrivals corresponding one target. In conventional imaging technique, these two peaks will be treated as backscattering of two targets and results in ghost image. It has been shown that only signal from one desirable direction remains after interference cancellation, in Fig.4.15. Then the weighted output can be employed for image reconstruction using image function.

Figure 4.15: Illustration of adaptive cancellation: The received signal at each element is weighted to steer the beam towards the direction of one diffraction edge and suppress the signal from the other direction. The inset polar plot shows the synthesized power pattern of the output with different weights from Eq.(4.25. The red output corresponds to the pattern (red) pointing at the direction of $-18^\circ$ while the blue output corresponds to the pattern (blue) pointing at the direction of $16^\circ$. 
4.5.3 Localization on with Multiplicative Array Signal Processing

The measured data is time gated to remove the subtraction residue of wall so that the remaining is the response due to diffracted backscattering field and residues of clutters. The wave propagation model is exploited to construct steering vectors used in image function in (4.29) and (4.30). The element in steering vector $g_s(\vec{r}_m, \vec{r}_n, \vec{r}_s)$ represents the response between the transmitting element at $\vec{r}_n$ and receiving element at $\vec{r}_m$ with reference to the search point at $\vec{r}_s$. The expression of steering terms for transmitting path ($g_{st}(\vec{r}_n, \vec{r}_s)$) and receiving path ($g_{sr}(\vec{r}_0, \vec{r}_s)$) are demonstrated in (4.26) and (4.27) respectively while the round trip steering terms are the product of receiving and transmitting steering terms as in (4.28). It is noted that the output of phased array is the weighted sum of observed signals at all receiving elements ($\vec{r}_n$) so the receiver location used in receiving terms is replaced with the geometric center of receiving array ($\vec{r}_0$). This effective receiver location gives a very good focused image at target location as shown in Fig.4.16.

$$g_{st}(\vec{r}_n, \vec{r}_s) = \frac{e^{-jkln}e^{-jkl_n}}{4\pi l_in} D(\theta_{sn}, \theta_{in}) \sqrt{\frac{l_in}{l_{s1}(l_{sn} + l_{in})}}$$ (4.26)

where $n = 1$ or 2

$$g_{sr}(\vec{r}_0, \vec{r}_s) = \frac{e^{-jkl_1}e^{-jkl_2}}{4\pi l_{i1}} D(\theta_{s1}, \theta_{i1}) \sqrt{\frac{l_{i1}}{l_{s1}(l_{s1} + l_{i1})}} + \frac{e^{-jkl_2}e^{-jkl_2}}{4\pi l_{i2}} D(\theta_{s2}, \theta_{i2}) \sqrt{\frac{l_{i2}}{l_{s2}(l_{s2} + l_{i2})}}$$ (4.27)

$$g_s(\vec{r}_0, \vec{r}_n, \vec{r}_s) = g_{st}(\vec{r}_n, \vec{r}_s)g_{sr}(\vec{r}_0, \vec{r}_s)$$ (4.28)

The inner product between the two columns of measured data, which are corresponding to the received signal from each transmitting antenna, and the two entries of steering vector are integrated over frequency span and the integrals yield two image functions (4.29 and
where the angles $\theta_{s1}$ and $\theta_{s2}$ are diffraction angle observed at the search point corresponding to edge 1 and edge 2, respectively. The distance $l_{s1}$ and $l_{s2}$ are distance between the target and the edge 1 and edge 2, respectively.

As discussed in [42], these two image functions (4.29) and (4.30) yield two semi-circles with two edge points as their own centers. Because the electric field is distributed as a cylindrical wave excited at the edge point, this is equivalent to the range detection with single UWB wide beamwidth antenna, which has a good down range resolution but poor cross range resolution. The conventional radar system improves the cross range resolution by the use of phased array with beam scanning and the conventional multistatic imaging system achieves image focusing by superimposing multiple circles with slight phase shift given by multiple receiving elements. However, both of these techniques are not applicable to HWRI problem. For this reason, the multiplicative array signal processing is applied to the two images and gives a focused image on the targets [42].

$$\psi(\vec{r}_s) = \psi_1(\vec{r}_s) \times \psi_2(\vec{r}_s)$$

When it comes with the multiple targets detection, each target corresponds to one semi-circle. So there will be more than one semi-circle in each sub-image as shown in Fig.4.16(a) and (b). The range gating technique can be applied to selectively focus at the targets falling into desired detection range as in Fig.4.16(c) and (d).
Figure 4.16: Numerical example: (a) image from (4.29), (b) image from (4.30), (c) range gated image from (4.31), (d) range gated image from (4.31). Note: the image of farther target is overridden by the image of closer target in (a) and (b). The total image is range gated over the possible range of each target to focus at the targets in the gating range.

4.6 Discussion and Experiment Results

The analytical and numerical results have demonstrated a good performance of our imaging algorithm in HWRI. To study more practical effects, the experiment has been carried out in Anechoic Chamber. The experiment procedures and results will be presented following with some discussions on findings in this section.

The hard wall is made with a double layer PCB placed on a platform, whose supporting pod is shielded by absorber and the two targets are two metallic cylinders to generate Mie
scattering at this frequency.

4.6.1 Experiment Procedures

The signal processing flow has been summarized in Fig.4.18. Prior to the start of measurement with targets, the step of calibration has to be carried out to shift the initial time or phase origin to the phase center of radiation and reception. The aluminum sphere is placed at a known location without hard wall or any other obstacles. The differential measurement is taken and the interelement matrix is recorded. The calibration matrix is obtained by using the knowledge of target location and stored for future calibration in hard wall imaging.
experiment as in (4.32), (4.33) and (4.34).

\[
S_{\text{cal, total}}(\omega) = \begin{bmatrix}
  s_{11,\text{tot}} & \cdots & s_{16,\text{tot}} \\
  s_{21,\text{tot}} & \cdots & s_{26,\text{tot}}
\end{bmatrix}
\]
\[
S_{\text{cal, inc}}(\omega) = \begin{bmatrix}
  s_{11,\text{inc}} & \cdots & s_{16,\text{inc}} \\
  s_{21,\text{inc}} & \cdots & s_{26,\text{inc}}
\end{bmatrix}
\]
\[
S_{\text{cal, diff}}(\omega) = S_{\text{cal, total}} - S_{\text{cal, inc}}
\]

(4.32)

As we are operating in bistatic mode, the antenna coupling can be neglected if the time gating is used. We can predict the expected response \( (\quad) \) using Green’s function.

\[
s_{\text{cal, diff, mn}}(\omega) = s_{\text{TX, mn}}(\omega) s_{\text{exp, mn}}(\omega) s_{\text{RX, mn}}(\omega)
\]
\[
= s_{\text{TXRX, mn}}(\omega) \exp(-jk(l_m + l_n))
\]

(4.33)

The calibration matrix is computed as in (4.34).

\[
s_{\text{TXRX, mn}}(\omega) = \frac{s_{\text{cal, diff, mn}}(\omega)}{s_{\text{tar, mn}}(\omega)}
\]

(4.34)

After the calibration, the hard wall is placed between the target and TX/RX array without the presence of targets, and the background interelement matrix is measured in the frequency domain. Next, the hard wall imaging measurement is carried out with the targets placed behind the wall, and the difference of the cases with and without target gives the differential matrix. In this way, the weak diffracted signal can stand out of the clutter response. However, the residues of subtraction still contaminate the measurement a lot. For this reason, the time gating technique is implemented to gate out not only the subtraction residues but also the multiple scatterings as (4.35) and (4.36).

Firstly, a gating sinc function is convolved with calibrated data and then first \((Nf-1)/2\)
and the last \((N_f-1)/2\) elements in convolved result are dropped.

\[
s_{\text{diff,gated,initial}}(\omega) = s_{\text{diff,cal}}(\omega) \otimes G_1(\omega)
\]

\[
G_1(\omega) = \frac{N_f \ast t_{\text{span}}}{t_{\text{max}}} \text{sinc}\left(\frac{(\omega - \omega_c) \ast t_{\text{span}}}{2}\right)e^{-j\omega t_c}
\]

\[
\omega = 2\pi f \text{ (Frequency is from 1.5GHz to 3GHz)}
\]

\[
t_{\text{span}} = \text{span of gating time}
\]

\[
t_{c} = \text{center of gating time}
\]

\[
t_{\text{max}} = \frac{N_f - 1}{BW}
\]

\[
N_f: \text{ number of frequency points}
\]

Secondly, the post-normalization technique is used to compensate the initial gated result due to sharp frequency transition.

\[
s_{\text{diff,gated}}(\omega) = s_{\text{diff,gated,initial}}(\omega) U_{\text{gated}}(\omega)
\]

where \(U_{\text{gated}}(\omega) = U(\omega) \otimes G_1(\omega)\) \(U(\omega)\) is a unit vector with the same length as initial measurement data.

The time gating function is used instead of time windowing because it is operating in frequency domain so that it does not introduce ripples in the frequency domain responses. In addition to these pre-processing steps, the imaging algorithm can be applied to the data for post-processing and the imaging results are presented in next subsection.

4.6.2 Experimental Results

The experimental results are presented in Fig.4.19 and can be compared with the numerical results. We can find that the image from experimental measurement has some ghost spots. The ghost spots in the total image \(\psi(\vec{r}_s)\) arise from the blurred image in \(\psi_1(\vec{r}_s)\) and \(\psi_2(\vec{r}_s)\). The blurred images of \(\psi_1(\vec{r}_s)\) and \(\psi_2(\vec{r}_s)\) shows the ripples in between two targets as shown in Fig.4.19(a) and (b). These ripples in 2D image are also shown in the range profile as in Fig.4.21. As discussed in the next subsection, these ripples result from the multiple scatterings between two targets, which are impossible to be eliminated.
The multiple scatterings between wall and targets limit the minimum distance between them because of two reasons. If the targets are too close to the wall, the incident angle of direction is small and thus the diffraction coefficient is weak. Besides, the targets echoes will be overlapped by the responses from multiple scatterings. The multiple scattering between two targets limits the minimum resolvable distance between two targets. If the two targets are too close to each other, the multiple scatterings overlap with the target echoes and leads to the false detection as shown in Fig.4.21(a). In contrast, Fig.4.21(b) presents the well-resolvable case that the distance between two targets and the distance between wall and targets are sufficiently large so that they are separable in the time domain.

In our proposed method of the multiplicative array, the two sub-images are multiplied with each other to generate the image of targets. The operation of multiplicative is possible to make the blurred region of two sub-images stand out as shown in Fig.4.19(c) than
Figure 4.19: Experimental Results: (a) image using Eq.(4.29) (b) image using Eq.(4.30) (c) image from Eq.(4.31). The multiple scatterings arise from two sources: (1) the multiple scatterings between two targets and (2) the multiple scatterings between the two targets and hard wall as shown in Fig.4.21.

conventional image function with the operation of summation. Therefore, the range gating is required to remove the multiple scattering between targets and hard walls. However, if two targets are too close to each other, the ripples from multiple scatterings leads to the several ghost spots and the location of true targets is impossible to be found. In the case with well-resolvable targets, this magnitude of the multiple scatterings will be much smaller than the backscattering from targets and our imaging algorithm provides a very accurate localization of targets with low possibility of false detection.
4.6.3 Future Improvements

In 2D case, we are facing the problem of the false pair. In Fig.4.22, we can readily find that the observed echo given by real targets at A and B is the same as the two false targets at the location of C and D. Generally, apart from the true locations, \(N^*(N-1)\) possible target locations are false alarm at most for an N target detection case. For this reason, for multiple target case, the other dimension of information is required to exclude the false pair. For example, the receiving array is made into a 2D array to make use of the diffraction from top/bottom edge. This leads to our future research direction of HWRI with 2D receiving array.

Furthermore, the multipath propagation, such as the reflection from clutters or boundary, is helping to improve the detection of objects. Nevertheless, the complexity of constructing analytical Green’s function is more and more challenging with the introduction of irregularly shaped objects in the image space. The numerical simulation tools are one possible way to approach the Green’s function by including all major objects in the image space.
4.7 Conclusion

This chapter presents a new radar imaging problem called Hard Wall Radar Imaging (HWRI) in contrast with the conventional Through-the-Wall Radar Imaging (TWRI). The research starts with time reversal DORT (Decomposition of Operator) imaging algorithm, which is powerful in a multipath problem like HWRI. Through the experimental study on TR-DORT, it has been found that this algorithm is limited by the huge difference between experiment environment and numerical study. The observed signal by multistatic radar is highly cor-
rupted by the noise and clutter reflections.

For this reason, the signal-to-clutter and signal-to-noise problem of HWRI are resolved by improving our microwave imaging system. The distributed MIMO configuration is used with two pyramidal horn antenna as an illuminator and a six element linear-polarized planar Bowtie slot array as observers. The interelement response matrix is collected by controlling microwave multiplexing circuits, and the covariance matrix is thus constructed to obtain the Direction of Arrival (DoA) and the geometry of hard wall using MUSIC(multiple signal classification) technique. Next, the adaptive nulling technique is applied to suppress the interference terms in image function due to the multipath of backscattering. After having obtained the round-trip steering vector from the estimated geometry of imaging scenario and geometric theory of diffraction (GTD), the model-based image function is re-formularized to distributed configuration for outputs of the adaptive nulling receiving array. It has been shown that two resolvable point targets can be clearly localized for several cases. Moreover, the range resolution, the minimum distance between objects, and physical limitations of classifying object shapes are analyzed for this imaging scenario in addition to imaging results.
Chapter 5
A UNIDIRECTIONAL STACKED CROSS DIPOLE ARRAY FOR UWB MICROWAVE IMAGING APPLICATIONS

Two types of coplanar waveguide (CPW) fed wideband Bowtie slot antennas are designed for radar imaging using the array signal processing. The proposed antenna contains one crossed electric dipole layer stacking on the top of Bowtie layer, which cancels the back radiation by slot antenna. The layered stack-up enables the broadside flat panel array, which is favorable in the large volume manufacturing and production. Because of the wideband cancellation, the conducting reflector can be placed at the bottom to achieve the ultra-wideband (UWB) unidirectional radiation without degradation of an antenna performance. The measurement of V-pol antenna shows that a unit element has a return loss below -10dB from 1 GHz to 2.75 GHz and a 3dB gain bandwidth of 1.7 GHz. The cross-polarization level is measured to be below -20 dB for the whole operating band and the front to back ratio is better than 20dB depending on the size of the reflector. The 3dB beamwidth is more than 30° to allow the observation of signal from a wider angle. By combining V-pol and H-pol antennas, we can create an antenna array for a polarimetric radar imaging.

5.1 Introduction

The electromagnetic wave (EM) at the low GHz range has unique advantages for microwave imaging including a lower attenuation in most media and a large diffracted waves caused by edges [101]. To create a sharp image. However, the radar system must have a large array size and a large bandwidth which may be difficult to obtain at a low frequency due to antenna limitation. The dispersive effects, such as a constant phase center and a smaller gain variation, have to be minimized to reduce its impact on radar imaging [89]. For this reason,
the design of UWB antenna array is the first challenge to implement a high-performance microwave imaging system.

There are several candidates for UWB antenna design as reviewed in [1]. Among these antenna structures, the Vivaldi and Bowtie antennas are known for their high polarization purity and low fabrication cost. The Bowtie antenna is suited for receive element due to its lower directivity [50]. The Bowtie slot antenna is complementary to Bowtie structure and can be modified to a single layer broadside radiator with coplanar waveguide [63]. However, the back radiation usually leads to the higher signal-to-clutter ratio as the signal from the backside is scattered by the clutters and electronic equipment. The conventional technique of placing a conducting reflector at a quarter-wave distance from the antenna will not work over a wide bandwidth.

The magneto-electric(M-E) design was initially proposed in [18] and improved to broadband unidirectional radiation in [58, 91] due to the back radiation cancellation (Fig.5.1). The formation of magnetic current in different structures has been demonstrated in several UWB antenna design [54, 92]. However, these UWB crossed dipole antennas achieve high performance at the expense of costly manufacturing and volumetric space [54]. Therefore, such design may not be suited for the low-cost radar imaging array antenna, which requires a uniform element performance, a simple manufacturing and a small unit spacing for beamforming. This paper presents a low-cost flat panel array design for microwave imaging applications based on similar M-E dipole principle.

5.2 Antenna Element Design

The antenna element design starts with the Bowtie slot antenna element without any M-E dipole technique. The Bowtie slot is similar to the CPW Bowtie slot [63] with rounded end [46], which provides a smaller in-band impedance variation and the consequent bandwidth extension. The slot antenna is fabricated on the high dielectric constant substrate Rogers Duroid 6006 ($\epsilon_r = 6.16$, thickness = 1.27mm). Since the lower frequency bound is
determined by the length of Bowtie arm, the shorter guided wavelength in such a substrate can achieve the minimum frequency of 1GHz with limited unit size.

The unidirectional broadside radiation is also desirable for the imaging applications because the backward radiation often introduces a scattering from the unwanted clutters. Normally, a conducting reflector is placed at a distance of $\lambda_o/4$ ($\lambda_o$ is the free space wavelength at the center frequency) from the radiating structure and results in a constructive interference in the boresight. However, this technique only works for the narrowband application because the reflector degrades the input matching over a wide bandwidth. This will be demonstrated in S11 data. Also, the gain bandwidth is degraded, because the constructive interference due to a reflector can only form at the center frequency. The standing wave formed between the reflector and the radiating structure is the culprit of the degradation of both gain and impedance bandwidth.

A remedy is proposed as M-E dipole technique [1, 58], which cancels the back radiation due to the two electric fields generated by the electric and the magnetic dipoles which are in phase on the front side and out of phase on the back side. It is well known that the slot structure can be modeled as a magnetic dipole. By stacking an orthogonal electric dipole on the magnetic dipole, the impact of the reflector can be minimized. The antenna structure is
The electric dipole is implemented on a low dielectric constant substrate Rogers Duroid 5870 ($\varepsilon_r = 2.33$, Thickness = 31 mil). The electric dipole is made to be planar “fat” dipole with a length of 38 mm and a width of 13 mm, which ensures its broadband operation across the bandwidth. The two dipole arms are electrically connected to the bottom slot ground plane using metal wires and the two substrates are mechanically connected to the copper reflector plane of the same size using plastic screws at the four corners as in Fig.5.2.

The prototype of the V-pol antenna element is illustrated in Fig.5.2 with annotated design parameters. These design parameters are $W_{s1} = 2$ mm, $W_{s2} = 36$ mm, $R_s = 7$ mm, $L_s = 30$ mm, $L_e = 38$ mm, $W_e = 13$ mm, $L_u = 120$ mm and $W_u = 120$ mm. It is noted that the input SMA connector is fed to a slot through three sections of transmission lines (TL). The first CPW feed line is a 50 ohm TL with a length of 22.6 mm ($L_{f1}$), a width of 4 mm and a spacing of 0.8mm. The second CPW line is a quarter-wave transformer with a length
of 11.4 mm ($L_{f2}$), a width of 4 mm and a spacing of 1.5 mm. The third CPW line has a length of 22.54 mm ($L_{f3}$), a width of 0.8mm and a spacing of 2 mm. The vertices of Bowtie slot are rounded to minimize the in-band impedance fluctuation.

The dipole current will be canceled by the ground current if it is too close to the ground plane, while the current intensity on the dipole is too weak if it is too far away from the ground plane. So the distance between the electric dipole and the slot ground is optimized to be $d_1 = 32$mm. The distance between the slot ground and the reflector is around a quarter-wavelength of the center frequency ($d_2 = 37.5$mm) as commonly used for reflector placement.

### 5.3 Experimental Results and Discussions

The prototype of the proposed antenna structure is simulated by using the commercial EM simulator ANSYS HFSS. The V-pol antenna element has been fabricated with a laser milling machine and measured in a far field antenna measurement system. The measurement system downloads the results from vector network analyzer and is controlled by the automated positioning system in the anechoic chamber.

![Return Loss of V-pol Antenna Unit](image)

**Figure 5.3:** Measured and simulated S11 of V-pol antenna element in different conditions
5.3.1 Frequency Domain Results

Fig.5.3 shows the return loss (S11) of the designed Bowtie slot antenna element. Four different cases are shown to demonstrate the bandwidth extension due to the M-E dipole. The Bowtie slot antenna alone presents return loss lower than -10dB for the entire bandwidth from 1 GHz to 3 GHz (Bowtie Only in Fig.5.3). However, the placement of a reflector leads to the sharp peaking in the impedance and the consequent degradation of S11 (with Reflector in Fig.5.3). If the top single-layered planar dipole is placed without wiring to the bottom slot antenna, the electric dipole is weakly coupled to the slot antenna and results in the cancellation of the back radiation to some extent. Therefore, the parasitic dipole improves the impedance bandwidth (with Parasitic Dipole and Reflector in Fig.5.3). When the dipole is wired to CPW ground plane through four metal vias, the ground current flows to the electric dipole, which generates more radiation for back radiation cancellation (with Active Dipole and Reflector in Fig.5.3). As shown in Fig.5.3, the experimental data agrees with HFSS simulations. The comparison of the four cases demonstrates the principles of M-E dipole and how it improves the performance of Bowtie antenna. The boresight radiation over the operating frequency band is shown in Fig.5.4. The cross-polarization isolation is over 20dB for most of the operating frequency.

5.3.2 Time Domain Results

For some applications, the dispersion caused by a wideband antenna must be minimized. This is particularly true when a wideband antenna is used for the time-domain applications. The ultra-fast time-domain antenna measurement is still a challenging task. Because our lab does not have a calibrated time-domain measurement system, the time domain performance is simulated in HFSS transient, which is based on the Discontinuous Galerkin Time Domain methods. The excitation is a Gaussian pulse with a bandwidth of 1.5GHz to 3GHz. The time domain radiated electric field is observed in the far field at different angles in both E- and H-planes (Fig.5.6 (a) and (b)).
The fidelity factor ($\rho$) is a useful parameter to evaluate the distortion of the antenna. The fidelity factor is defined in Eq.5.1. The input signal is convolved with the far field radiated electric field after normalization. The fidelity factor is between 0 and one after normalization. The value 1 implies perfect electric field conversion without dispersion. The high fidelity factor is important in microwave imaging as the dispersive transducer results in the degradation of image resolution. Fig.5.7(a) shows the simulated results of fidelity factor at different angles in two orthogonal planes. It is noted that the magnitude of fidelity factor is greater than 0.85 for $-50^\circ < \theta < 50^\circ$ in both $\phi = 90^\circ$ and $\phi = -90^\circ$ planes.

$$\rho(\theta, \phi) = \max_\tau \int_{-\infty}^{\infty} \hat{s}(t)\hat{r}(t + \tau; \theta, \phi)dt$$  \hspace{1cm} (5.1)$$

where $\hat{s}(t) = s(t)/(\int_{-\infty}^{\infty} |s(t)|^2dt)^{1/2}$ and $\hat{r}(t) = r(t)/(\int_{-\infty}^{\infty} |r(t)|^2dt)^{1/2}$. $s(t)$ is the input excitation signal of antenna and $r(t; \theta, \phi)$ is the radiated electric field at the angle of $(\theta, \phi)$.

The group delay is another parameter that can be used for the evaluation of the time-domain performance. The group delay of the designed antenna is computed from the impulse response between input excitation and radiated electric field. From 1.5GHz to 3 GHz, the variation of the group delay is about 2 nsec as Fig.5.7(b).
5.3.3 H-pol Antenna Element Results

The H-pol antenna element is implemented by bending the feed line of the CPW antenna element (Fig.5.8(a)). This routing is required to create a unit cell with both the V-pol and the H-pol elements (Fig.5.9). Unfortunately, the discontinuity of the CPW feed results in spurious radiation at upper frequency. To mitigate this effect, the microstrip line is used as a feed line to connect to the SMA connector. The H-pol element has a worse impedance matching at the lower band due to the dispersion of the transition.

5.4 UWB Array and Microwave Imaging System

By combining the V-pol and H-pol antennas as one receive unit, a dual-polarized wideband imaging array system can be created. Fig.5.9 shows the proposed layout of the transmit and the receive array. The transmit array is built with the Antipodal Vivaldi antenna to illuminate the object in the image space. The decomposition of the observed EM field into two orthogonal components leads to a better classification of the object to be detected [97].

5.5 Conclusion

In this chapter, a stacked M-E dipole antenna element is presented and discussed for the microwave imaging application. This antenna element has a high cross polarization isolation and a wide bandwidth to enable the high-resolution polarimetric imaging algorithm. The CPW-fed Bowtie slot antenna element is stacked with the crossed electric dipole stacking on the top of Bowtie, to enable the conducting back reflector without affecting the antenna performance. The absence of the backside radiation will improve the signal-to-clutter ratio since the signal from the backside is often scattered by the walls and instrument. The stacking structure enables the flat panel array, which is desirable in the manufacturing and the production of the massive array.
Figure 5.5: Measured radiation pattern of antenna element (V-pol) in E- and H-plane
Figure 5.6: Simulated time domain radiated electric field in E-plane ($\phi = 90^\circ$) and H plane ($\phi = 0^\circ$)
Figure 5.7: Simulated results in time domain: (a) Fidelity factor at different angles (b) Group delay

Figure 5.8: Simulated Performance of H-pol Antenna Element: (a) Top view of H-pol element design (b) S parameter of CPW to microstrip line transition (c) Realized gain (d) Return loss
Figure 5.9: Microwave polarimetric imaging antenna array: the V-pol and H-pol antennas are used as a unit cell.
Chapter 6

FURTHER DEVELOPMENT

The development of a real-time and compact microwave imaging radar system is the next step of the continuing research. This new imaging system can be used in the scenario with both lossy dielectric wall and metallic wall as anti-imaging shielding. With the designed sensing system, the suspicious personnel or hazardous object shielded by the metallic wall in a building can be localized accurately. The simplified scene is illustrated in Fig.6.1. The combined technology can combat the shielding created by non-penetrating structures, in two possible cases. The first case (Fig.6.1(b)) is that the hard wall is located at a stand-off distance from the opaque dielectric wall, while the second case (Fig.6.1(c)) has hard wall embedded with the dielectric wall as a multilayered wall structure.

Figure 6.1: (a) Imaging of Shielded Suspicious Personnel in a Building (b) Case 1 (c) Case 2
6.1 Transmit/Receive Antenna Array

The solution to the false pair problem is the employment of diffracted field at more sharp edges. For this reason, the transmit antenna has to illuminate the all the sharp edges available in the scene of radar imaging. In most cases, the metallic wall stands on the ground, so the bottom edge of diffraction is not available. The top left and right edges diffract the backscattered signal from three different directions. The signal diffracted by three different edges are observed by the two-dimensional receive array described in Chapter 4. At the transmitter side, a beam steerable transmit array is required so that the transmit horn antenna can be reduced to a single one from the experiment setup and mechanical alignment error is also eliminated by using the electronically beam steering. The setup of the transmit/receive array are shown in Fig.5.9.

For the transmit array, the tapered slot antenna is a popular design to reach the requirement of wide scanning angle and cross polarization isolation, at the cost of the complicated assembly process and manufacturing. Derived on the tapered slot antenna, the antipodal Vivaldi design is devised to achieve the similar performance with double-layered PCB process as in Fig.6.2(b). However, either tapered slot antenna or antipodal Vivaldi are endfire radiating antenna, which is fragile and hard to manufacture. The Tightly Coupled Dipole Array (TCDA) (Fig.6.2(a)) has been studied extensively for its promise of making wide scanning angle and broadside radiating UWB antenna array as reported in [47]. In the future development, the TCDA is a more promising candidate to transmit antenna array than any other designs.

Also, our S-band antenna operates over a wide bandwidth and narrow beamwidth. For such a system, the beam squint can be enough to steer off of the target, resulting in a greatly reduced return. So the true time delay (TTD) module should be employed, instead of the conventional phase shifter. As shown in Fig.6.3, the flat panel transmit antenna with integrated balun is connected to the power divider feeding network to implement the passive fixed beam in the vertical direction and the steerable beam in the horizontal direction. This
design reduces the number of active phase shifters, because the left/right edge illumination needs fast scanning, while the top edge illumination can be implemented with 90-degree panel rotation if false pair exists.

6.2 **FMCW System**

The previous radar system is Stepped Frequency Continuous Wave (SFCW) radar based on the network analyzer. This radar architecture has narrow instantaneous bandwidth but an effective wide bandwidth so it releases the specs of ADC and a signal processor. It also has higher SNR due to narrow noise bandwidth. In spite of these advantages, the SFCW is not suitable for the fast beam scanning and radar imaging due to the long sweep time. The impulse radar is another option for high resolution and fast refresh rate radar imaging system, which generates a short pulse, spanning over a wide bandwidth. The impulse radar requires the tolerance of high transient power level. In recent years, it became popular for low power application for its low radiated pulse energy but limited to short range detection. Given our system requirement, the Frequency Modulated Continuous Wave (FMCW) radar
is the best architecture to implement fast sweep imaging system.

There are several advantages of FMCW radar: (1) simultaneous transmission and reception leads to fast scanning, (2) reasonable range detection and hardware requirement, and (3) higher power of chirp pulse leads to more range of detection. The downconverted received signal is passed to an active filter to implement the range gating because the spectrum of the baseband signal corresponds to the range profile. Fig. 6.3 demonstrates the future implementation of a real-time radar imaging system.

Figure 6.3: Complete FMCW System for Microwave Polarimetric Imaging (Solid line is signal path; dashed line is controlled bus)
6.3 Microwave Polarimetric Radar Imaging Algorithm

Given the antenna configuration is shown in Fig.5.9, the proposed microwave system enables the polarimetric radar imaging algorithm, as the polarimetric scattering response can be formulated. The Horizontal-to-Horizontal (H-to-H) and Vertical-to-Vertical (V-to-V) shows the ripples in the reconstructed image between the wall (either dielectric wall or metallic wall) and the antenna array due to the multiple reflections. However, it has been reported in [24] that such ripples can be effectively suppressed by looking at the cross-polarization response. This phenomenon is very useful for our case.

Moreover, the paper [97] also shows that the comparison of co-polarization image and cross polarization image gives the additional information about the object to be imaged. In a similar way, our system can, therefore, classify the object or exclude the erroneous detection.
Chapter 7

CONCLUSION

My past researches focus on the analytical formulation, algorithm development and hardware design of microwave antenna array system in two applications: wireless power transmission (WPT) and radar imaging of obscured objects by hard wall (metallic shield).

In the area of WPT, I have authored one book chapter, one journal paper, and two conference papers, based on my research at UW and internship work at Mitsubishi Electric Research Lab (MERL). The study on WPT involves the optimal beamforming algorithm development with numerical studies, experiment demonstration of WPT system with an antenna array, and design work of injection locked oscillator array. The relevant work has been summarized in Chapter 2.

In the area of radar imaging, I have authored and co-authored two journal papers, one letter paper, and three conference papers. These papers are all based on the sponsored project by Office of Naval Research Lab. This project explored the modified time reversal imaging technique with numerical simulations (Chapter 3) and demonstrated a multistatic radar imaging system (Chapter 4) verify this algorithm in the experiment. This imaging system is upgraded to a bistatic MIMO configuration and employs a new imaging algorithm, which combines the adaptive nulling and Direction-of-Arrival (DoA) estimation (Chapter 4). This system is further upgraded with a new Ultrawideband (UWB) receive array to reduce the signal-to-clutter ratio (Chapter 5).

Also, I have co-authored several journal and conference papers about the analytical studies of imaging in random and complex medium, which are not shown in this dissertation but summarized in the following section.
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