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Human vision is a demanding computation that acts on and learns from billions of moving measurements every second. Computer vision requires models that are both tractable for realtime learning and inference as well as robust to the transformations of the visual world.

For a vision system to benefit an embodied agent it must be able to (a) learn tractable models discriminatively so that it does not waste computation on nonessential questions, (b) learn model structure so computation is only added where needed, (c) learn from images subject to transformations, and (d) learn new concepts quickly. In this dissertation we tackle these four desiderata, weaving together sum-product networks, neural networks, kernel machines, and symmetry group theory.

First, we extend sum-product networks so that they can be trained discriminatively. This expands the space of SPN architectures and allows feature functions, making them a compelling tractable alternative to conditional random fields. We show that discriminative SPNs can be competitive with deep models on image classification.

Second, we present an algorithm to learn the structure of sum-product networks. The top-down recursive algorithm builds a product if it can decompose variables and otherwise a sum to cluster instances. Surprisingly, this algorithm learns SPNs with superior inference accuracy and speed compared to probabilistic graphical models on a large number of datasets.

Third, we introduce deep symmetry networks that can learn representations over arbitrary
Lie groups. We present techniques to scale these networks to high-dimensional symmetries. We show that deep symmetry networks can classify 2D and 3D transformed objects with higher accuracy and less training data than convolutional neural networks.

Finally, we propose compositional kernel machines as an instance-based learner that has the symmetry and compositionality of convolutional neural networks but is significantly easier to train. We combat the curse of dimensionality by effectively summing over an exponential set of constructed virtual training instances using a sum-product function. This makes CKMs outperform standard instance-based learners on image classification and generalizing to unseen compositions and symmetries.
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Chapter 1

INTRODUCTION

Images present the ultimate challenge for machine learning: searching for meaning and making predictions from millions of noisy variables. The megapixels in an image are not truly random; they are the result of a much smaller number of variables that influence the physical process of image formation. The goal of representation learning is to resolve these semantic variables automatically from data without feature engineering. In a deep learning system the representation is staged in layers of non-linear functions or latent variables in probabilistic models. A deep model can more compactly encode a target function than a network with fewer layers. It also maps to a hierarchical part-based modeling of the visual world. The two major categories of deep architectures are generative and discriminative.

Generative models are desirable because they learn how all variables relate to each other, can handle missing data such as with occlusion, and do not require labeled data. Examples include deep Boltzmann machines, deep belief networks, and certain types of autoencoders. These approaches typically involve probabilistic graphical models and thus inherit intractable inference, meaning that the time it takes to answer a question can grow exponentially with the number of variables. This is problematic for deep models where upwards of thousands of latent variables are used to model data. To cope, one must either restrict the model to inexpressive tree structures or use approximate inference, which is unreliable and can interfere with learning. Recently Poon and Domingos introduced sum-product networks, a class of models where adding layers increases expressiveness without losing tractability. Sum-product networks achieved impressive results on a challenging image completion task. However, their structure had to be designed by hand. This dissertation fills this gap by contributing a general algorithm to learn the structure of SPNs.
Discriminative models are state of the art for many domains because they are optimized for specific tasks. Rather than modeling all dependencies among variables, they adjust their parameters to improve the prediction of a subset of the variables for classification, regression, or structured prediction. Conditional random fields are discriminatively trained probabilistic graphical models commonly used in vision to predict structured outputs, however they also suffer from intractable inference. Sum-product networks are well-suited for this task, but they could only be trained generatively. This dissertation addresses this problem by presenting a discriminative training algorithm for SPNs. Discriminative instance-based learning (IBL) methods such as $k$-nearest neighbors and support vector machines are easier to train than neural networks; however, they presently are not as accurate as these deep methods. Discriminative deep models include multilayer perceptrons, convolutional neural networks, recurrent neural networks, and long short term memory networks. A limited ability to generalize to complex transformations and costly non-convex optimization are some of the weaknesses of these methods. This dissertation proposes deep symmetry networks and compositional kernel machines to mitigate these issues.

In this dissertation, we present the first discriminative training algorithms for SPNs, combining the high accuracy of the former with the representational power and tractability of the latter. We show that the class of tractable discriminative SPNs is broader than the class of tractable generative ones, and propose an efficient backpropagation-style algorithm for computing the gradient of the conditional log likelihood. Experiments on standard image classification tasks show that discriminatively trained SPNs are competitive with state of the art neural networks.

Though SPNs have demonstrated success learning weights on pre-defined structures, learning deep structure from data is important for several reasons. Firstly, static architectures waste computation on nodes they do not need. Secondly, hand-designed architectures might not contain the best nodes or connections for a given dataset. Finally, in the case of SPNs, tractability and expressivity comes with more intricate network architecture which may be more difficult or time-consuming to design by hand. We propose the first algorithm
for learning the structure of SPNs that takes full advantage of their expressiveness. At each step, the algorithm attempts to divide the current variables into approximately independent subsets. If successful, it returns the product of recursive calls on the subsets; otherwise it returns the sum of recursive calls on subsets of similar instances from the current training set. A comprehensive empirical study shows that the learned SPNs are typically comparable to graphical models in likelihood but superior in inference speed and accuracy.

Learning a probabilistic model over data is easier if its variables stay put from instance to instance. However, no two images are the same due to a large number of extraneous sources of variability, such as pose and part deformation. These sources of variation can be represented by symmetry groups, sets of composable transformations that preserve object identity. An important goal for representation learning is to be able to learn features that retain their semantic content while being invariant to these transformations. Convolutional neural networks (convnets) achieve a degree of translational invariance by computing feature maps over the translation group, but cannot handle other groups. As a result, these groups’ effects have to be approximated by small translations, which often requires augmenting datasets and leads to high sample complexity. In this dissertation, we present deep symmetry networks (symnets), a generalization of convnets that forms feature maps over arbitrary Lie groups. The composition of feature transformations through the layers of a symnet provides a new approach to deep learning. Experiments on NORB and MNIST-rot show that symnets over the affine group greatly reduce sample complexity relative to convnets by better capturing the symmetries in the data.

For a visual representation to be useful in embodied or interactive settings it must be able to learn from new examples quickly. Even with static datasets, training convnets is time-consuming because stochastic gradient descent requires many passes over the training data which is already large because of data augmentation. This procedure is also frustrating because several modifications are required to achieve top results, including momentum, learning rate schedules, regularization, dropout, and more recently batch normalization. Compounding the overall time and computation, the search over hyperparameters is a massive outer
loop around parameter fitting. In contrast, instance-based learners (IBL) have much simpler training procedures (or none at all) and can more efficiently search over hyperparameters. However, in high dimensions (i.e. images) the concept of a nearest neighbor breaks down as most instances are equally distant. An IBL that incorporates the composition and symmetry of convnets could mitigate this issue. We present compositional kernel machines (CKMs), which effectively create an exponential number of virtual training instances by composing transformed sub-regions of the original ones. Despite this, CKM discriminant functions can be computed efficiently using ideas from sum-product networks. The ability to compose virtual instances in this way gives CKMs invariance to translations and other symmetries, and combats the curse of dimensionality. In this dissertation we present efficient techniques to add image composition, symmetry, and weight learning to CKMs. Experiments show that CKMs are superior to standard instance-based methods and can learn symmetries and compositional concepts from fewer samples without data augmentation.

The structure of this dissertation is as follows. Chapter 2 covers background material on probabilistic graphical models, deep learning, instance-based learning, and sum-product networks. Chapter 3 presents an algorithm to discriminatively train sum-product networks. Chapter 4 proposes an algorithm to learn the structure of sum-product networks from data. Chapter 5 presents Deep Symmetry Networks as a generalization of convolutional neural networks to arbitrary Lie groups. Chapter 6 introduces Compositional Kernel Machines as a promising visual representation with the benefits of instance-based learning. The last chapter summarizes our contributions and suggests promising directions for future research.
Chapter 2

BACKGROUND

2.1 Probabilistic Graphical Models

Probabilistic graphical models provide a compact graph-based factorization of the probability distribution for a set of variables. In the simplest case, nodes in the graph correspond to variables and edges indicate a dependency between variables. The two main types of graphical models are Bayesian networks with directed acyclic graphs and Markov networks with undirected graphs [112]. In a graphical model over a set of variables $X = (X_1, \ldots, X_n)$, the joint probability of a setting of those variables $X = x$ is written as

$$P(X = x) = \frac{1}{Z} \prod_i \phi_i(x)$$

where the potential functions $\phi_i(x)$ are determined by the graph structure and whether the model is Bayesian (one potential for the conditional probability of each variable given its parents in the directed graph) or Markovian (one potential for each maximal clique in the undirected graph). The partition function $Z$ is the sum of probabilities over all possible variable states $Z = \sum_x \prod_i \phi_i(x)$, which conveniently equals one for Bayesian networks because the potentials are conditional probabilities.

Probabilistic inference computes the conditional probability of a query given evidence in the form $P(Q = q | E = e)$, where query variables $Q$ and evidence variables $E$ are disjoint subsets of the model variables $X$. The exact computation of this conditional probability requires summations over the states of other variables

$$P(Q = q | E = e) = \frac{\sum_{X \setminus (Q \cup E) = u} \prod_i \phi_i(q, e, u)}{\sum_{X \setminus E = v} \prod_i \phi_i(e, v)}$$
which is \#P-complete [127].

Exact inference is tractable for graphical models with low treewidth [7, 24]. This condition essentially limits dependency structures to chains and trees, which is inexpressive for most applications and antithetical to the designs of most deep probabilistic models [9].

Approximate inference in graphical models is most often achieved with sampling or message-passing techniques [80]. With Bayesian networks, one can directly generate samples from a conditional distribution that may be used for Monte Carlo (MC) inference; however, this procedure can be quite costly when there are many evidence variables. For both Markov and Bayesian networks, Markov chain Monte Carlo (MCMC) is used to produce a sequence of samples that ideally approaches the desired distribution. The most common MCMC method is Gibbs sampling, which generates a subsequent sample by iterating over all variables, sampling each conditioned on its Markov blanket. MCMC is more computationally-demanding than MC because to prevent correlation only a small fraction of the generated samples is retained. It is also difficult to diagnose convergence of the Markov chain.

Belief propagation is also used for approximate inference in graphical models. There are several variants where message passing is conducted on either the original graph, a factor graph, or random trees that span the graph [107, 161]. Belief propagation, however, only estimates single variable marginals and there are no guarantees of convergence. Interestingly, for stereo vision problems these techniques have been known to achieve energies that are lower than those of the ground-truth depth labeling, suggesting that there may be other probabilistic topologies better suited for images [151].

With complete data, learning the maximum-likelihood parameters of a graphical model can be achieved in closed form for Bayesian networks or with gradient-based optimization for Markov networks. With incomplete data or latent variables, the expectation-maximization algorithm or gradient methods are used. For all parameter learning scenarios except for Bayesian networks with complete data, inference is a costly subroutine, and approximate inference can interfere with learning [85]. The structure of graphical models can also be learned from data. Most algorithms involve a greedy search that evaluates the impact of
modifying edges in the graph on likelihood or a proxy [43, 26]. To prevent overfitting, likelihood is usually augmented by other criteria such as the number of parameters or inference complexity [98].

2.2 Deep Learning

Deep Learning is a collection of techniques for learning multiple levels of a representation with non-linear functions or latent variables [9]. The two main categories of deep networks are discriminative and generative models. Discriminative methods compare the output of an artificial neural network with the desired outcome to a classification or regression task and adjust weights to reduce error. Generative methods do not require labeled data and attempt to automatically learn the latent representation of data.

2.2.1 Generative Models

For connectionists who are inspired by biology, unsupervised learning is appealing because the world is not neatly organized as \((x, y)\) pairs of data and labels. The Boltzmann machine was an early generative connectionist model proposed by Ackley et al. [3]. It is a fully-connected Markov random field with visible \(V\) and hidden \(H\) variables. The form of the potential that connects each pair of variables \(X_i, X_j\) in a binary Boltzmann machine is \(\phi_{ij}(x_i, x_j) = e^{w_{ij}x_i x_j}\), where \(x_i \in \{0, 1\}\). Intuitively, a large weight leads to a higher unnormalized probability if both variables are true. Each variable also has a singleton potential \(\phi_i(x_i) = e^{w_i x_i}\) as a bias or prior. The weights are optimized to maximize the probability of the observed data. The gradient of a weight is the difference between data and model expectations of the state of the connected variables: \(\frac{\partial P(V)}{\partial w_{ij}} = \langle x_i x_j \rangle_{data} - \langle x_i x_j \rangle_{model}\). Since there are hidden variables, both terms require inference, which must be approximated. Gibbs sampling is typically used, but it is very slow.

Restricted Boltzmann machines (RBMs) [143] take the form of a bipartite graph where all visible variables connect with all hidden variables but no variable connects to a variable of its own type. This allows for faster blocked Gibbs sampling, where conditioned on visible
units, hidden variables can be sampled simultaneously and vice-versa. Another simplification
called “contrastive divergence” involves using an early sample from the Markov chain instead
of waiting for convergence [67].

Deep belief networks (DBNs) [68] and deep Boltzmann machines (DBMs) [131] are multi-
layer generative models formed by stacking RBMs. The former is a directed model and
the later is an undirected Markov network. Both are greedily pretrained layer-by-layer.
After pretraining an RBM layer, the weights are fixed and a new representation of the
data is created from samples or expectations of the hidden units conditioned on the visible
units. This is then used to pretrain the next layer. Since exact inference is intractable, a
combination of variational mean field and MCMC inference is used for the data and model
terms of the gradient, respectively.

2.2.2 Discriminative Models

One of the first artificial neuron models proposed by McCulloch and Pitts [103] involved
the weighted combination of binary inputs that was compared against a threshold to fire a
binary output. The perceptron learning algorithm was proposed by Rosenblatt [126], but it
could only train a network with a single layer. The basic form of the artificial neuron still
used today is

\[ o = \sigma(\bar{w} \cdot \bar{x}) \]

where \( \bar{x} \) and \( \bar{w} \) are input and weight vectors, and \( \sigma \) is known as the transfer or activation
function. Historically, the activation function has been a sigmoid (\( \sigma(x) = 1/(1 + e^{-x}) \)) or
hyperbolic tangent function.

Multi-layer perceptrons (MLPs) are trained using the backpropagation learning algo-
rithm, which computes the gradient of lower-level parameters using the chain-rule of calculus
[163, 130]. Training networks with more than a few layers can be problematic because of the
“vanishing gradient” problem where the learning signal would shrink and become diffuse as
it is computed top down, at each layer multiplied by the fractional weights and the fractional
slop of a sigmoid [70, 11]. Though layer-by-layer unsupervised pre-training was explored as a possible remedy [68], state-of-the-art neural networks for object recognition still use random weight initialization and backpropagation. The issue of vanishing gradients has been mitigated by rectified linear unit transfer functions, weight-tying, and faster computers [134]. At the price of longer training times, the dropout technique stochastically disables a fraction of the neurons in order to help prevent overfitting [84].

Neuroscience gave artificial neural networks one of its most effective tools for addressing symmetries. Hubel and Wiesel [72] found a hierarchy of “simple” and “complex” neurons in the visual cortex of the cat. Whereas the simple cells were activated by edges at specific positions and orientations, the complex cells would fire preferentially for edges of a certain orientation regardless of its position within a range of the visual field. This inspired Fukushima [56] to devise a neural network architecture with complex cells that would sum over the outputs of simple cells that measured the response to the same pattern in several locations. LeCun et al. [90] would later create the convolutional neural network that shared the pooling property of the complex cells but used backpropagation for learning to classify handwritten digits. The convnet LeNet-1 performed well on the MNIST dataset but was soon surpassed by nearest neighbor using tangent distance [138] and SVMs with virtual support vectors [135]. Later, the addition of more convolutional layers and substantial data augmentation would allow convnets to tie and then exceed the accuracy of SVMs [91, 139].

The computer vision community largely ignored convnets until Krizhevsky et al. [84] demonstrated state-of-the-art results on the ImageNet LSVRC-2012 challenge. The main innovations of this work were the use of rectified linear units, dropout regularization, and the use of graphics processing units (GPUs). Since then, the community has been continually finding architectures with better performance. Salient trends include the use of extra layers of 1x1 convolutional kernels [140] to increase non-linearity and architectures with trained outputs at several layers [148]. Open source software with pre-trained models has led to widespread use of convnets (e.g., [77, 33, 1]). However, training a model from scratch can still take several days, even on large clusters.
2.3 Instance-Based Learning

Instance-based learning (also known as lazy learning) is a family of methods that stores whole training instances and does not explicitly train a model. At test time, a subset of training instances that are similar to the test instance are recruited to form a local decision (e.g., majority vote classification for k-nearest neighbors). Despite their simplicity, IBL methods can implicitly represent very sophisticated non-linear concepts, and historically they have been competitive with neural networks. Two main categories of IBL techniques used for vision tasks are nearest neighbor and support vector machines.

2.3.1 Nearest Neighbor

The nearest neighbor (NN) classifier labels a test instance with the class of the training instance whose features are closest using a specified distance function [35]. The $k$-NN variant uses the majority vote of the $k$ nearest neighbors. The greatest advantage of $k$-NN is that training is very simple and yet can construct very sophisticated nonlinear decision boundaries local to each query point. In the limit of infinite data it has an error that is no worse than the Bayes error rate [35]. A drawback is that it requires the storage and search computation for the entire training set to classify a test instance. It is also susceptible to being swayed by uninformative features, which only gets worse in high dimensions.

Various techniques have been developed to cope with irrelevant features. Feature relevance can be measured in isolation using information gain. Since leave-one-out cross-validation is efficient with $k$-NN, it can be used to decide which dimensions to omit [94] or to scale [105]. However, these methods involve a single diagonal linear projection, which does not leverage the correlation among pixels within natural images.

The most common method of dimensionality reduction for nearest neighbor is principal component analysis, which computes a linear projection that preserves the variance of the data. Sirovich and Kirby [141] applied this to $128 \times 128$ images of faces, finding that most of the variance could be explained by fewer than a hundred components. Turk et al. [157]
extended this work to face recognition by using a nearest neighbor classifier on this reduced “facespace”. The linear understanding of the face was easily confused by background clutter, where an image patch that had darker pixels for “eyes” and “mouth” could additively compensate for the complete lack of a nose. Sung and Poggio [146] tried to capture this non-linear boundary by fitting two mixtures of six Gaussians to a large set of face and non-face patches, where the distance of a test image to a Gaussian cluster was measured in the low-dimensional space spanned by the cluster’s top eigenvectors. The idea that distances should be measured to the closest point on a low-dimensional non-linear manifold of transformed images was crystallized by Bregler and Omohundro [20]. Their technique involves computing PCA on the nearest neighbors of a data point to estimate the local dimensionality of the manifold. This approach is useful for deciding which of several labeled manifolds is closest to a test point, but it does not have the ability to unite the many locally-linear systems into low-dimensional global coordinates as later accomplished by Tenenbaum et al., Roweis and Saul [152, 128]. Both sets of techniques are sample-intensive and cannot generalize to image symmetries.

Computing distances using a local subset of pixels greatly reduces the dimensionality of images. Of course, if training data is annotated to reveal relevant dimensions, the distance computation is more discriminative. Pentland et al. [115] found that an eigenspace analysis of images cropped to a particular face region (e.g., eyes) yielded robust detections of those parts in test images. Features such as textons [79], visual words (e.g., [142]), SIFT [99], and HOG [37] are all extracted locally and have been used successfully with nearest neighbor and other classifiers. It has been argued that nearest neighbor would be an ideal classifier for these features if it were not for feature quantization and computation of image-to-image distance [17]. Local naive Bayes and its extensions [102, 154] share the non-parametric motivations of this dissertation but do not propose any composition of features, learning algorithms, or techniques to model non-trivial symmetries.

A key problem with object recognition is that these local regions or parts can vary in their location or appearance due to nuisance transformations. Pictorial structures [52] was one
of the first principled approaches to computing a distance that incorporated both the similarity of local regions to templates as well as penalized elastic distances between templates. Simplifying the structure of this model to arrange part-to-part relations in a tree made for a tractable dynamic program and allowed the use of efficient distance transform computations [51]. When computing the distance to the image manifold due to other symmetries, a dense sampling is usually avoided. Simard et al. [138] approximate this distance using the distance to a hyperplane tangent to the manifold of several image distortions. Iterative optimization in symmetry space is commonly used to compute similarity [8]. Using properties of symmetry groups leads to an alignment algorithm that avoids the local minima of Lucas-Kanade optimization yet does not require a dense sampling of symmetry space [153].

2.3.2 Kernel Methods

Sparse kernel machines address many of the weaknesses of nearest neighbor and neural network classifiers. This family of approaches arose from research on statistical learning theory by Vapnik [159] and Vapnik and Kotz [160], asking how the complexity of a learner impacts its ability to generalize to unseen data. The problem with the perceptron [126] and multi-layered perceptrons [130] was that there was no guarantee that minimizing training error would minimize test set error. Furthermore, it is intractable to use these methods on data that has been mapped to a high dimensional feature space (e.g., polynomials). Boser et al. [19] proposed a technique that could find max-margin hyperplanes with favorable generalization properties. It leveraged the kernel trick that had allowed Poggio [119] to efficiently perform least squares regression with polynomial features. The inability to handle non-separable data was addressed by the support-vector network [34]. From the perspective of its dual form, the SVM can be seen as a weighted nearest neighbor with superior generalization, ability to tolerate noise, and economical yet discriminative storage of exemplars. These abilities would otherwise require heuristics for nearest neighbor (e.g., [63, 164]). Other sparse kernelized classifiers have been formulated since (e.g., [155, 83]), but SVMs remain the most popular. Since the original quadratic program was proposed, more efficient learning
algorithms have been researched (e.g., [117, 78, 18, 71, 137]) with qualities that can rival or surpass those of the stochastic gradient descent used by neural networks.

Some of the earliest research into SVMs involved making them robust to image transformations [135, 42], which introduced techniques that made SVMs competitive with neural networks on MNIST. Rather than augmenting the training set with a set of transformations, they proposed expanding the set of support vectors into a set known as virtual support vectors. This reduces training time but increases test time evaluation. Rather than explicitly create the set of virtual support vectors, Decoste and Schölkopf [42] describe a jittered kernel that searches for a transformation that minimizes the distance between two examples. Unlike the CKMs we propose, jittered kernels carry the limitations of image-to-image distances and they do not propose an efficient method for searching over transformations. Whereas the relative transformations between training set images with a jittered kernel are fixed, the latent SVM deformable parts model (DPM) [50] introduces latent variables over part positions and a fast method for aligning these parts with learned location constraints. Compared to CKMs, DPMs have a fairly restrictive sense of image composition and suffer from a long CCCP (EM-style) training procedure to find the latent positions of a fixed number of parts which might not exist.

Various kernels have been used to compare images. Early work used polynomial kernels that leveraged image locality [136]. However the advent of sparse invariant image features (e.g., Harris, Jet [133], SIFT [99]) changed the research from measuring similarity of dense transformed pixel grids or intensity histograms to that of variable-sized sets of features. For a pair of images, match kernels [162] compute the sum over the similarities of each feature in one image and its closest match in the other: $\tilde{K}(L_h, L_k) = \frac{1}{n_h} \sum_{j=1}^{n_h} \max_{k=1, \ldots, n_k} \{K_l(l_j(L_h), l_j(L_k))\}$, where $n_h, n_k$ are the numbers of features in images $L_h, L_k$ respectively and $K_l(\cdot, \cdot)$ is a Mercer kernel over features. Since these correspondences are computed independently, image composition is not preserved or accounted for in the kernel. The pyramid match kernel [62] seeks to alleviate this weakness by aggregating features according to several quantizations and measuring the histogram intersection of correspond-
ing grid cells. This kernel performs better than the match kernel because it measures feature co-occurrence, but binning by quantization does not preserve spatial relations among features. Rather than build pyramids that subdivide each element of a \( d \)-dimensional feature, spatial pyramids [89] construct pyramids in the traditional sense (e.g., [22]) by subdividing the two-dimensional image plane into histogram bins that count the occurrence of \( M \) discrete visual words. At the time, this method achieved nearly state of the art results on the Caltech-101 dataset. However, it was argued that feature quantization by hard assignment was hurting performance [17].

Fisher kernels [75] adapt generative models into a kernel using the gradient of the model’s log-likelihood with respect to its parameters. When used with Gaussian mixture models, the Fisher kernel provides a soft encoding and incorporates a learned covariance compared to the hard assignment and spherical Euclidean distance typical of visual words. Combined with spatial pyramids, Fisher kernels had formed the basis for state-of-the-art image classification techniques [116]. Spatial pyramids pool locally, so a coherent assembly of features that translates a large distance from training to test images will not have the benefit of being matched in finer pyramid cells. Convolutional neural networks also pool locally, but the convolved features are learned from all parts of the feature map, so the matching is not restrained as in a spatial pyramid. With this difference in pooling and the benefit of discriminatively-trained features, convnets overtook SVMs for object recognition in the work of Krizhevsky et al. [84].

### 2.4 Sum-Product Networks

Sum-product networks are a new type of probabilistic deep network with tractable inference on high-treewidth models [120]. In the simplest instance, it is a directed acyclic graph with sum and product internal nodes and tractable distributions\(^1\) at the leaves. Sum nodes are viewed as the marginalization of hidden mixture variables. Seen bottom-up, product nodes are conjunctive features; top-down, they represent context-specific independences. There are

\(^1\)A distribution is tractable iff its partition function and its mode can be computed in constant time.
two ways to define SPNs: one more general but complex [120], and one more specialized but simple [58]. We describe the latter here for clarity and present the former in Chapter 3 where it is useful for derivation and discriminatively-trained architectures.

Generative probabilistic SPNs can be defined recursively: (1) a univariate distribution is a SPN, (2) the product of SPNs over disjoint sets of variables is an SPN, (3) the weighted sum of SPNs over the same set of variables is an SPN. Discriminative probabilistic SPNs that compute \( P(Y|X) = \sum_h P(Y, H = h|X) \) do not need to obey the constraints over the scopes of given variables \( X \) [57].

The sub-SPN \( S_i \) rooted at a node \( i \) represents a probability distribution over its scope. For simplicity, we focus on the case of SPNs over discrete variables, but the extension to continuous ones is straightforward.

Let \( x = (x_1, \ldots, x_d) \in \mathcal{X} \) be a state. The unnormalized probability \( S(x) \) of \( x \) according to the SPN \( S \) is the value of \( S \)’s root when each leaf is set to the probability of the corresponding variable’s value in \( x \). The partition function of an SPN is \( Z = \sum_{x \in \mathcal{X}} S(x) \). The normalized probability of \( x \) is \( P(x) = S(x)/Z \). It is easily seen that, if the weights at each sum node sum to one and the leaf distributions are normalized, then \( Z = 1 \) and \( P(x) = S(x) \).

**Theorem 1.** The following quantities can be computed in time linear in the number of edges in an SPN.

1. The partition function of the SPN.
2. The probability of evidence in the SPN.
3. The MAP state of the SPN.

**Proof.** The proof is recursive, starting from the leaves of the SPN. By definition, the partition function of a leaf distribution can be computed in \( O(1) \) time. Let \( Z_i \) be the partition function of node \( i \), and \( Z_{ij} \) the partition functions of its children. Let \( \mathcal{X}_i \) be the set of possible states of \( i \)’s scope, and similarly for \( \mathcal{X}_{ij} \). If \( i \) is a product node, its partition function is \( Z_i = \sum_{x_i \in \mathcal{X}_i} S_i(x_i) = \sum_{x_{i,1} \in \mathcal{X}_{i,1}} \cdots \sum_{x_{ij} \in \mathcal{X}_{ij}} \cdots S_{i,1}(x_{i,1}) \cdots S_{ij}(x_{ij}) \cdots = \prod_j \sum_{x_{ij} \in \mathcal{X}_{ij}} S_{ij}(x_{ij}) = \prod_j Z_{ij} \). If \( i \) is a sum node, its partition function is \( Z_i = \sum_{x_i \in \mathcal{X}_i} S_i(x_i) = \sum_{x_i \in \mathcal{X}_i} \sum_j w_{ij} S_{ij}(x_i) = \prod_j \sum_{x_{ij} \in \mathcal{X}_{ij}} S_{ij}(x_{ij}) = \prod_j Z_{ij} \). If \( i \) is a sum node, its partition function is \( Z_i = \sum_{x_i \in \mathcal{X}_i} S_i(x_i) = \sum_{x_i \in \mathcal{X}_i} \sum_j w_{ij} S_{ij}(x_i) = \prod_j \sum_{x_{ij} \in \mathcal{X}_{ij}} S_{ij}(x_{ij}) = \prod_j Z_{ij} \).
\[ \sum_j \sum_{x_i \in x_i} w_{ij} S_{ij}(x_i) = \sum_j w_{ij} \sum_{x_{ij} \in x_{ij}} S_{ij}(x_{ij}) = \sum_j w_{ij} Z_{ij}, \]
where \( w_{ij} \) is the weight of the \( i \)th child. Therefore the partition function of a node can be computed in time linear in its number of children, and the partition function of the root can be computed in time linear in the number of edges in the SPN.

The probability of evidence in an SPN \( S \) is just the ratio of the partition functions of \( S' \) and \( S \), where \( S' \) is an SPN obtained from \( S \) by replacing the univariate distributions over the evidence variables by delta functions centered on the evidence values. Therefore it can also be computed in linear time.

The (or a) MAP state of an SPN can be computed as follows: (1) replace sum nodes with max nodes; (2) evaluate the SPN from the leaves to the root in a manner identical to computing the partition function; (3) starting from the root and following all children of each product node, for each sum node \( S_i \) choose the (or a) child with highest value of \( w_{ij} M_{ij} \), where \( M_{ij} \) is the child’s value computed in the previous step; (4) at each leaf node, choose the (or a) mode of the corresponding distribution. The total number of operations is thus also linear in the size of the SPN.

SPNs have many interesting and important classes of probabilistic models as special cases, including mixture models, thin junction trees, non-recursive probabilistic context-free grammars, and others. They are also significantly more general than each of these. SPNs’ combination of expressiveness and tractability makes them potentially a very attractive representation for many applications. The same algebraic decomposition that yields tractable inference for SPNs on the sum-product semiring applies to sum-product functions over other semirings impacting many other tasks including integration, optimization, and constraint satisfaction [54]. For example, it has been applied to non-convex optimization on the min-sum semiring with impressive results on bundle adjustment and protein folding [53]. We use sum-product networks as tractable probabilistic models in Chapters 3 and 4 and then sum-product functions as tractable kernel machines in Chapter 6.
Chapter 3

DISCRIMINATIVE LEARNING OF SUM-PRODUCT NETWORKS

3.1 Introduction

Poon and Domingos introduced an algorithm for generatively training SPNs, yet it is generally observed that discriminative training fares better for structured prediction. By optimizing \( P(Y|X) \) instead of \( P(X,Y) \) conditional random fields retain joint inference over dependent label variables \( Y \) while allowing for flexible features over given inputs \( X \) [87]. Unfortunately, the conditional partition function \( Z(X) \) is just as prone to intractability as with generative training. For this reason, low treewidth models (e.g. chains and trees) of \( Y \) are commonly used. Multilayered perceptrons and energy-based models [93] can also be used to produce structured predictions, but they cannot guarantee exact inference. Research suggests that approximate inference can make it harder to learn rich structured models [85].

In this chapter, we present the first discriminative training algorithms for SPNs to allow us to combine flexible features with fast, exact inference over high treewidth models. We begin with a review of the original definition of SPNs using indicator notation. We then describe the conditions under which an SPN can represent the conditional partition function. We show that the class of tractable discriminative SPNs is broader than the class of tractable generative ones because evidence variables are not marginalized. We then propose an efficient backpropagation-style algorithm for computing the gradient of the conditional log likelihood, and explore variations of inference. Finally, we show results where a discriminatively-trained SPN achieves higher accuracy than SVMs and deep models on image classification tasks. At the time of publication, the results on CIFAR-10 and STL-10 were state-of-the-art, which was notable because the SPN was using fewer features than prior methods and much less
training data in the case of STL-10.

### 3.2 Sum-Product Networks

SPNs were introduced with the aim of identifying the most expressive tractable representation possible. The foundation for their work lies in Darwiche’s network polynomial [38]. Instead of the definition of SPNs presented in the previous chapter, we use the original definition here as its precision is useful for mathematical derivation. We define an unnormalized probability distribution \( \Phi(\mathbf{x}) \geq 0 \) over a vector of Boolean variables \( \mathbf{X} \).

The indicator function \([\cdot]\) is one when its argument is true and zero otherwise; we abbreviate \([X_i]\) and \([\bar{X}_i]\) as \(x_i\) and \(\bar{x}_i\). To distinguish random variables from indicator variables, we use roman font for the former and italic for the latter. Vectors of variables are denoted by bold roman and bold italic font, respectively. The network polynomial of \( \Phi(\mathbf{x}) \) is defined as \( \sum_{\mathbf{x}} \Phi(\mathbf{x}) \prod(\mathbf{x}) \), where \( \prod(\mathbf{x}) \) is the product of indicators that are one in state \(\mathbf{x}\). For example, the network polynomial of the Bayesian network \(X_1 \rightarrow X_2\) is \(P(x_1)P(x_2|x_1)x_1x_2 + P(\bar{x}_1)P(x_2|\bar{x}_1)x_1x_2 + P(\bar{x}_1)P(\bar{x}_2|\bar{x}_1)\bar{x}_1\bar{x}_2 + P(x_1)P(\bar{x}_2|x_1)x_1\bar{x}_2\). To compute \(P(X_1 = \text{true}, X_2 = \text{false})\), we access the corresponding term of the network polynomial by setting indicators \(x_1\) and \(\bar{x}_2\) to one and the rest to zero. To find \(P(X_2 = \text{true})\), we fix evidence on \(X_2\) by setting \(x_2\) to one and \(\bar{x}_2\) to zero and marginalize \(X_1\) by setting both \(x_1\) and \(\bar{x}_1\) to one. Notice that there are two reasons we might set an indicator \(x_i = 1\): (1) evidence \(\{X_i = \text{true}\}\), in which case we set \(\bar{x}_i = 0\) and (2) marginalization of \(X_i\), where \(\bar{x}_i = 1\) as well. In general the role of an indicator \(x_i\) is to determine whether terms compatible with variable state \(X_i = \text{true}\) are included in the summation, and similarly for \(\bar{x}_i\).

With this notation, the partition function \(Z\) can be computed by setting all indicators of all variables to one.

The network polynomial has size exponential in the number of variables, but in many cases it can be represented more compactly using a sum-product network [120, 38].

**Definition 1.** *(Poon & Domingos, 2011)* A sum-product network (SPN) over variables
$X_1, \ldots, X_d$ is a rooted directed acyclic graph whose leaves are the indicators $x_1, \ldots, x_d$ and $\bar{x}_1, \ldots, \bar{x}_d$ and whose internal nodes are sums and products. Each edge $(i, j)$ emanating from a sum node $i$ has a non-negative weight $w_{ij}$. The value of a product node is the product of the values of its children. The value of a sum node is $\sum_{j \in \text{Ch}(i)} w_{ij}v_j$, where $\text{Ch}(i)$ are the children of $i$ and $v_j$ is the value of node $j$. The value of an SPN $S[x_1, \bar{x}_1, \ldots, x_d, \bar{x}_d]$ is the value of its root.

If we could replace the exponential sum over variable states in the partition function with the linear evaluation of the network, inference would be tractable. For example, the SPN in Figure 1 represents the joint probability of three Boolean variables $P(X_1, X_2, X_3)$ in the Bayesian network $X_2 \leftarrow X_1 \rightarrow X_3$ using six indicators $S[x_1, \bar{x}_1, x_2, \bar{x}_2, x_3, \bar{x}_3]$. To compute $P(X_1 = \text{true})$, we could sum over the joint states of $X_2$ and $X_3$, evaluating the network a total of four times $S[1,0,0,1,0,1] + \ldots + S[1,0,1,0,1,0]$. Instead, we set the indicators so that the network sums out both $X_2$ and $X_3$. An indicator setting of $S[1,0,1,1,1,1]$ computes the sum over all states compatible with our evidence $e = \{X_1 = \text{true}\}$ and requires only one evaluation.

However, not every SPN will have this property. If a linear evaluation of an SPN with indicators set to represent evidence equals the exponential sum over all variable states consistent with that evidence, the SPN is valid.
Definition 2. (Poon & Domingos, 2011) A sum-product network $S$ is valid iff $S(e) = \Phi_S(e)$ for all evidence $e$.

In their paper, Poon and Domingos prove that there are two conditions sufficient for validity: completeness and consistency.

Definition 3. (Poon & Domingos, 2011) A sum-product network is complete iff all children of the same sum node have the same scope.

Definition 4. (Poon & Domingos, 2011) A sum-product network is consistent iff no variable appears negated in one child of a product node and non-negated in another.

Theorem 2. (Poon & Domingos, 2011) A sum-product network is valid if it is complete and consistent.

The scope of a node is defined as the set of variables that have indicators among the node’s descendants. To “appear in a child” means to be among that child’s descendants. If a sum node is incomplete, the SPN will undercount the true marginals. Since an incomplete sum node has scope larger than a child, that child will be non-zero for more than one state of the sum (e.g. if $S[x_1, \bar{x}_1, x_2, \bar{x}_2] = (x_1 + x_2)$, $S[1, 0, 1, 1] < S[1, 0, 1, 0] + S[1, 0, 0, 1]$). If a product node is inconsistent, the SPN will overcount the marginals as it will incorporate impossible states (e.g. $x_1 \times \bar{x}_1$) into its computation.

Poon and Domingos show how to generatively train the parameters of an SPN. One method is to compute the likelihood gradient and optimize with gradient descent (GD). They also show how to use expectation maximization (EM) by considering each sum node as the marginalization of a hidden variable [44]. They found that online EM using most probable explanation (MPE or “hard”) inference worked the best for their image completion task.

Gradient diffusion is a key issue in training deep models. It is commonly observed in neural networks that when the gradient is propagated to lower layers it becomes less informative [9]. When every node in the network takes fractional responsibility for the errors
of a top level node, it becomes difficult to steer parameters out of local minima. Poon and Domingos also saw this effect when using gradient descent and EM to train SPNs. They found that online hard EM could provide a sparse but strong learning signal to synchronize the efforts of upper and lower nodes. Note that hard training is not exclusive to EM. In the next section we show how to discriminatively train SPNs with hard gradient descent.

3.3 Discriminative Learning of SPNs

We define an SPN $S[y, h|x]$ that takes as input three disjoint sets of variables $H$, $Y$, and $X$ (hidden, query, and given). We denote the setting of all $h$ indicator functions to 1 as $S[y, 1|x]$, where the bold $1$ is a vector. We do not sum over states of given variables $X$ when discriminatively training SPNs. Given an instance, we treat $X$ as constants. This means that one ignores $X$ variables in the scope of a node when considering completeness and consistency. Since adding a constant as a child to a product node cannot make that product inconsistent, a variable $x$ can be the child of any product node in a valid SPN. To maintain completeness, $x$ can only be the child of a sum node that has scope outside of $Y$ or $H$.

The parameters of an SPN can be learned using an online procedure as in Algorithm 1 as proposed by Poon and Domingos. The three dimensions of the algorithm are generative vs. discriminative, the inference procedure, and the weight update. Poon and Domingos discussed generative gradient descent with marginal inference as well as EM with marginal and MPE inference. In this section we will derive discriminative gradient descent with

---

**Algorithm 1**: Learn SPN parameters

- **Input**: Set $D$ of instances over variables $X$ and label variables $Y$, a valid SPN $S$ with initialized parameters.
- **Output**: An SPN with learned weights

  repeat
  
  for all the $d \in D$
  
  UpdateWeights($S$, Inference($S, x_d, y_d$))

  until convergence or early stopping condition;
marginal and MPE inference, where hard gradient descent can also be used for generative training. EM is not typically used for discriminative training as it requires modification to lower bound the conditional likelihood \cite{132} and there may not be a closed form for the M-step.

3.3.1 Discriminative Training with Marginal Inference

A component of the gradient of the conditional log likelihood takes the form

\[
\frac{\partial}{\partial w} \log P(y|x) = \frac{\partial}{\partial w} \log \sum_h \Phi(Y = y, H = h|x) - \frac{\partial}{\partial w} \log \sum_{y', h} \Phi(Y = y', H = h|x)
\]

\[
= \frac{1}{S[y, 1|x]} \frac{\partial S[y, 1|x]}{\partial w} - \frac{1}{S[1, 1|x]} \frac{\partial S[1, 1|x]}{\partial w}
\]

where the two summations are separate bottom-up evaluations of the SPN with indicators set as \(S[y, 1|x]\) and \(S[1, 1|x]\), respectively.

The partial derivatives of the SPN with respect to all weights can be computed with backpropagation, detailed in Algorithm 2. After performing a bottom-up evaluation of the SPN, partial derivatives are passed from parent to child as follows from the chain rule and described in \cite{39}. The form of backpropagation presented takes time linear in the number of nodes in the SPN if product nodes have a bounded number of children.

Our gradient descent update then follows the direction of the partial derivative of the conditional log likelihood with learning rate \(\eta\): \(\Delta w = \eta \frac{\partial}{\partial w} \log P(y|x)\). After each gradient step we optionally renormalize the weights of a sum node so they sum to one. Empirically we have found this to produce the best results. The second SPN evaluation that marginalizes \(H\) and \(Y\) can reuse computation from the first, for example, when \(Y\) is modeled by a root sum node. In this case the values of all non-root nodes are equivalent between the two evaluations. For any architecture, one can memoize values of nodes that do not have a query variable indicator as a descendant.
Algorithm 2: SPN Backprop

Input: A valid SPN $S$, where $S_n$ denotes the value of node $n$ after bottom-up evaluation.

Output: Partial derivatives of the SPN with respect to every node $\frac{\partial S}{\partial S_n}$ and weight $\frac{\partial S}{\partial w_{i,j}}$.

Initialize all $\frac{\partial S}{\partial S_n} = 0$ except $\frac{\partial S}{\partial S_n} = 1$ for all the $n \in S$ in top-down order do

if $n$ is a sum node then

forall the $j \in Ch(n)$ do

\[
\frac{\partial S}{\partial S_j} \leftarrow \frac{\partial S}{\partial S_j} + w_{n,j} \frac{\partial S}{\partial S_n}
\]

\[
\frac{\partial S}{\partial w_{n,j}} \leftarrow S_j \frac{\partial S}{\partial S_n}
\]

else

forall the $j \in Ch(n)$ do

\[
\frac{\partial S}{\partial S_j} \leftarrow \frac{\partial S}{\partial S_j} + \frac{\partial S}{\partial S_n} \prod_{k \in Ch(n) \backslash \{j\}} S_k
\]

3.3.2 Discriminative Training with MPE Inference

There are several reasons why MPE inference is appealing for discriminatively training SPNs. As discussed above, hard inference was crucial for overcoming gradient diffusion when generatively training SPNs. For many applications the goal is to predict the most probable structure, and therefore it makes sense to use this also during training. Finally, it is common to approximate summations with maximizations for reasons of speed or tractability. Though summation in SPNs is fast and exact, MPE inference is still faster. We derive discriminative gradient descent using MPE inference.

We define a max-product network (MPN) $M[y, h|x]$ based on the max-product semiring. This network compactly represents the maximizer polynomial $\max_x \Phi(x) \prod(x)$, which computes the MPE [39]. To convert an SPN to an MPN, we replace each sum node by a max node, where weights on children are retained. The gradient of the conditional log likelihood with MPE inference is then

\[
\frac{\partial}{\partial w} \log \tilde{P}(y|x) = \frac{\partial}{\partial w} \log \max_h \Phi(Y = y, H = h|x) - \frac{\partial}{\partial w} \log \max_{y', h} \Phi(Y = y', H = h|x)
\]
where the two maximizations are computed by $M[y, 1|x]$ and $M[1, 1|x]$. MPE inference also consists of a bottom-up evaluation followed by a top-down pass. Inference yields a branching path through the SPN called a complete subcircuit that includes an indicator (and therefore assignment) for every variable [39]. Analogous to Viterbi decoding, the path starts at the root node and at each max (formerly sum) node it only travels to the max-valued child. At product nodes, the path branches to all children. We define $W$ as the multiset of weights traversed by this path\(^1\). The value of the MPN takes the form of a product $\prod_{w_i \in W} w_i^{c_i}$, where $c_i$ is the number of times $w_i$ appears in $W$. The partial derivatives of the MPN with respect to all nodes and weights is computed by Algorithm 2 modified to accommodate MPNs: (1) $S$ becomes $M$, (2) when $n$ is a sum node, the body of the forall loop is run once for $j$ as the max-valued child.

The partial derivative of the logarithm of an MPN with respect to a weight takes the form

$$\frac{\partial \log M}{\partial w_i} = \frac{\partial \log M}{\partial M} \frac{\partial M}{\partial w_i} = \frac{1}{M} \frac{\partial M}{\partial w_i} = \frac{c_i}{w_i} \prod_{w_j \in W \setminus \{w_i\}} w_j^{c_j}$$

The gradient of the conditional log likelihood with MPE inference is therefore $\Delta c_i / w_i$, where $\Delta c_i = c_i' - c_i''$ is the difference between the number of times $w_i$ is traversed by the two MPE inference paths in $M[y, 1|x]$ and $M[1, 1|x]$, respectively. The hard gradient update is then

$$\Delta w_i = \eta \frac{\partial}{\partial w_i} \log \tilde{P}(y|x) = \eta \frac{\Delta c_i}{w_i}.$$

The hard gradient for a training instance $(x_d, y_d)$ is illustrated in Figure 2. In the first two expressions, the complete subcircuit traveled by each MPE inference is shown in bold. Product nodes do not have weighted children, so they do not appear in the gradient, depicted in the last expression.

We can also easily add regularization to SPN training. An L2 weight penalty takes the familiar form of $-\lambda ||w||^2$ and partial derivatives $-2\lambda w_i$ can be added to the gradient. With

\(^1\)A consistent SPN allows for MPE inference to reach the same indicator more than once in the same branching path
an appropriate optimization method, an L1 penalty could also be used for learning with marginal inference on dense SPN architectures. However, sparsity is not as important for SPNs as it is for Markov random fields, where a non-zero weight can have outsize impact on inference time; with SPNs inference is always linear with respect to model size.

A summary of the variations of Algorithm 1 is provided in Tables 3.1 and 3.2. The generative hard gradient can be used in place of online EM for datasets where it would be prohibitive to store inference results from the past epoch. For architectures that have high fan-in sum nodes, soft inference may be able to separate groups of modes faster than hard inference, which can only alter one child of a sum node at a time.

We observe the similarity between the updates of hard EM and hard gradient descent. In particular, if we reparameterize the SPN so that each child of a sum node is weighted by $w_i = e^{w'_i}$, the form of the partial derivative of the log MPN becomes

$$\frac{\partial \log M}{\partial w'_i} = \frac{1}{M} \frac{\partial M}{\partial w'_i} = \frac{c_i \prod_{w'_j \in W'} e^{c_j w'_j}}{\prod_{w'_j \in W'} e^{c_j w'_j}} = c_i$$

This means that the hard gradient update for weights in logspace is $\Delta w'_i = \Delta c_i$, which resembles structured perceptron [32].
Table 3.1: Inference procedures

<table>
<thead>
<tr>
<th>Node</th>
<th>Soft Inference</th>
<th>Hard Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum</td>
<td>$\frac{\partial S}{\partial S_n} = \sum_{k \in \text{Pa}(n)} \frac{\partial S}{\partial S_k} \prod_{l \in \text{Ch}(k) \setminus {n}} S_l$</td>
<td>$\frac{\partial M}{\partial M_n} = \sum_{k \in \text{Pa}(n)} \frac{\partial M}{\partial M_k} \prod_{l \in \text{Ch}(k) \setminus {n}} M_l$</td>
</tr>
<tr>
<td>Product</td>
<td>$\frac{\partial S}{\partial S_n} = \sum_{k \in \text{Pa}(n)} w_{kn} \frac{\partial S}{\partial S_k}$</td>
<td>$\frac{\partial M}{\partial M_n} = \sum_{k \in \text{Pa}(n)} \begin{cases} w_{kn} \frac{\partial M}{\partial M_k} : w_{kn} \in W \ 0 : \text{otherwise} \end{cases}$</td>
</tr>
<tr>
<td>Weight</td>
<td>$\frac{\partial S}{\partial w_{ki}} = \frac{\partial S}{\partial S_k} S_i$</td>
<td>$\frac{\partial M}{\partial w_{ki}} = \frac{\partial M}{\partial M_i}$</td>
</tr>
</tbody>
</table>

Table 3.2: Weight updates

<table>
<thead>
<tr>
<th>Update</th>
<th>Soft Inference</th>
<th>Hard Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen. GD</td>
<td>$\Delta w = \eta \frac{\partial S[y</td>
<td>x]}{\partial w}$</td>
</tr>
<tr>
<td>Gen. EM</td>
<td>$P(H_k = i</td>
<td>x, y) \propto w_{ki} \frac{\partial S[y</td>
</tr>
<tr>
<td>Disc. GD</td>
<td>$\Delta w = \eta \left( \frac{1}{S[y,1</td>
<td>x]} \frac{\partial S[y,1</td>
</tr>
</tbody>
</table>

3.4 Experiments

We have applied discriminative training of SPNs to image classification benchmarks. CIFAR-10 and STL-10 are standard datasets for deep networks and unsupervised feature learning. Both are 10-class small image datasets.

We follow the feature extraction pipeline of Coates et al. [31], which was also used to learn pooling functions [76]. The procedure consists of extracting $4 \times 10^5$ 6x6 pixel patches from the training set images, ZCA whitening those patches [73], running k-means for 50 rounds, and then normalizing the dictionary to have zero mean and unit variance. We then use the dictionary to extract $K$ features at every 6x6 pixel site in the image (unit stride) with the “triangle” encoding $f_k(x) = \max\{0, \bar{z} - z_k\}$, where $z_k = \|x - c_k\|_2$, $c_k$ is the k-th item in the dictionary, and $\bar{z}$ is the average $z_k$. For each image of CIFAR-10, for example, this yields a $27 \times 27 \times K$ feature vector that is finally downsampled by max-pooling to a $G \times G \times K$ feature vector.
Figure 3.3: SPN architecture for experiments. Hidden variable indicators omitted for legibility.

We experiment with a simple architecture that allows for discriminative learning of local structure. This architecture cannot be generatively trained as it violates consistency over $\mathbf{X}$. Inspired by the successful star models in Felzenszwalb et al. [50], we construct a network with $C$ classes, $P$ parts per class, and $T$ mixture components per part. A part is a pattern of image patch features that can occur anywhere in the image (e.g. an arrangement of patches that defines a curve). Each part filter $\vec{f}_{cpt}$ is of dimension $W \times W \times K$ and is initialized to $\vec{0}$. The root of the SPN is a sum node with a child $S_c$ for each class $c$ in the dataset multiplied by the indicator for that state of the label variable $Y$. $S_c$ is a product over $P$ nodes $S_{cp}$, where each $S_{cp}$ is a sum node over $T$ nodes $S_{cpt}$. The hidden variables $\mathbf{H}$ represent the choice of cluster in the mixture over a part and its position ($S_{cp}$ and $S_{cpt}$, respectively). Finally, $S_{cpt}$ sums over positions $i, j$ in the image of the logistic function $e^{\vec{x}_{ij} \cdot \vec{f}_{cpt}}$ where the given variable $\vec{x}_{ij}$ is the same dimension as $f$ and parts can overlap.

Notice that the mixture $S_{cp}$ models an additional level of spatial structure on top of the image patch features learned by k-means. Coates and Ng [30] also learn higher-order structure, but whereas our method learns structure discriminatively in the context of a parts-based model, their unsupervised algorithm greedily groups features based on correlation and
is unable to learn mixtures. Compared with the pooling functions in Jia et al. [76] that model independent translation of patch features, our architecture models how nearby features move together. Other deep probabilistic architectures should be able to model high-level structure, but considering the difficulty in training these models with approximate inference, it is hard to make full use of their representational power. Unlike the star model of Felzenswalb et al. [50] that learns filters over predefined HOG image features, our SPN learns on top of learned image features that can model color and detailed patterns.

Generative SPN architectures on the same features produce unsatisfactory results as generative training is led astray by the large number of features, very few of which differentiate labels. In the generative SPN paper [120], continuous variables are modeled with univariate Gaussians at the leaves (viewed as a sum node with infinite children but finite weight sum). With discriminative training, $X$ can be continuous because we always condition on it, which effectively folds it into the weights.

All networks are learned with stochastic gradient descent regularized by early stopping. We found that using marginal inference for the root node and MPE inference for the rest of the network worked best. This allows the SPN to continue learning the difference between classes even when it correctly classifies a training instance. The fraction of the training set reserved for validation with CIFAR-10 and STL-10 were 10% and 20%, respectively. Learning rates, $P$, and $T$ were chosen based on validation set performance.

### 3.4.1 Results on CIFAR-10

CIFAR-10 consists of 32x32 pixel images: $5 \times 10^4$ for training and $10^4$ for testing. We first compare discriminative SPNs with other methods as we vary the size of the dictionary $K$. The results are seen in Figure 4. To fairly compare with recent work [31, 76] we also set $G = 4$. In general, we observe that SPNs can achieve higher performance using half as many features as the next best approach, the learned pooling function. We hypothesize that this is because the SPN architecture allows us to discriminatively train large moveable parts, image structure that cannot be captured by larger dictionaries. In Jia et al. [76] the pooling
functions blur individual features (i.e. a 6x6 pixel dictionary item), from which the classifier may have trouble inferring the coordination of image parts.

We then experimented with a finer grid and fewer dictionary items ($G = 7, K = 400$). Pooling functions destroy information, so it is better if less is done before learning. Finer grids are less feasible for the method in Jia et al. [76] as the number of rectangular pooling functions grows $O(G^4)$. Our best test accuracy of 83.96% was achieved with $W = 3$, $P = 200$, and $T = 2$, chosen by validation set performance. At the time of publication, this architecture achieved the highest test accuracy on the CIFAR-10 dataset without data augmentation, remarkably using one fifth the number of features of the next best approach. We compare top CIFAR-10 results in Table 3.3, highlighting the dictionary size of systems that use the feature extraction from Coates et al. [31].

3.4.2 Results on STL-10

STL-10 has larger 96x96 pixel images and less labeled data (5,000 training and 8,000 test) than CIFAR-10 [31]. The training set is mapped to ten predefined folds of 1,000 images.
Table 3.3: Test accuracies on CIFAR-10.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dictionary</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression [122]</td>
<td></td>
<td>36.0%</td>
</tr>
<tr>
<td>SVM [14]</td>
<td></td>
<td>39.5%</td>
</tr>
<tr>
<td>SIFT [14]</td>
<td></td>
<td>65.6%</td>
</tr>
<tr>
<td>mcRBM [122]</td>
<td></td>
<td>68.3%</td>
</tr>
<tr>
<td>mcRBM-DBN [122]</td>
<td></td>
<td>71.0%</td>
</tr>
<tr>
<td>Convolutional RBM [31]</td>
<td></td>
<td>78.9%</td>
</tr>
<tr>
<td>K-means (Triangle) [31]</td>
<td>4000, 4x4 grid</td>
<td>79.6 %</td>
</tr>
<tr>
<td>HKDES [15]</td>
<td></td>
<td>80.0%</td>
</tr>
<tr>
<td>3-Layer Learned RF [30]</td>
<td>1600, 9x9 grid</td>
<td>82.0%</td>
</tr>
<tr>
<td>Learned Pooling [76]</td>
<td>6000, 4x4 grid</td>
<td>83.11%</td>
</tr>
<tr>
<td><strong>Discriminative SPN</strong></td>
<td><strong>400, 7x7 grid</strong></td>
<td><strong>83.96%</strong></td>
</tr>
<tr>
<td>Multi-Column DNNs [28]</td>
<td></td>
<td>88.79%</td>
</tr>
<tr>
<td>Maxout Networks [60]</td>
<td></td>
<td>90.65%</td>
</tr>
<tr>
<td>Deep Residual Networks [65]</td>
<td></td>
<td>93.57%</td>
</tr>
<tr>
<td>All Convolutional Net [144]</td>
<td></td>
<td>95.59%</td>
</tr>
<tr>
<td>Fractional Max-Pooling [61]</td>
<td></td>
<td>96.53%</td>
</tr>
</tbody>
</table>

We experimented on the STL-10 dataset in a manner similar to CIFAR-10, ignoring the $10^5$ items of unlabeled data. Ten models were trained on the pre-specified folds, and test accuracy is reported as an average. With $K=1600$, $G=8$, $W=4$, $P=10$, and $T=3$ we achieved 62.3% ($\pm$ 1.0% standard deviation among folds), the highest published test accuracy as of writing. Notably, this includes approaches that make use of the unlabeled training images. Like Coates and Ng [30], our architecture learns local relations among different feature maps. However, the SPN is able to discriminatively learn latent mixtures, which can encode a more nuanced decision boundary than the linear classifier used in their work. After we carried out our experiments, Bo et al. [16] reported a higher accuracy with their unsupervised features and a linear SVM. Just as with the features of Coates et al. [31], we anticipate that using an SPN instead of the SVM would be beneficial by learning spatial structure that the SVM cannot model.
Table 3.4: Comparison of average test accuracies on all folds of STL-10.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (±σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-layer Vector Quantization [29]</td>
<td>54.9% (± 0.4%)</td>
</tr>
<tr>
<td>1-layer Sparse Coding [29]</td>
<td>59.0% (± 0.8%)</td>
</tr>
<tr>
<td>3-layer Learned Receptive Field [30]</td>
<td>60.1% (± 1.0%)</td>
</tr>
<tr>
<td><strong>Discriminative SPN</strong></td>
<td><strong>62.3% (± 1.0%)</strong></td>
</tr>
<tr>
<td>Hierarchical Matching Pursuit [16]</td>
<td>64.5% (± 1.0%)</td>
</tr>
<tr>
<td>Multi-Task Bayesian Optimization [147]</td>
<td>70.1% (± 0.6%)</td>
</tr>
<tr>
<td>Stacked What-Where Auto-encoders [167]</td>
<td>74.3%</td>
</tr>
<tr>
<td>Exemplar Convnets [47]</td>
<td>75.4% (± 0.3%)</td>
</tr>
</tbody>
</table>

### 3.4.3 Contemporary Results

Tables 3.3 and 3.4 show that after publication of this work, several methods have outperformed SPNs on these datasets. These papers largely agree on several techniques to achieve state of the art results. One salient trend for neural network architectures is the use of many convolutional layers with very small kernels (3 × 3 and smaller). This simultaneously achieves the benefits of increased depth through non-linear functions and reduces the number of parameters in the model. Another key factor in these approaches is extensive augmentation of the training set with affine distortions and color shifts. Some of these papers average test-time predictions from an ensemble either of different models trained with different distortions [28] or copies of the same model viewing the test image with different distortions [61]. Applying these insights to discriminatively-trained SPNs could significantly improve their performance. However, the optimization of a deep network using an augmented training set is expensive and complicated. Chapters 5 and 6 develop techniques to address these weaknesses.

### 3.5 Conclusion

In this chapter we introduced the first algorithms for learning SPNs discriminatively, using a form of backpropagation to compute gradients. Discriminative training allows for a wider
variety of SPN architectures than generative training because completeness and consistency do not have to be maintained over evidence variables. We proposed both “soft” and “hard” gradient algorithms, using marginal inference in the “soft” case and MPE inference in the “hard” case. The latter successfully combats the diffusion problem, allowing deep networks to be learned. We presented experiments on image classification benchmarks that show discriminative SPNs can outperform other deep models.
Chapter 4

LEARNING THE STRUCTURE OF SUM-PRODUCT NETWORKS

4.1 Introduction

As shown in the previous chapter, the parameters of a given SPN structure can be learned generatively or discriminatively. These methods have performed well on several datasets, but they used pre-defined SPN structures that were both expensive to learn (because of a large number of nodes) and insufficiently flexible (because the best nodes were often not in the predefined structure). This trade-off between cost of learning and flexibility can be avoided, or at least ameliorated, by learning the structure of the SPN from data.

In this chapter, we propose the first algorithm for learning the structure of SPNs that does not sacrifice any of their expressiveness. This work introduced a simplified definition of SPNs, used in the background of this dissertation, that incorporates Poon and Domingos’ conditions for tractability, avoids the use of indicator functions and network polynomials, and generalizes more easily to continuous variables. We begin the chapter by presenting our algorithm, which takes advantage of this simplification by having a recursive structure that parallels the recursive structure of the definition. It can be viewed as an intimate combination of mixture model EM (for learning sum nodes) and graphical model structure learning (for learning product nodes). We then review related structure learning algorithms. Finally, we test our algorithm on a large number of datasets from a wide variety of domains. Surprisingly, the learned SPNs typically have comparable likelihoods to unrestricted graphical models learned on the same data. At inference time they dominate in both speed and accuracy.
4.2 Structure Learning

The method we propose for learning SPN structure is summarized in Algorithm 3 and illustrated in Figure 4.1. LearnSPN inputs an i.i.d. sample of a vector-valued variable, in the form of a matrix of instances by variables. If the vector is of unit length, LearnSPN returns the corresponding univariate distribution, with MAP estimates of the parameters. For example, for discrete variables the distribution may be a multinomial with Dirichlet prior, and for continuous ones it may be a normal with normal-Wishart prior. If the vector is of length greater than one, LearnSPN recurses on submatrices with either fewer rows or fewer columns. If it is able to split the variables into mutually independent subsets, it recurses on those, and returns the product of the resulting SPNs. Otherwise, it clusters the instances into similar subsets, recurses on those, and returns the weighted sum of the resulting SPNs. The weight of an SPN is the fraction of instances in the corresponding subset; it can also be smoothed using a Dirichlet prior.
Algorithm 3: LearnSPN(T, V)

Input: set of instances T and set of variables V
Output: an SPN representing a distribution over V learned from T
if |V| = 1 then
  return univariate distribution estimated from the variable’s values in T
else
  partition V into approximately independent subsets V_j
  if success then
    return \( \prod_j \text{LearnSPN}(T, V_j) \)
  else
    partition T into subsets of similar instances T_i
    return \( \sum_i \frac{|T_i|}{|T|} \cdot \text{LearnSPN}(T_i, V) \)

If there are no detectable dependencies among the variables, LearnSPN returns a fully factorized distribution. At the other extreme, if LearnSPN always fails to find independent subsets of variables until |T| = 1 (at which point all variables are independent), it returns a kernel density estimate of the distribution [111]. More typically, if |T| \( \gg |V| \) LearnSPN will likely split on subsets of instances, and if |V| \( \gg |T| \) it will likely split on subsets of variables. Crucially, LearnSPN can choose different variable splits for different sets of instances, resulting in tractable models with few or no conditional independences.

LearnSPN is an algorithm schema rather than a single algorithm. It can incorporate a variety of methods for splitting variables and instances into subsets. In particular, instances can be clustered using the EM algorithm [44], and this is the method we will use in the rest of this paper. At each splitting step, we assume a naive Bayes mixture model, where all variables are independent conditioned on the cluster: 

\[ P(V) = \sum_i P(C_i) \prod_j P(X_j|C_i) , \]

where \( C_i \) is the \( i \)th cluster and \( X_j \) is the \( j \)th variable. For soft EM, where instances can be fractionally assigned to clusters, \( T \) needs to be extended with a weight for each instance, and each instance is passed to each cluster it has nonzero weight in. However, this is considerably less efficient than hard EM, where each instance is wholly assigned to its most probable cluster, and we will use the latter method. In either case, the learned SPN weights are now the
mixing proportions $P(C_i)$. We use online EM with restarts, which automatically determines the number of clusters by assigning each new instance to its most likely cluster, possibly a new one. Overfitting is avoided via an exponential prior on the number of clusters.

Under this scheme, we can see that at each instance splitting step LearnSPN($T,V$) locally maximizes the posterior probability of the sub-SPN over ($T,V$). The mixture model’s posterior is also a lower bound on the posterior of the SPN that LearnSPN will ultimately return for ($T,V$), since the posterior can only increase when the recursive calls attempt to model dependencies between variables within each cluster.

An alternative to clustering instances is to split them according to the value of a specific variable or subset of variables. The best variables to split on can be chosen using a mutual information criterion. This results in an algorithm similar to Gogate et al.’s (2010) and with some of the flavor of learning graphical models with context-specific independence.

Variable splits can also be found in a number of ways. Since mutual information is a submodular function, Queyranne’s algorithm can be used to find in cubic time a split of the variables into two subsets with minimum empirical mutual information [121, 24]. However, we have found this to be too slow in practice. Alternatively, we can consider only pairwise dependencies. In this case, we can apply an independence test to each pair of variables, form a graph with an edge between each pair of variables found to be dependent, and recurse on each connected component. If the graph has only one connected component, the variable split fails, and LearnSPN proceeds to form an instance split.

Let an independence oracle be an independence test that declares two variables $X_1$ and $X_2$ to be independent iff all subsets of variables $V_1 \ni X_1$ and $V_2 \ni X_2$ are independent. Using such an oracle, factorizing the sub-SPN into the connected components found causes no loss of likelihood. Let a granularity sequence be a choice of the number of clusters at each step of LearnSPN, and assume LearnSPN uses soft EM for instance clustering and maximum likelihood estimates for univariate distributions. Then LearnSPN returns a locally optimal SPN, in the sense that no higher-likelihood SPN can be reached from it by a local repartition of variables or instances. This can be summarized in the following proposition.
Table 4.1: Dataset statistics.

| Data set     | |V| Train | Valid | Test | Density |
|--------------|------|------|-------|------|---------|
| NLTCS        | 16   | 10181| 2157  | 3236 | 0.332   |
| MSNBC       | 17   | 29132| 38843 | 58265| 0.166   |
| KDDCup 2k   | 65   | 180092| 19007 | 34955| 0.008   |
| Plants       | 69   | 17412| 2321  | 3482 | 0.180   |
| Audio        | 100  | 15000| 2000  | 3000 | 0.199   |
| Jester       | 100  | 9000 | 1000  | 4116 | 0.080   |
| Netflix      | 100  | 15000| 2000  | 3000 | 0.151   |
| Accidents    | 111  | 12758| 1700  | 2551 | 0.291   |
| Retail       | 135  | 22041| 2938  | 4408 | 0.024   |
| Pumsb-star   | 163  | 12262| 1635  | 4408 | 0.024   |
| DNA          | 180  | 1600 | 400   | 1186 | 0.253   |
| Kosarak      | 190  | 33375| 4450  | 6675 | 0.020   |
| MSWeb        | 294  | 29441| 3270  | 5000 | 0.010   |
| Book         | 500  | 8700 | 1159  | 1739 | 0.016   |
| EachMovie    | 500  | 4524 | 1002  | 591  | 0.059   |
| WebKB        | 839  | 2803 | 558   | 838  | 0.094   |
| Reuters-52   | 889  | 4532 | 1028  | 1540 | 0.036   |
| 20 Newsgrp.  | 910  | 11293| 3764  | 3764 | 0.049   |
| BBC          | 1058 | 1670 | 225   | 330  | 0.078   |
| Ad           | 1556 | 2461 | 327   | 491  | 0.008   |

Table 4.2: Structure learning summary.

<table>
<thead>
<tr>
<th>Data set</th>
<th>SPN LL</th>
<th>WinMine LL</th>
<th>SPN PLL</th>
<th>DP PLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLTCS</td>
<td>-6.110</td>
<td>-6.025</td>
<td>-5.235</td>
<td>-4.941</td>
</tr>
<tr>
<td>MSNBC</td>
<td>-6.113</td>
<td>-6.041</td>
<td>-4.378</td>
<td>-5.133</td>
</tr>
<tr>
<td>KDDCup 2k</td>
<td>-2.182</td>
<td>-2.189</td>
<td>-2.065</td>
<td>-2.067</td>
</tr>
<tr>
<td>Audio</td>
<td>-40.503</td>
<td>-40.501</td>
<td>-38.604</td>
<td>-38.560</td>
</tr>
<tr>
<td>Netflix</td>
<td>-57.328</td>
<td>-57.025</td>
<td>-55.484</td>
<td>-56.419</td>
</tr>
<tr>
<td>Retail</td>
<td>-11.043</td>
<td>-10.874</td>
<td>-10.590</td>
<td>-10.342</td>
</tr>
<tr>
<td>DNA</td>
<td>-82.523</td>
<td>-80.646</td>
<td>-63.431</td>
<td>-96.696</td>
</tr>
<tr>
<td>Kosarak</td>
<td>-10.989</td>
<td>-10.834</td>
<td>-9.920</td>
<td>-10.579</td>
</tr>
<tr>
<td>MSWeb</td>
<td>-10.252</td>
<td>-9.697</td>
<td>-8.917</td>
<td>-8.947</td>
</tr>
<tr>
<td>Book</td>
<td>-35.866</td>
<td>-36.411</td>
<td>-34.153</td>
<td>-38.444</td>
</tr>
<tr>
<td>EachMovie</td>
<td>-52.485</td>
<td>-54.368</td>
<td>-49.686</td>
<td>-64.808</td>
</tr>
<tr>
<td>WebKB</td>
<td>-158.204</td>
<td>-157.433</td>
<td>-151.678</td>
<td>-174.448</td>
</tr>
<tr>
<td>20 Newsgrp.</td>
<td>-155.925</td>
<td>-158.948</td>
<td>-151.887</td>
<td>-171.056</td>
</tr>
<tr>
<td>BBC</td>
<td>-250.687</td>
<td>-257.861</td>
<td>-212.540</td>
<td>-272.916</td>
</tr>
</tbody>
</table>

Proposition 1. Given a granularity sequence, LearnSPN with an independence oracle for variable splitting and EM for instance clustering returns a locally maximum likelihood SPN.

4.3 Related Work

The first algorithm for SPN structure learning, proposed by Dennis and Ventura (2012), is quite limited. It essentially forms a set of hierarchical clusterings of the variables and builds the SPN based on them, and as a result is not able (except at the root) to take advantage of the context-specific independences that are crucial to SPNs’ expressiveness. It clusters variables that have similar values in similar instances, and is therefore prone to splitting highly dependent variables, causing a large loss of likelihood. (For example, if X is the negation of Y, they will never be clustered.) The cost of learning and size of the SPN are worst-case exponential (order of the number of sum nodes raised to the number of sub-regions in a region of the SPN). The number of sum nodes in a region is a fixed input parameter, and not learnable. Weights are learned as a post-processing step, and cannot be optimized during structure learning. The algorithm is quite complex and ad hoc, with no guarantee of
Table 4.3: Average conditional log-likelihood normalized by number of query variables for two proportions of query and evidence. The last line shows the average time per query (ms/query).

<table>
<thead>
<tr>
<th>Data</th>
<th>10% Query, 30% Evidence</th>
<th>50% Query, 30% Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SPN</td>
<td>WinMine</td>
</tr>
<tr>
<td>NLTCS</td>
<td>-0.232</td>
<td>-0.232</td>
</tr>
<tr>
<td>MSNBC</td>
<td>-0.236</td>
<td><strong>-0.234</strong></td>
</tr>
<tr>
<td>KDDCup 2k</td>
<td>-0.030</td>
<td>-0.030</td>
</tr>
<tr>
<td>Plants</td>
<td>-0.159</td>
<td>-0.158</td>
</tr>
<tr>
<td>Audio</td>
<td>-0.394</td>
<td>-0.401</td>
</tr>
<tr>
<td>Jester</td>
<td>-0.722</td>
<td>-0.638</td>
</tr>
<tr>
<td>Netflix</td>
<td>-0.573</td>
<td>-0.588</td>
</tr>
<tr>
<td>Accidents</td>
<td><strong>-0.300</strong></td>
<td>-0.526</td>
</tr>
<tr>
<td>Retail</td>
<td>-0.075</td>
<td>-0.076</td>
</tr>
<tr>
<td>Pumsb-star</td>
<td><strong>-0.151</strong></td>
<td>-0.364</td>
</tr>
<tr>
<td>DNA</td>
<td><strong>-0.486</strong></td>
<td>-0.675</td>
</tr>
<tr>
<td>Kosarak</td>
<td><strong>-0.055</strong></td>
<td>-0.057</td>
</tr>
<tr>
<td>MSWeb</td>
<td><strong>-0.036</strong></td>
<td>-0.038</td>
</tr>
<tr>
<td>Book</td>
<td><strong>-0.068</strong></td>
<td>-0.099</td>
</tr>
<tr>
<td>EachMovie</td>
<td><strong>-0.100</strong></td>
<td>-0.191</td>
</tr>
<tr>
<td>WebKB</td>
<td><strong>-0.182</strong></td>
<td>-0.504</td>
</tr>
<tr>
<td>Reuters-52</td>
<td><strong>-0.091</strong></td>
<td>-0.258</td>
</tr>
<tr>
<td>20 Newspgrp.</td>
<td><strong>-0.166</strong></td>
<td>-0.498</td>
</tr>
<tr>
<td>BBC</td>
<td><strong>-0.238</strong></td>
<td>-0.770</td>
</tr>
<tr>
<td>Ad</td>
<td><strong>-0.010</strong></td>
<td>-0.294</td>
</tr>
<tr>
<td>Time</td>
<td>24</td>
<td>1621</td>
</tr>
</tbody>
</table>

Finding even a local optimum of the likelihood, and no sense of how good the output SPN is. It has only been tested on an image completion task.

SPNs are related to multilinear formulas [124], arithmetic circuits [38], AND-OR graphs [41], and other compact representations. Lowd and Domingos [98] and Gogate et al. [59] proposed algorithms for learning tractable models that are related to SPNs but more restricted. Lowd and Domingos’ algorithm learns a Bayesian network with context-specific independence using the network’s inference cost as the regularization penalty. Gogate et al. learn tractable high-treewidth Markov networks by recursively searching for features that split the remaining variables into approximately independent subsets.

### 4.4 Experiments

We evaluated LearnSPN on twenty real-world datasets and compared with popular graphical model structure learning algorithms. This is a much greater number of datasets than is
typical in empirical evaluations of graphical model structure learning. The diverse set of domains includes click-through logs, plant habitats, nucleic acid sequences, collaborative filtering, and many others. The number of variables in a dataset ranges from 16 to 1556, and the number of instances varies from 2k to 388k.

We used the WinMine toolkit [26] to learn Bayesian network structure. WinMine allows context-specific independence in the form of a decision tree at each node [27], and is the most sophisticated graphical model structure learning package available. For Markov network structure learning, we ran algorithms by Della Pietra et al. (1997) and Ravikumar et al. (2010). The Della Pietra et al. algorithm is the canonical Markov network structure learner. Ravikumar et al. learns structure by inducing sparsity in a large set of weights with an L1 penalty.

The dimensions of the datasets are detailed in Table 4.1. We used discrete datasets because the three comparison systems do not support continuous variables. Thirteen of the datasets were processed by Lowd and Davis (2010); seven were assembled by Van Haaren and Davis (2012). We used the authors’ train-validation-test splits, where most datasets reserve 10% of instances for validation and 15% for testing.

4.4.1 Learning

To cluster instances, we used hard incremental EM [108] over a naive Bayes mixture model with the exponential prior \( P(S) \propto e^{-\lambda C|V|} \), where \( C \) is the number of clusters and \( \lambda \) is the cluster penalty. We ran ten restarts through the subset of instances \( T \) four times in random order. We estimated \( P(X_j|C_i) \) with Laplace smoothing, adding 0.1 to each count.

For variable splits, we used a G-test of pairwise independence: \( G(x_1, x_2) = 2 \sum_{x_1} \sum_{x_2} \frac{c(x_1, x_2) \cdot |T|}{c(x_1) \cdot c(x_2)} \cdot \log \frac{c(x_1, x_2)}{c(x_1) \cdot c(x_2)} \), where the summations range over the values of each variable and \( c(\cdot) \) counts the occurrences of a setting of a variable pair or singleton [166]. For each dataset, the cluster penalty \( \lambda \) and G-test significance \( p \) were chosen based on validation set performance\(^1\).

\(^1\)Grid search: \( \lambda \in \{0.2, 0.4, 0.6, 0.8\} \) and \( p \in \{0.0015, 0.0001\} \).
We compared with Bayesian networks learned by the WinMine toolkit on test set log-likelihood (LL). We chose WinMine’s per-parameter penalty $\kappa$ according to validation set likelihood.

Since computing likelihood is intractable for the learned Markov networks, we instead compared test set pseudo-log-likelihood (PLL). This comparison greatly favors the Markov networks since they are trained to optimize PLL, and PLL is known to be a poor surrogate for likelihood. The methods of Della Pietra et al. (1997) and Ravikumar et al. (2010) are denoted as DP and L1, respectively. For DP, structure was learned using the open source code of Davis and Domingos (2010). L1 structure was learned using the OWL-QN package [4] for L1 logistic regression. Weights were learned by optimizing PLL with the limited-memory BFGS algorithm. Markov networks with learned structure and weights were provided by Van Haaren and Davis (2012).

Table 4.2 shows the log-likelihood and pseudo-log-likelihood of learned methods. In all tables, bold indicates $p=0.05$ significance on a paired t-test. For a majority of datasets, the SPN’s likelihood is not significantly different from WinMine’s likelihood. SPN PLL is also comparable to DP and L1 on more than half of the datasets, even though those systems have the advantage of directly optimizing it. Presumably, if the Markov networks’ likelihoods could be measured, they would be systematically worse than the SPNs’.

LearnSPN’s learning times ranged from 4m to 12h, WinMine’s from 1s to 10m, DP’s from 16m to 24h, and L1’s from 9s to 6h. The current implementation of LearnSPN could be made faster in a number of ways, such as reusing counts, as is done in WinMine.

4.4.2 Inference

High likelihood is not very useful if approximate inference hurts accuracy at query time. In this section we test the speed and accuracy of the learned models at query time, where the goal is to infer the probability of a subset of the variables (the query) given the values of another (the evidence).

We generated queries from the test set of each dataset, varying the fraction of randomly
selected query and evidence variables. For each proportion of query and evidence variables (e.g., 10% query, 30% evidence), a thousand instances were randomly selected from the test set. For each selected test instance, a query \( P(Q=q|E=e) \) was created by randomly choosing the appropriate fraction of variables and assigning their values. We report the average conditional log-likelihood (CLL) of the queries given the evidence, which approximates the KL-divergence between the inferred probabilities and the true ones, sampling from the test set. We normalize the CLL by the number of query variables to facilitate comparison among datasets and query proportions.

The SPN performs exact inference in time linear in the number of edges. Since exact inference is intractable for the learned graphical models on these domains, we used Gibbs sampling as implemented by the open source Libra package [96]. We used the Libra default of 1000 samples with 100 iterations of burn-in.

As detailed in Table 4.3, SPNs are two orders of magnitude faster and significantly more accurate. We also ran Gibbs sampling with more chains and iterations; even when we allowed Gibbs sampling a factor of 10 or 100 more time, it did not close the gap in accuracy.

In Figure 4.2, for each of several representative datasets we plot graphs of normalized CLL where the fraction of query or evidence variables is varied. When query proportion is varied, evidence is fixed at 30%, and vice-versa. The learned SPNs have much higher CLL, a disparity that becomes more pronounced with longer queries and larger datasets.

To be sure that the difference between SPNs and the other methods was not just due to Gibbs sampling, we also tried using loopy belief propagation (BP). This only computes single-variable marginals, so we measured the conditional marginal log-likelihood (CMLL) instead of CLL: \( CMLL(X=x|e) = \sum_{x_i \in Q} \log P(X_i=x_i|e) \), where \( Q \) is the set of query variables and \( e \) is the set of evidence variable values. We ran the same set of inference tasks as detailed above for the ten variable proportions presented in the graphs, running loopy BP\(^2\) for the Bayesian and Markov networks and measuring CMLL for all models. Averaged across the

\(^2\)We used Libra with its default of 50 maximum iterations and convergence threshold of 0.0001.
ten proportions, SPNs achieved higher CMLL than WinMine on 12 datasets, 18 compared with DP, and 17 compared with L1. This is remarkable, considering that the PLL training of Markov networks naturally pairs with testing CMLL.

Overall, these experiments show that learning SPNs is a very attractive alternative to learning graphical models. In learning accuracy, SPNs were comparable to Bayesian networks on most data sets, and comparable to or better than Markov networks. For inference accuracy and speed, SPNs are clearly the representation of choice. Further, inference in SPNs does not involve tuning settings or diagnosing convergence as with MCMC or BP, and an SPN predictably takes the same amount of time to compute any query.

4.5 Conclusion

In this chapter, we proposed a simple schema for learning SPN structure from data. Our algorithm recursively splits an SPN into a product of SPNs over independent sets of variables, if they can be found, or into a sum of SPNs learned from subsets of the instances, otherwise. In experiments on a large number of datasets, the SPNs obtained were typically comparable in likelihood to graphical models, but inference in them was much faster, and also more accurate. This work has been cited extensively since its publication in 2013, for example with improvements made to accuracy [125] and scalability [82]. The basic schema of the LearnSPN algorithm has far-reaching consequences for other domains. Drawing from this work, Friesen and Domingos [54] proposed the LearnSPF algorithm to learn tractable models on other semirings; for example, they learn structures on the min-sum semiring to accelerate optimization.

Code and supplemental results are available at http://spn.cs.washington.edu/learnspn/.
Figure 4.2: Average conditional log-likelihood normalized by number of query variables. Purple squares mark SPNs, blue asterisks L1, green Xs DP, and red crosses WinMine. For each dataset, the left chart fixes the fraction of evidence variables at 30% and varies the fraction of query variables; the right chart fixes query variables at 30% and varies evidence.
Chapter 5

DEEP SYMMETRY NETWORKS

5.1 Introduction

Learning a model over data is easier if its variables stay put from instance to instance. However, from the perspective of a computer, no two images are ever the same. Nuisance factors such as pose, lighting, part deformation, occlusion, and ultimately photon noise guarantee that pixel values will not match. It has been shown that if we could remove these factors, object recognition would be much easier [5, 95]. Convolutional neural networks (convnets) [91], the current state-of-the-art method for object recognition, capture only one type of invariance (translation); the rest have to be approximated via it and standard features. In practice, the best networks require enormous datasets which are further expanded by affine transformations [28, 84] yet are sensitive to imperceptible image perturbations [149]. In this chapter, we introduce deep symmetry networks, a generalization of convnets based on symmetry group theory [104] that makes it possible to capture a broad variety of invariances, and correspondingly improves generalization.

A symmetry group is a set of transformations that preserve the identity of an object and obey the group axioms. Most of the visual nuisance factors are symmetry groups themselves, and by incorporating them into our model we are able to reduce the sample complexity of learning from data transformed by these groups. Deep symmetry networks (symnets) form feature maps over any continuous symmetry group, rather than just the translation group. A feature map in a deep symmetry network is defined analogously to convnets as a filter that is applied at all points in the symmetry space. Each layer in our general architecture is constructed by applying every symmetry in the group to the input, computing features on the transformed input, and pooling over neighborhoods. The entire architecture is then
trained by backpropagation. The key challenge with extending convnets to high-dimensional symmetry spaces is that it is intractable to explicitly represent and compute with a high-dimensional feature map. We address this by approximating the map using kernel functions, which not only interpolate but also control pooling in the feature maps. In our experiments, we instantiate the architecture with the affine group, resulting in deep affine networks. In addition to translation, the affine group includes rotation, scaling and shear. The affine group of the two-dimensional plane is six-dimensional (i.e., an affine transformation can be represented by a point in 6D affine space). Compared to convnets, this architecture substantially reduces sample complexity on image datasets involving 2D and 3D transformations.

We begin the chapter with a review of symmetry group theory and its relation to sample complexity. We then describe symnets and their affine instance, and develop new methods to scale to high-dimensional symmetry spaces. We then detail related work from computer vision and machine learning. Finally, we present experiments on NORB and MNIST-rot show that affine symnets can reduce by a large factor the amount of data required to achieve a given accuracy level.

5.2 Symmetry Group Theory

A symmetry of an object is a transformation that leaves certain properties of that object intact [104]. A group is a set $S$ with an operator $*$ on it with the four properties of closure, associativity, an identity element, and an inverse element. A symmetry group is a type of group where the group elements are functions and the operator is function composition. A simple geometric example is the symmetry group of a square, which consists of four reflections and $\{0, 1, 2, 3\}$ multiples of 90-degree rotations. These transformations can be composed together to yield one of the original eight symmetries. The identity element is the 0-degree rotation. Each symmetry has a corresponding inverse element. Composition of these symmetries is associative.

Lie groups are continuous symmetry groups whose elements form a smooth differentiable manifold. For example, the symmetries of a circle include reflections and rotations about the
center. The affine group is a set of transformations that preserves collinearity and parallel lines. The Euclidean group is a subgroup of the affine group that preserves distances, and includes the set of rigid body motions (translations and rotations) in three-dimensional space.

The elements of a symmetry group can be represented as matrices. In this form, function composition can be performed via matrix multiplication. The transformation $P$ followed by $Q$ (also denoted $Q \circ P$) is computed as $R = QP$. In this paper we treat the transformation matrix $P$ as a point in $D$-dimensional space, where $D$ depends on the particular representation of the symmetry group (e.g., $D = 6$ for affine transformations in the plane).

A generating set of a group is a subset of the group such that any group element can be expressed through combinations of generating set elements and their inverses. For example, a generating set of the translation symmetry group is $\{x \rightarrow x + \epsilon, y \rightarrow y + \epsilon\}$ for infinitesimal $\epsilon$. We define the $k$-neighborhood of element $f$ in group $S$ under generating set $G$ as the subset of $S$ that can be expressed as $f$ composed with elements of $G$ or their inverses at most $k$ times. With the previous example, the $k$-neighborhood of a translation vector $f$ would take the shape of a diamond centered at $f$ in the $xy$-plane.

The orbit of an object $x$ is the set of objects obtained by applying each element of a symmetry group to $x$. Formally, a symmetry group $S$ acting on a set of objects $X$ defines an orbit for each $x \in X$: $O_x = \{s \ast x : s \in S\}$. For example, the orbit of an image $I(u)$ whose points are transformed by the rotation symmetry group $s \ast I(u) = I(s^{-1} \ast u)$ is the set of images resulting from all rotations of that image. If two orbits share an element, they are the same orbit. In this way, a symmetry group $S$ partitions the set of objects into unique orbits $X = \bigcup_a O_a$. If a data distribution $D(x, y)$ has the property that all the elements of an orbit share the same label $y$, $S$ imposes a constraint on the hypothesis class of a learner, effectively lowering its VC-dimension and sample complexity [2].

5.3 Deep Symmetry Networks

Deep symmetry networks represent rich compositional structure that incorporates invariance to high-dimensional symmetries. The ideas behind these networks are applicable to any
symmetry group, be it rigid-body transformations in 3D or permutation groups over strings. The architecture of a symnet consists of several layers of feature maps. Like convnets, these feature maps benefit from weight tying and pooling, and the whole network is trained with backpropagation. The maps and the filters they apply are in the dimension $D$ of the chosen symmetry group $S$.

A deep symmetry network has $L$ layers $l \in \{1, ..., L\}$ each with $I_l$ features and corresponding feature maps. A feature is the dot-product of a set of weights with a corresponding set of values from a local region of a lower layer followed by a nonlinearity. A feature map represents the application of a filter at all points in symmetry space. A feature at point $P$ is computed from the feature maps of the lower layer at points in the $k$-neighborhood of $P$. As $P$ moves in the symmetry space of a feature map, so does its neighborhood of inputs in the lower layer. Feature map $i$ of layer $l$ is denoted $M[l,i]: \mathbb{R}^D \to \mathbb{R}$, a scalar function of the $D$-dimensional symmetry space. Given a generating set $G \subset S$, the points in the $k$-neighborhood of the identity element are stored in an array $T[\cdot]$. Each filter $i$ of layer $l$ defines a weight vector $w[l,i,j]$ for each point $T[j]$ in the $k$-neighborhood. The vector $w[l,i,j]$ is the size of $I_{l-1}$, the number of features in the underlying layer. For example, a feature in an affine symnet that detects a person would have positive weight for an arm sub-feature in the region of the $k$-neighborhood that would transform the arm relative to the person (e.g., smaller, rotated, and translated relative to the torso). The value of feature map $i$ in layer $l$ at point $P$ is the dot-product of weights and underlying feature values in the neighborhood of $P$ followed by a nonlinearity:

$$M[l,i](P) = \sigma(v(P,l,i))$$

$$v(P,l,i) = \sum_j^{\|T\|} w[l,i,j] \cdot x(P \circ T[j])$$

$$x(P') = \left\langle S(M[l-1,0])(P') \right., \ldots, \left. S(M[l-1,I_{l-1}])(P') \right\rangle$$
Figure 5.1: The evaluation of point $P$ in map $M[l, i]$. The elements of the $k$-neighborhood of $P$ are computed $P \odot T[j]$. Each point in the neighborhood is evaluated in the pooled feature maps of the lower layer $l - 1$. The pooled maps are computed with kernels on the underlying feature maps. The dashed line intersects the points in the pooled map whose values form $x(P \odot T[j])$ in Equation 3; it also intersects the contours of kernels used to compute those pooled values. The value of the feature is the sum of the dot-products $w[l, i, j] \cdot x(P \odot T[j])$ over all $j$, followed by a nonlinearity.

where $\sigma$ is the nonlinearity (e.g., tanh($x$) or max($x, 0$)), $v(P, l, i)$ is the dot product, $P \odot T[j]$ represents element $j$ in the $k$-neighborhood of $P$, and $x(P')$ is the vector of values from the underlying pooled maps at point $P'$. This definition is a generalization of feature maps in convnets$^1$. Similarly, the same filter weights $w[l, i, j]$ are tied across all points $P$ in feature map $M[l, i]$. The evaluation of a point in a feature map is visualized in Figure 1.

Feature maps $M[l, i]$ are pooled via kernel convolution to become $S(M[l, i])$. In the case of sum-pooling, $S(M[l, i])(P) = \int M[l, i](P - Q)K(Q)\,dQ$; for max-pooling, $S(M[l, i])(P) = \max_Q M[l, i](P - Q)K(Q)$. The kernel $K(Q)$ is also a scalar function of the $D$-dimensional symmetry space. In the previous example of a person feature, the arm feature map could

$^1$The neighborhood that defines a square filter in convnets is the reference point translated by up to $k$ times in $x$ and $k$ times in $y$. 

be pooled over a wide range of rotations but narrow range of translations and scales so that
the person feature allows for moveable but not unrealistic arms. Each filter can specify the
kernels it uses to pool lower layers, but for the sake of brevity and analogy to convnets
we assume that the feature maps of a layer are pooled by the same kernel. Note that
convnets discretize these operations, subsample the pooled map, and use a uniform kernel
\( K(Q) = 1\{\|Q\|_\infty < r\} \).

As with convnets, the values of points in a symnet feature map are used by higher symnet
layers, layers of fully connected hidden units, and ultimately softmax classification. Hidden
units take the familiar form \( o = \sigma(Wx + b) \), with input \( x \), output \( o \), weight matrix \( W \), and
bias \( b \).

The log-loss of the softmax \( \mathcal{L} \) on an instance is
\[
- w_i \cdot x - b_i + \log \left( \sum_c \exp (w_c \cdot x + b_c) \right),
\]
where \( Y = i \) is the true label, \( w_c \) and \( b_c \) are the weight vector and bias for class \( c \), and the
summation is over the classes. The input image is treated as a feature map (or maps, if color
or stereo) with values in the translation symmetry space.

Deep symmetry networks are trained with backpropagation and are amenable to the same
best practices as convnets. Though feature maps are defined as continuous, in practice the
maps and their gradients are evaluated on a finite set of points \( P \in M[l, i] \). We provide the
partial derivative of the loss \( \mathcal{L} \) with respect to a weight vector.

\[
\frac{\partial \mathcal{L}}{\partial w[l, i, j]} = \sum_{P \in M[l, i]} \frac{\partial \mathcal{L}}{\partial M[l, i](P)} \frac{\partial M[l, i](P)}{\partial w[l, i, j]} \quad (5.4)
\]

\[
\frac{\partial M[l, i](P)}{\partial w[l, i, j]} = \sigma'(v(P, l, i)) \cdot x((P \circ T)[j]) \quad (5.5)
\]

The partial derivative of the loss \( \mathcal{L} \) with respect to the value of a point in a lower layer is

\[
\frac{\partial \mathcal{L}}{\partial M[l-1, i](P')} = \sum_{i'} \sum_{P' \in M[l', i']} \frac{\partial \mathcal{L}}{\partial M[l', i'](P')} \frac{\partial M[l', i'](P')}{\partial M[l-1, i](P')} \quad (5.6)
\]

\[
\frac{\partial M[l, i', i](P')}{\partial M[l-1, i](P)} = \sigma'(v(P', l, i')) \sum_j T[w[l, i', j][i]] \frac{\partial S(M[l-1, i])(P' \circ T[j])}{\partial M[l-1, i](P)} \quad (5.7)
\]

where the gradient of the pooled feature map \( \frac{\partial S(M[l, i])(P)}{\partial M[l, i](Q)} \) equals \( K(P - Q) \) for sum-pooling.
Figure 5.2: The feature hierarchy of a three-layer deep affine net is visualized with and without pooling. From top to bottom, the layers (A,B,C) contain one, five, and four feature maps, each corresponding to a labeled part of the cartoon figure. Each horizontal line represents a six-dimensional affine feature map, and bold circles denote six-dimensional points in the map. The dashed lines represent the affine transformation from a feature to the location of one of its filter points. For clarity, only a subset of filter points are shown. **Left:** Without pooling, the hierarchy represents a rigid affine transformation among all maps. Another point on feature map A is visualized in grey. **Right:** Feature maps B1 and C1 are pooled with a kernel that gives those features flexibility in rotation.

None of this treatment depends explicitly on the dimensionality of the space except for the kernel and transformation composition which have polynomial dependence on $D$. In the next section we apply this architecture to the affine group in 2D, but it could also be applied to the affine group in 3D or any other symmetry group.

### 5.4 Deep Affine Networks

We instantiate a deep symmetry network with the affine symmetry group in the plane. The affine symmetry group contains transformations capable of rotating, scaling, shearing, and translating two-dimensional points. The transformation is described by six coordinates:

$$
\begin{bmatrix}
  x' \\
  y'
\end{bmatrix} = \begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix} \begin{bmatrix}
  x \\
  y
\end{bmatrix} + \begin{bmatrix}
  e \\
  f
\end{bmatrix}
$$

This means that each of the feature maps $M[l, i]$ and elements $T[j]$ of the $k$-neighborhood is represented in six dimensions. The identity transformation is $a = d = 1, b = c = e = f = 0$. The
generating set of the affine symmetry group contains six elements, each of which is obtained by adding $\epsilon$ to one of the six coordinates in the identity transform. This generating set is visualized in Figure 3.

A deep affine network can represent a rich part hierarchy where each weight of a feature modulates the response to a subpart at a point in the affine neighborhood. The geometry of a deep affine network is best understood by tracing a point on a feature map through its filter point transforms into lower layers. Figure 2 visualizes this structure without and with pooling on the left and right sides of the diagram, respectively. Without pooling, the feature hierarchy defines a rigid affine relationship between the point of evaluation on a map and the location of its sub-features. In contrast, a pooled value on a sub-feature map is computed from a neighborhood defined by the kernel of points in affine space; this can represent model flexibility along certain dimensions of affine space.

### 5.5 Scaling to High-Dimensional Symmetry Spaces

It would be intractable to explicitly represent the high-dimensional feature maps of symnets. Even a subsampled grid becomes unwieldy at modest dimensions (e.g., a grid in affine space with ten steps per axis has $10^6$ points). Instead, each feature map is evaluated at $N$ control
points. The control points are local maxima of the feature in symmetry space, found by Gauss-Newton optimization, each initialized from a prior. This can be seen as a form of non-maximum suppression. Since the goal is recognition, there is no need to approximate the many points in symmetry space where the feature is not present. The map is then interpolated with kernel functions; the shape of the function also controls pooling.

5.5.1 Transformation Optimization

Convnets max-pool a neighborhood of translation space by exhaustive evaluation of feature locations. There are a number of algorithms that solve for a maximal feature location in symmetry space but they are not efficient when the feature weights are frequently adjusted [48, 100]. We adopt an iterative approach that dovetails with the definition of our features.

If a symnet is based on a Lie group, gradient based optimization can be used to find a point \( P^* \) that locally maximizes the feature value (Equation 1) initialized at point \( P \). In our experiments with deep affine nets, we follow the forward compositional (FC) warp [8] to align filters with the image. An extension of Lucas-Kanade, FC solves for an image alignment. We adapt this procedure to our filters and weight vectors: 

\[
\min_{\Delta P} \sum_j |T| \| w[l,i,j] - x(P \circ \Delta P \circ T[j]) \|^2.
\]

We run an FC alignment for each of the \( N \) control points in feature map \( M[l,i] \), each initialized from a prior. Assuming \( \sum_j |T| \| x(P \circ \Delta P \circ T[j]) \|^2 \) is constant, this procedure locally maximizes the dot product between the filter and the map in Equation 2. Each iteration of FC takes a Gauss-Newton step to solve for a transformation of the neighborhood of the feature in the underlying map \( \Delta P \), which is then composed with the control point: 

\[
P \leftarrow P \circ \Delta P.
\]

5.5.2 Kernels

Given a set of \( N \) local optima \( O^* = \{(P_1, v_1), \ldots, (P_N, v_N)\} \) in \( D \)-dimensional feature map \( M[l,i] \), we use kernel-based interpolation to compute a pooled map \( S(M[l,i]) \). The kernel performs three functions: penalizing relative locations of sub-features in symmetry space (cf. [50]), interpolating the map, and pooling a region of the map. These roles could be split into separate filter-specific kernels that are then convolved appropriately. The choice
of these kernels will vary with the application. In our experiments, we lump these functions into a single kernel for a layer. We use a Gaussian kernel $K(Q) = e^{-q^T \Sigma^{-1} q}$ where $q$ is the $D$-dimensional vector representation of $Q$ and the $D \times D$ covariance matrix $\Sigma$ controls the shape and extent of the kernel. Several instances of this kernel are shown in Figure 4. Max-pooling produced the best results on our tests.

5.6 Related Work

We share with other researchers the hypothesis that explanatory factors cannot be disentangled unless they are represented in an appropriate symmetry space [12, 69]. Our adaptation of a representation to work in symmetry space is similar in some respects to the use of tangent distance in nearest-neighbor classifiers [138]. Symnets, however, are deep networks that compute features in symmetry space at every level. Whereas the tangent distance approximation is only locally accurate, symnet feature maps can represent large displacements in symmetry space. There are other deep networks that reinterpret the invariance of convolutional networks. Scattering networks [21] are cascades of wavelet decompositions designed to be invariant to particular Lie groups, where translation and rotation invariance have been demonstrated so far. The M-theory of Anselmi et al. [5] constructs features invariant to a symmetry group by using statistics of dot products with group orbits. We differ from these networks in that we model multiple symmetries jointly in each layer, we do not completely
pool out a symmetry, and we discriminatively train our entire architecture. The first two differences are important because objects and their subparts may have relative flexibility but not total invariance along certain dimensions of symmetry space. For example, a leg of a person can be seen in some but not all combinations of rotation and scale relative to the torso. Without discriminative training, scattering networks and M-theory are limited to representing features whose invariances may be inappropriate for a target concept because they are fixed ahead of time, either by the wavelet hierarchy of the former or unsupervised training of the latter. The discriminative training of symnets yields features with task-oriented invariance to their sub-features. In the context of digit recognition this might mean learning the concept of a ‘0’ with more rotation invariance than a ‘6’, which would incur loss if it had positive weights in the region of symmetry space where a ‘9’ would also fire.

Much of the vision literature is devoted to features that reduce or remove the effects of certain symmetry groups, e.g., [99, 95]. Each feature by itself is not discriminative for object recognition, so structure is modeled separately, usually with a representation that does not generalize to novel viewpoints (e.g., bags-of-features) or with a rigid alignment algorithm that cannot represent uncertainty over geometry (e.g. [48, 100]). Compared to symnets, these features are not learned, have invariance limited to a small set of symmetries, and destroy information that could be used to model object sub-structure. Like deformable part models [50], symnets can model and penalize relative transformations that compose up the hierarchy, but can also capture additional symmetries.

Symmetry group theory has made a limited number of appearances in machine learning [46]. A few applications are discussed by Kondor [81], and they are also used in determinantal point processes [86]. Methods for learning transformations from examples [165, 69] could potentially benefit from being embedded in a deep symmetry network. Symmetries in graphical models [110] lead to effective lifted probabilistic inference algorithms. Deep symmetry networks may be applicable to these and other areas.
5.7 Experiments

In our experiments we test the hypothesis that a deep network with access to a larger symmetry group will generalize better from fewer examples, provided those symmetries are present in the data. In particular, theory suggests that a symnet will have better sample complexity than another classifier on a dataset if it is based on a symmetry group that generates variations present in that dataset [2]. We compare deep affine symnets to convnets on the MNIST-rot and NORB image classification datasets, which finely sample their respective symmetry spaces such that learning curves measure the amount of augmentation that would be required to achieve similar performance. On both datasets affine symnets achieve a substantial reduction in sample complexity. This is particularly remarkable on NORB because its images are generated by a symmetry space in 3D. Symnet running time was within an order of magnitude of convnets, and could be greatly optimized.

5.7.1 MNIST-rot

MNIST-rot [88] consists of 28x28 pixel greyscale images: $10^4$ for training, $2 \times 10^3$ for validation, and $5 \times 10^4$ for testing. The images are sampled from the MNIST digit recognition dataset and each is rotated by a random angle in the uniform distribution $[0, 2\pi]$. With transformations that apply to the whole image, MNIST-rot is a good testbed for comparing the performance of a single affine layer to a single convnet layer.

We modified the Theano [13] implementation of convolutional networks so that the network consisted of a single layer of convolution and maxpooling followed by a hidden layer of 500 units and then softmax classification. The affine net layer was directly substituted for the convolutional layer. The control points of the affine net were initialized at uniformly random positions with rotations oriented around the image center, and each control point was locally optimized with four iterations of Gauss-Newton updates. The filter points of the affine net were arranged in a square grid. Both the affine net and the convnet compute a dot-product and use the sigmoid nonlinearity. Both networks were trained with 50 epochs of
mini-batch gradient descent with momentum, and test results are reported on the network with lowest error on the validation set. The convnet did best with small $5 \times 5$ filters and the symnet with large $20 \times 20$ filters. This is not surprising because the convnet must approximate the large rotations of the dataset with translations of small patches. The affine net can pool directly in this space of rotations with large filters.

Learning curves for the two networks are presented in Figure 5. We observe that the affine symnet roughly halves the error of the convnet. With small sample sizes, the symnet achieves an accuracy for which the convnet requires about eight times as many samples.

5.7.2 NORB

MNIST-rot is a synthetic dataset with symmetries that are not necessarily representative of real images. The NORB dataset contains $2 \times 108 \times 108$ pixel stereoscopic images of 50 toys in five categories: quadrupeds, human figures, airplanes, trucks, and cars. Five of the ten instances of each category are reserved for the test set. Each toy is photographed

---

2 Grid search over learning rate \{.1, .2\}, mini-batch size \{10, 50, 100\}, filter size \{5, 10, 15, 20, 25\}, number of filters \{20, 50, 80\}, pooling size (convnet) \{2, 3, 4\}, and number of control points (symnet) \{5, 10, 20\}. 

![Figure 5.5: Impact of training set size on MNIST-rot test performance for architectures that use either one convolutional layer or one affine symnet layer.](image)
on a turntable from an exhaustive set of angles and lighting conditions. Each image is then perturbed by a random translation shift, planar rotation, luminance change, contrast change, scaling, distractor object, and natural image background. A sixth blank category containing just the distractor and background is also used. As in other papers, we downsample the images to $2 \times 48 \times 48$. To compensate for the effect of distractors in smaller training sets, we also train and test on a version of the dataset that is centrally-cropped to $2 \times 24 \times 24$. We report results for whichever version had lower validation error. In our experiments we train on a variable subset of the first training fold, using the first $2 \times 10^3$ images of the second fold for validation. Our results use both of the testing folds.

We compare architectures that use two convolutional layers or two affine ones, which performed better than single-layer ones. As with the MNIST-rot experiments, the symnet and convnet layers are followed by a layer of 500 hidden units and softmax classification. The symnet control points in the first layer were arranged in three concentric rings in translation space, with 8 points spaced across rotation (200 total points). Control points in the second layer were fixed at the center of translation space arranged over 8 rotations and up to 2 vertical scalings (16 total points) to approximate the effects of elevation change. Control points were not iteratively optimized due to the small size of object parts in downsampled images. The filter points of the first layer of the affine net were arranged in a square grid. The second layer filter points were arranged in a circle in translation space at a 3 or 4 pixel radius, with 8 filter points evenly spaced across rotation at each translation. We report the test results of the networks with lowest validation error on a range of hyperparameters\(^3\).

The learning curves for convnets and affine symnets are shown in Figure 6. Even though the primary variability in NORB is due to rigid 3D transformations, we find that our affine networks still have an advantage over convnets. A 3D rotation can be locally approximated with 2D scales, shears, and rotations. The affine net can represent these transformations and so it benefited from larger filter patches. The translation approximation of the convnet

\(^3\)Grid search over filter size in each layer \{6, 9\}, pooling size in each layer (convnet) \{2, 3, 4\}, first layer control point translation spacing (symnet) \{2, 3\}, momentum \{0, 0.5, 0.9\}, others as in MNIST-rot.
is unable to properly align larger features to the true symmetries, and so it performed better with smaller filters. The convnet requires about four times as much data to reach the accuracy of the symnet with the smallest training set. Larger filters capture more structure than smaller ones, allowing symnets to generalize better than convnets, and effectively giving each symnet layer the power of more than one convnet layer.

The left side of the graph may be more indicative of the types of gains symnets may have over convnets in more realistic datasets that do not have thousands of images of identical 3D shapes. With the ability to apply more realistic transformations to sub-parts, symnets may also be better able to reuse substructure on datasets with many interrelated or fine-grained categories. Since symnets are a clean generalization of convnets, they should benefit from the learning, regularization, and efficiency techniques used by state-of-the-art networks [84].

Figure 5.6: Impact of training set size on NORB test performance for architectures with two convolutional or affine symnet layers followed by a fully connected layer and then softmax classification.

5.8 Conclusion

Symmetry groups underlie the hardest challenges in computer vision. In this chapter we introduced deep symmetry networks, the first deep architecture that can compute features
over any symmetry group. It is a natural generalization of convolutional neural networks that uses kernel interpolation and transformation optimization to address the difficulties in representing high-dimensional feature maps. In experiments on two image datasets with 2D and 3D variability, affine symnets achieved higher accuracy than convnets while using significantly less data.
Chapter 6

COMPOSITIONAL KERNEL MACHINES

6.1 Introduction

Despite impressive results on classification benchmarks, state of the art convnets have drawbacks. The depth of these networks is a double-edged sword: it yields both nonlinearity for sophisticated discrimination and nonconvexity for frustrating optimization. The established training procedure for ILSVRC classification cycles through the million-image training set more than fifty times, requiring substantial stochasticity, data augmentation, and hand-tuned learning rates. On today’s consumer hardware, the process takes several days. However, performance depends heavily on hyperparameters, which include the number and connections of neurons as well as optimization details. Unfortunately, the space of hyperparameters is unbounded, and each configuration of hyperparameters requires the aforementioned training procedure. It is no surprise that large organizations with enough computational power to conduct this search dominate this task.

Yet mastery of object recognition on a static dataset is not enough to propel robotics and internet-scale applications with ever-growing instances and categories. Each time the training set is modified, the convnet must be retrained (“fine-tuned”) for optimum performance. If the training set grows linearly with time, the total training computation grows quadratically. Convnets can be easily tricked into producing spurious high confidence classifications. One method adds imperceptible perturbations to an image to change the convnet’s response [149]. Another generates nonsense tilings and noise patterns [109].

We propose the Compositional Kernel Machine (CKM), a kernel-based visual classifier that has the symmetry and compositionality of convnets and symnets but with the training benefits of instance-based learning (IBL). CKMs branch from the original instance-based
methods with *virtual instances*, an exponential set of plausible compositions of training instances. The first steps in this direction are promising compared to IBL and deep methods, and future work will benefit from over fifty years of research into nearest neighbor algorithms, kernel methods, and neural networks. Just as support vector machines (SVMs) eclipsed multilayer perceptrons in the 1990s, CKMs could become a compelling alternative to convnets with reduced training time and sample complexity.

In this chapter we first define CKMs, explore their formal and computational properties, and compare them to existing kernel methods. We then propose a key contribution of this work: a sum-product function (SPF) that efficiently sums over an exponential number of virtual instances. We then describe how to train the CKM with and without parameter optimization. Finally, we present results on NORB and its variations that show CKMs can be competitive with deep models and can outperform them on tests of composition and symmetry.

### 6.2 Compositional Kernel Machines

The key issue in using an instance-based learner on large images is the curse of dimensionality. Even the millions of training images of ImageNet are not enough to construct a meaningful neighborhood for a downscaled $256 \times 256$ image. The compositional kernel machine (CKM) addresses this issue by constructing an exponential number of *virtual instances*. The core hypothesis is that the variation of the visual world can be understood as a rearrangement of low-dimensional pieces that have been seen before. For example, an image of a car could be recognized by matching many pieces from other images of cars from different viewpoints. The virtual instances represent this set of all possible transformations and recombinations of the training images. The arrangement of these pieces cannot be arbitrary, so CKMs learn how to compose virtual instances with weights on compositions. A major contribution of this work is the ability to efficiently sum over this set with a sum-product function.

The set of virtual instances is related to the nonlinear image manifolds described by Simard et al. [138] but with key differences. Whereas the tangent distance accounts for
transformations applied to the whole image, virtual instances can depict local transformations that are applied differently across an image. Secondly, the tangent distance is a linearization of the nonlinear transformation which is only accurate near the training images. Virtual instances can easily represent non-local transformations. Unlike the explicit augmentation of virtual support vectors in Schölkopf et al. [135], the set of virtual instances in a CKM is implicit and exponentially larger. Platt and Allen [118] demonstrated an early version of virtual instances to expand the set of negative examples for a linear classifier.

6.2.1 Definition

We define CKMs using notation common to other IBL techniques. The two prototypical instance-based learners are $k$-nearest neighbors and support vector machines. The foundation for both algorithms is a similarity or kernel function $K(x, x')$ between two instances. Given a training set of $m$ labeled instances of the form $\langle x_i, y_i \rangle$ and query $x_q$, the $k$-NN algorithm outputs the most common label of the $k$ nearest instances:

$$y_{k\text{NN}}(x_q) = \arg \max_c \sum_{i=1}^{m} \mathbb{1}[c = y_i \land K(x_i, x_q) \geq K(x^k, x_q)]$$

where $\mathbb{1}[\cdot]$ equals one if its argument is true and zero otherwise, and $x^k$ is the $k$th nearest training instance to query $x_q$ assuming unique distances. The multiclass support vector machine in its dual form can be seen as a weighted nearest neighbor that outputs the class with the highest weighted sum of kernel values with the query:

$$y_{\text{SVM}}(x_q) = \arg \max_c \sum_{i=1}^{m} \alpha_{i,c} K(x_i, x_q)$$

(6.1)

where $\alpha_{i,c}$ is the weight on training instance $x_i$ that contributes to the score of class $c$ [36].

The CKM performs the same classification as these instance-based methods but it sums over an exponentially larger set of virtual instances to mitigate the curse of dimensionality. Virtual instances are composed of rearranged elements from one or more training instances.
Depending on the design of the CKM, elements can be subsets of instance variables (e.g., overlapping pixel patches) or features thereof (e.g., ORB features or a 2D grid of convnet feature vectors). We assume there is a deterministic procedure that processes each training or test instance \( x_i \) into a fixed tuple of indexed elements \( E_{x_i} = (e_{i,1}, \ldots, e_{i,|E_{x_i}|}) \), where instances may have different numbers of elements. The query instance \( x_q \) (and its corresponding tuple of elements \( E_{x_q} \)) is the example that is being classified by the CKM; it is a training instance during training and a test instance during testing. A virtual instance \( z \) is represented by a tuple of elements from training instances, e.g. \( E_z = (e_{10,5}, e_{71,2}, \ldots, e_{46,17}) \). Given a query instance \( x_q \), the CKM represents a set of virtual instances each with the same number of elements as \( E_{x_q} \). We define a leaf kernel \( K_L(e_{i,j}, e_{i,j}') \) that measures the similarity between any two elements. Using kernel composition [6], we define the kernel between the query instance \( x_q \) and a virtual instance \( z \) as the product of the leaf kernels over their corresponding elements: \( K(z, x_q) = \prod_{j}^{E_{x_q}} K_L(E_z[j], E_{x_q}[j]) \), where \( E[j] \) denotes the \( j \)th element.

We combine leaf kernels with weighted sums and products to compactly represent a sum over kernels with an exponential number of virtual instances. Just as a Sum-Product Network can compactly represent a mixture model that is a weighted sum over an exponential number of mixture components, the same algebraic decomposition can compactly encode a weighted sum over an exponential number of kernels. For example, if the query instance is represented by two elements \( E_{x_q} = (e_{q,1}, e_{q,2}) \) and the training set contains elements \( \{e_1, e_2, e_3, e_4, e_5, e_6\} \), then

\[
[w_1 K_L(e_{q,1}, e_1) + w_2 K_L(e_{q,1}, e_2) + w_3 K_L(e_{q,1}, e_3)] \\times \\
[w_4 K_L(e_{q,2}, e_4) + w_5 K_L(e_{q,2}, e_5) + w_6 K_L(e_{q,2}, e_6)]
\]

expresses a weighted sum over nine virtual instances using eleven additions/multiplications instead of twenty-six for an expanded flat sum \( w_1 K_L(e_{q,1}, e_1)K_L(e_{q,2}, e_4) + \ldots + w_9 K_L(e_{q,1}, e_3)K_L(e_{q,2}, e_6) \). If the query instance and training set contained 100 and 10000 elements, respectively, then a similar factorization would use \( O(10^6) \) operations compared to a naïve sum
over the $10^{500}$ virtual instances. Leveraging the Sum-Product Theorem [54], we define CKMs to allow for more expressive architectures with this exponential computational savings.

CKMs are defined recursively: (1) a leaf kernel over a query element and a training set element is a CKM, (2) the product of CKMs with disjoint scopes is a CKM, (3) the weighted sum of CKMs with the same scope is a CKM. The scope of an operator is the set of query elements it takes as inputs; it is analogous to the receptive field of a unit in a neural network, but with CKMs the query elements are not restricted to being pixels on the image grid (e.g., they may be defined as a set of extracted ORB features). A leaf kernel has singleton scope, internal nodes have scope over some subset of the query elements, and the root node of the CKM has full scope of all query elements $E_{x_q}$. This definition allows for rich CKM architectures with many layers to represent elaborate compositions. The value of each sum node child is multiplied by a weight $w_{k,c}$ and optionally a constant cost function $\phi(e_{i,j}, e_{i',j'})$ that rewards certain compositions of elements. Analogous to a multiclass SVM, the CKM has a separate set of weights for each class $c$ in the dataset. The CKM classifies a query instance as $y_{\text{CKM}}(x_q) = \arg\max_c S_c(x_q)$, where $S_c(x_q)$ is the value of the root node of the CKM evaluating query instance $x_q$ using weights for class $c$.

**Definition 5** (Friesen and Domingos [54]). A product node is decomposable iff the scopes of its children are disjoint. An SPF is decomposable iff all of its product nodes are decomposable.

**Theorem 3** (Sum-Product Theorem, Friesen and Domingos [54]). Every decomposable SPF can be summed over its domain in time linear in its size.

**Corollary 1.** $S_c(x_q)$ can sum over the set of virtual instances in time linear in the size of the SPF.

*Proof.* For each query instance element $e_{q,j}$ we define a discrete variable $Z_j$ with a state for each training element $e_{i',j'}$ found in a leaf kernel $K_L(e_{q,j}, e_{i',j'})$ in the CKM. The Cartesian product of the domains of the variables $Z$ defines the set of virtual instances represented by the CKM. $S_c(x_q)$ is a SPF over semiring $(R, \oplus, \otimes, 0, 1)$, variables $Z$, constant functions $w$ and
\( \phi \), and univariate functions \( K_L(e_{q,j}, Z_j) \). With the appropriate definition of leaf kernels, any semiring can be used. The definition above provides that the children of every product node have disjoint scopes. Constant functions have empty scope so there is no intersection with scopes of other children. With all product nodes decomposable, \( S_c(x_q) \) is a decomposable SPF and can therefore sum over all states of \( Z \), the virtual instances, in time linear to the size of the CKM.

Special cases of CKMs include multiclass SVMs (flat sum-of-products) and local naive Bayes [102] (flat product-of-sums). A CKM can be seen as a generalization of an image grammar [55] where terminal symbols corresponding to pieces of training images are scored with kernels and non-terminal symbols are sum nodes with a production for each child product node.

The weights and cost functions of the CKM control the weights on the virtual instances. Each virtual instance represented by the CKM defines a tree that connects the root to the leaf kernels over its unique composition of training set elements. If we were to expand the CKM into a flat sum (cf. Equation 6.1), the weight on a virtual instance would be the product of the weights and cost functions along the branches of its corresponding tree. These weights are important as they can prevent implausible virtual instances. For example, if we use image patches as the elements and allow all compositions, the set of virtual instances would largely contain nonsense noise patterns. If the elements were pixels, the virtual instances could even contain arbitrary images from classes not present in the training set. There are many aspects of composition that can be encoded by the CKM. For example, we can penalize virtual instances that compose training set elements using different symmetry group transformations. We could also penalize compositions that juxtapose elements that disagree on the contents of their borders. Weights can be learned to establish clusters of elements and reward certain arrangements. In Section 6.3 we demonstrate one choice of weights and cost functions in a CKM architecture built from extracted image features.
6.2.2 Learning

The training procedure for a CKM builds an SPF that encodes the virtual instances. There are then two options for how to set weights in the model. As with $k$-NN, the weights in the CKM could be set to uniform. Alternatively, as with SVMs, the weights could be optimized to improve generalization and reduce model size.

For weight learning, we use block-coordinate gradient descent to optimize leave-one-out loss over the training set. The leave-one-out loss on a training instance $x_i$ is the loss on that instance made by the learner trained on all data except $x_i$. Though it is an almost unbiased estimate of generalization error [101], it is typically too expensive to compute or optimize with non-IBL methods [23]. With CKMs, caching the SPFs and efficient data structures make it feasible to compute exact partial derivatives of the leave-one-out loss over the whole training set. We use a multiclass squared-hinge loss

$$
\mathcal{L}(x_i, y_i) = \max \left[ 1 + \frac{S_{y'}(x_i)}{\text{Best incorrect class}} - \frac{S_y(x_i)}{\text{True class}}, 0 \right]^2
$$

for the loss on training instance $x_i$ with true label $y_i$ and highest-scoring incorrect class $y'$. We use the squared version of the hinge loss as it performs better empirically and prioritizes updates to element weights that led to larger margin violations. In general, this objective is not convex as it involves the difference of the two discriminant functions which are strictly convex (due to the choice of semiring and the product of weights on each virtual instance). In the special case of the sum-product semiring and unique weights on virtual instances the objective is convex as is true for L2-SVMs. Convnets have a non-convex objective, but they require lengthy optimization to perform well. As we show in Section 6.3, CKMs can achieve high accuracy with uniform weights, which further serves as good initialization for gradient descent.

For each epoch, we iterate through the training set, for each training instance $x_i$ optimizing the block of weights on those branches with $E_{x_i}$ as descendants. We take gradient
steps to lower the leave-one-out loss over the rest of the training set $\sum_{\iota' \in \{1, m \setminus i\}} L(x_{i'}, y_{i'})$. We iterate until convergence or an early stopping condition. A component of the gradient of the squared-hinge loss on an instance takes the form

$$\frac{\partial}{\partial w_{k,c}} L(x_i, y_i) = \begin{cases} 
2\Delta(x_i, y_i) \frac{\partial S_{y'}(x_i)}{\partial w_{k,c}} & \Delta(x_i, y_i) > 0 \land c = y' \\
-2\Delta(x_i, y_i) \frac{\partial S_{y}(x_i)}{\partial w_{k,c}} & \Delta(x_i, y_i) > 0 \land c = y_i \\
0 & \text{otherwise}
\end{cases}$$

where $\Delta(x_i, y_i) = 1 + S_{y'}(x_i) - S_{y}(x_i)$. As developed in Chapter 3, we compute partial derivatives $\frac{\partial S_{y}(x)}{\partial w_{k,c}}$ with backpropagation through the SPF. For efficiency, terms of the gradient can be set to zero and excluded from backpropagation if the values of corresponding leaf kernels are small enough. This is either exact (e.g., if $\oplus$ is maximization) or an approximation (e.g., if $\oplus$ is normal addition).

### 6.2.3 Scalability

CKMs have several scalability advantages over convnets. As mentioned previously, they do not require a lengthy training procedure. This makes it much easier to add new instances and categories. Whereas most of the computation to evaluate a single setting of convnet hyperparameters is sunk in training, CKMs can efficiently race hyperparameters on hold-out data [94].

The evaluation of the CKM depends on the structure of the SPF, the size of the training set, and the computer architecture. A basic building block of these SPFs is a sum node with a number of children on the order of magnitude of the training set elements $|\mathcal{E}|$. On a sufficiently parallel computer, assuming the size of the training set elements greatly exceeds the dimensionality of the leaf kernel, this sum node will require $O(\log(|\mathcal{E}|))$ time (the depth of a parallel $\oplus$ reduction circuit) and $O(|\mathcal{E}|)$ space. Duda et al. [49] describe a constant time nearest neighbor circuit that relies on precomputed Voronoi partitions, but this has impractical space requirements in high dimensions. As with support vector machines, optimization
of sparse element weights can greatly reduce model size.

On a modest multicore computer, we must resort to using specialized data structures. Hash codes can be used to index raw features or to measure hamming distance as a proxy to more expensive distance functions. While they are perhaps the fastest method to accelerate a nearest neighbor search, the most accurate hashing methods involve a training period yet do not necessarily result in high recall [156, 66]. There are many space-partitioning data structure trees in the literature, however in practice none are able to offer exact search of nearest neighbors in high dimensions in logarithmic time. A good compromise of speed and accuracy can be found with approximate search of multiple hierarchical $k$-means trees [106], which we use in our experiments.

### 6.3 Experiments

We test CKMs on three image classification scenarios that feature images from either the “small” NORB dataset or the “jittered cluttered” NORB dataset [92]. Both NORB datasets contain greyscale images of five categories of plastic toys photographed with varied altitudes, azimuths, and lighting conditions. Table 6.1 summarizes the datasets. We first describe the SPN architecture and then detail each of the three scenarios.

#### 6.3.1 Experimental Architecture

In our experiments the architecture of the SPF $S_c(x_q)$ for each query image is based on its unique set of extracted ORB features. Like SIFT features, ORB features are rotation-invariant and produce a descriptor from intensity differences, but ORB is much faster to com-

<table>
<thead>
<tr>
<th>Name</th>
<th>#Train-#Test</th>
<th>Dimensions</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small NORB</td>
<td>24300-24300</td>
<td>$96 \times 96$</td>
<td>5</td>
</tr>
<tr>
<td>NORB Compositions</td>
<td>100-1000</td>
<td>$256 \times 256$</td>
<td>2</td>
</tr>
<tr>
<td>NORB Symmetries</td>
<td>${50, 100, \ldots, 12800}$-2916</td>
<td>$108 \times 108$</td>
<td>6</td>
</tr>
</tbody>
</table>
pute and thus suitable for realtime applications [129]. The elements $E_{x_i} = (e_{i,1}, \ldots, e_{i,|E_i|})$ of each image $x_i$ are its extracted keypoints, where an element’s feature vector and image position are denoted $\tilde{f}(e_{i,j})$ and $\tilde{p}(e_{i,j})$ respectively. We use the max-sum semiring ($\oplus = \max$, $\otimes = +$) because it is more robust to noisy virtual instances, yields sparser gradients, is more efficient to compute, and performs better empirically compared with the sum-product semiring.

The SPF $S_c(x_q)$ maximizes over variables $Z = (Z_1, \ldots, Z_{|E_{x_q}|})$ corresponding to query elements $E_{x_q}$ with states corresponding to all possible virtual instances. The SPF contains a unary scope max node for every variable $\{Z_j\}$ that maximizes over the weighted kernels of all possible training elements $\mathcal{E}$: $\oplus(Z_j) = \bigoplus_{z_j \in \mathcal{E}} w_{z_j,c} \otimes K_L(z_j, e_{q,j})$. The SPF contains a binary scope max node for all pairs of variables $\{Z_j, Z_j'\}$ for which at least one corresponding query element is within the $k$-nearest spatial neighbors of the other. These nodes maximize over the weighted kernels of all possible combinations of training set elements.

$$\oplus(Z_j, Z_{j'}) = \bigoplus_{z_j \in \mathcal{E}} \bigoplus_{z_{j'} \in \mathcal{E}} w_{z_j,c} \otimes w_{z_{j'},c} \otimes \phi(z_j, z_{j'}) \otimes K_L(z_j, e_{q,j}) \otimes K_L(z_{j'}, e_{q,j'})$$

(6.2)

This maximizes over all possible pairs of training set elements, weighting the two leaf kernels by two corresponding element weights and a cost function. We use a leaf kernel for image elements that incorporates both the Hamming distance between their features and the Euclidean distance between their image positions: $K_L(e_{i,j}, e'_{i',j'}) = \max(\beta_0 - \beta_1 d_{\text{Ham}}(\tilde{f}(e_{i,j}), \tilde{f}(e'_{i',j'})), 0) + \max(\beta_2 \|\tilde{p}(e_{i,j}), \tilde{p}(e'_{i',j'})\|, \beta_3)$. This rewards training set elements that look like a query instance element and appear in a similar location, with thresholds for efficiency. This can represent, for example, the photographic bias to center foreground objects or a discriminative cue from seeing sky at the top of the image. We use the pairwise cost function $\phi(e_{i,j}, e'_{i',j'}) = 1[i = i']\beta_4$ that rewards combinations of elements that come from the same source training image. This captures the intuition that compositions involving many source images are less coherent and more likely to contain nonsense than those using fewer. The image is represented as a sum of these unary and binary max nodes. The scopes
of children of the sum are restricted to be disjoint, so the children \( \{ \oplus(Z_1, Z_2), \oplus(Z_2, Z_3) \} \) would be disallowed, for example. This restriction is what allows the SPF to be tractable, and with multiple sums the SPF has high-treewidth. By comparison, a Markov random field expressing these dependencies would be intractable. The root max node of the SPF has \( P \) sums as children, each of which has its random set of unary and binary scope max node children that cover full scope \( Z \). We illustrate a simplified version of the SPF architecture in Figure 6.1. Though this SPF represents limited image structure, the definition of CKMs allows for much richer architectures as evidenced by previous chapters and the SPN/SPF literature.

In the following sections, we refer to two variants \( \text{CKM} \) and \( \text{CKM}_W \). The \( \text{CKM} \) version uses uniform weights \( w_{k,c} \), similar to the basic \( k \)-nearest neighbor algorithm. The \( \text{CKM}_W \) method optimizes weights \( w_{k,c} \) as described in section 6.2.2. Both versions restrict weights for class \( c \) to be \(-\infty \) (\( \oplus \) identity) for those training elements not in class \( c \). This constraint ensures that method \( \text{CKM} \) is discriminative (as is true with \( k \)-NN) and reduces the number of parameters optimized by \( \text{CKM}_W \). The hyperparameters of ORB feature extraction, leaf kernels, cost function, and optimization were chosen using grid search on a validation set.

### 6.3.2 Small NORB

We use the original train-test separation which measures generalization to new instances of a category (i.e. tested on toy truck that is different from the toys it was trained on). We show promising results in Table 6.2 comparing CKMs to deep and IBL methods. With improvement over \( k \)-NN and SVM, the \( \text{CKM} \) and \( \text{CKM}_W \) results show the benefit of using virtual instances to combat the curse of dimensionality. We note that the \( \text{CKM} \) variant that does not optimize weights performs nearly as well as the \( \text{CKM}_W \) version that does. Since the test set uses a different set of toys, the use of untrained ORB features hurts the performance of the CKM. Convnets have an advantage here because they discriminatively train their lowest level of features and represent richer image structure in their architecture. To become competitive, future work should improve upon this preliminary CKM architecture.
We demonstrate the advantage of CKMs for representing composition and symmetry in the following experiments.

6.3.3 NORB Compositions

A general goal of representation learning is to disentangle the factors of variation of a signal without having to see those factors in all combinations. To evaluate progress towards this, we created images containing three toys each, sourced from the small NORB training set. Small
NORB contains ten types of each toy category (e.g., ten different airplanes), which we divided into two collections. Each image is generated by choosing one of the collections and for each of three categories (person, airplane, animal) randomly sampling a toy from that collection with higher probability than from the other collection (i.e., there are two children with disjoint toy collections but they sometimes borrow). The task is to determine which of the two collections generated the image. This dataset measures whether a method can distinguish different compositions without having seen all possible permutations of those objects through symmetries and noisy intra-class variation. Analogous tasks include identifying people by their clothing, recognizing social groups by their members, and classifying cuisines by their ingredients. We show that CKMs are much more accurate than convnets and $k$-NN at distinguishing this type of compositional concept.

We compare CKMs to other methods in Table 6.3. Convnets and their features are computed using the TensorFlow library [1]. Training convnets from few images is very difficult without resorting to other datasets; we augment the training set with random crops, which still yields test accuracy near chance. In such situations it is common to train an SVM with features extracted by a convnet trained on a different, larger dataset. We use 2048-dimensional features extracted from the penultimate layer of the pre-trained Inception network [150] and a linear kernel SVM with squared-hinge loss [113]. Notably, the CKM is
much more accurate than the deep methods, and it is about as fast as the SVM despite not
taking advantage of the GPU.

Table 6.3: Accuracy on NORB Compositions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Train+Test (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKM</td>
<td>82.4%</td>
<td>1.5 [CPU]</td>
</tr>
<tr>
<td>SVM with convnet features</td>
<td>75.0%</td>
<td>1 [GPU+CPU]</td>
</tr>
<tr>
<td>Convnet</td>
<td>50.6%</td>
<td>9 [GPU]</td>
</tr>
<tr>
<td>$k$-NN on image pixels</td>
<td>51.2%</td>
<td>0.2 [CPU]</td>
</tr>
</tbody>
</table>

Figure 6.2: Images from NORB Compositions

6.3.4 NORB Symmetries

Composition is a useful tool for modeling the symmetries of objects. When we see an image
of an object in a new pose, parts of the image may look similar to parts of images of the
object in poses we have seen before. In this experiment, we partition the training set of the
jittered cluttered NORB into a new dataset with 10% withheld for each of validation and
testing. Training and testing on the same group of toy instances, this measures the ability
to generalize to new angles, lighting conditions, backgrounds, and distortions.

We vary the amount of training data to plot learning curves in Figure 6.3. We show
that CKMs are better able to generalize to these distortions than other methods, especially
with less data. Importantly, the performance of CKM improves with more data, without
requiring costly optimization as data is added. We note that the benefit of $\text{CKM}_W$ using weight learning becomes apparent with 200 training instances. This learning curve suggests that CKMs would be well suited for applications in cluttered environments with many 3D transformations (e.g., loop closure).

![Figure 6.3: Number of training instances versus accuracy on unseen symmetries in NORB](image)

**6.3.5 Qualitative Comparison**

We compare the salient properties of CKMs, SVMs, and convnets as used on these NORB variants in Table 6.4. The details for CKMs represent an unoptimized CPU implementation. For SVMs, we use the scikit-learn library [113]. Trained and pretrained convnets use the GPU-optimized TensorFlow library [1].
6.4 Conclusion

This chapter proposed compositional kernel machines, an instance-based method for object recognition that addresses some of the weaknesses of deep architectures and other kernel methods. We showed how using a sum-product function to represent a discriminant function leads to tractable summation over the weighted kernels to an exponential set of virtual instances, which can mitigate the curse of dimensionality and improve sample complexity. We proposed a method to discriminatively learn weights on individual instance elements and showed that this improves upon uniform weighting. Finally, we presented results in several scenarios showing that CKMs are a significant improvement for IBL and show promise compared with deep methods.
Table 6.4: System properties on NORB variants

<table>
<thead>
<tr>
<th>Property</th>
<th>CKM</th>
<th>SVM</th>
<th>Convnet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training time</td>
<td>Single pass: (~5\text{ms per image for ORB feature extraction and storage. If optimizing weights, ~90ms per image, few epochs (CPU).})</td>
<td>(~43\text{ms per image for convnet feature extraction, singleton minibatch (GPU). Weight optimization &lt;4ms per image added over all epochs (CPU).})</td>
<td>(~2\text{ms per image, minibatch 100 (GPU), many epochs.})</td>
</tr>
<tr>
<td>Test time</td>
<td>(~80\text{ms per image (CPU)})</td>
<td>(&lt;10\mu\text{s per image (CPU)})</td>
<td>(~1\text{ms per image (GPU)})</td>
</tr>
<tr>
<td>Memory cost</td>
<td>(~60\text{K per training image, incl. optimization overhead (CPU)})</td>
<td>(&gt;4\text{G for pretrained convnet (GPU). &lt;1M for classifier (CPU)})</td>
<td>(&gt;4\text{G for convnet (GPU)})</td>
</tr>
<tr>
<td>Accuracy</td>
<td>Promising</td>
<td>Worse than CKM</td>
<td>State of the art with large datasets or pretrained networks</td>
</tr>
<tr>
<td>Use with small data</td>
<td>Can achieve high accuracy without extra data</td>
<td>Requires pretrained features</td>
<td>Requires pretrained features</td>
</tr>
<tr>
<td>Visual phenomena captured</td>
<td>Symmetries and composition</td>
<td>Some symmetries through kernels or virtual support vectors but no composition</td>
<td>Translation symmetry and composition</td>
</tr>
</tbody>
</table>
7.1 Contributions of this Dissertation

We introduced the first algorithms for learning SPNs discriminatively, using a form of back-propagation to compute gradients. This work brings together probabilistic graphical models, deep networks, and discriminative training in a tractable model. We greatly expanded the types of SPN architectures by allowing evidence variables and their feature functions. We proposed both “soft” and “hard” gradient algorithms, using the latter to successfully combat the diffusion problem, allowing deep SPNs to be learned. Finally, we carried out experiments on image classification benchmarks showing that discriminative SPNs are competitive with deep networks.

We proposed a simple schema for learning SPN structure from data. Our algorithm recursively splits an SPN into a product of SPNs over independent sets of variables, if they can be found, or into a sum of SPNs learned from subsets of the instances, otherwise. We conducted experiments on a large number of datasets, showing that learned SPNs are
typically comparable in likelihood to graphical models but with superior inference speed and accuracy. This work has spurred much follow-on research on structure learning for sum-product networks and related models, including large-scale applications of probabilistic modeling that were previously intractable or over-simplified [82]. The basic schema of the LearnSPN algorithm has also led to generalized sum-product function algorithms for domains such as optimization [54].

We introduced deep symmetry networks, the first deep architecture that can compute features over any Lie group. It is a natural generalization of convolutional neural networks with feature maps that represent the application of a filter with any transformation and pooling to provide invariance to those transformations. Symnets use kernel interpolation and transformation optimization to address the difficulties in representing high-dimensional feature maps. On two image datasets with 2D and 3D variability we showed that affine symnets achieve higher accuracy than convnets while using significantly less data.

We proposed compositional kernel machines, an instance-based method for object recognition that addresses some of the weaknesses of deep architectures and other kernel methods. We introduced the concept of an exponential set of virtual instances and showed how they can mitigate the curse of dimensionality. We showed how to compactly represent the weighted sum over kernels with the virtual instances using a sum-product function. We demonstrated a CKM architecture over image features and showed how to optimize weights over individual image elements. Finally, we presented results showing that CKMs are a significant improvement over standard instance-based techniques and can be superior to deep methods on tasks requiring composition and symmetry. This work unifies many of the threads of this dissertation: tractability through sum-product decomposition, robustness to symmetries, and discriminative learning.
7.2 Directions for future research

7.2.1 Extensions of individual projects

This thesis enables several important applications of SPNs. First, discriminative learning of SPNs for structured prediction allows for exact inference over richer label dependencies than currently possible with conditional random fields. Second, the “hard” inference developed in Chapter 3 could give temporal SPNs an advantage modeling long-term dependence, benefiting applications in language, robotics, or any time-series data. Finally, the fast learning algorithms featured in Chapter 6 and Peharz et al. [114] could make SPNs suitable for real-time applications.

Deep symmetry networks suggest new research avenues. It would be fruitful to extend these networks to symmetries of 3D space. Symmetries of light and material are especially important for robotics, as a large number of objects are specular or refractive. Since real scenes have perceptual aliasing, it is important to learn symmetries in an interactive setting so that models can act to resolve ambiguity.

Compositional kernel machines are a promising representation with many possible architectures and learning procedures. For example, it would be beneficial to learn higher-order weights and cost functions as well as hidden variables. CKMs could be applied to structured prediction, regression, and reinforcement learning problems in AI such as natural language understanding, robot control, and games. CKMs exhibit a reversed trade-off of fast learning speed and large model size compared to neural networks. Given that animals can benefit from both trade-offs, these results may inspire computational theories of different brain structures, especially the neocortex versus the cerebellum [74].

7.2.2 Automated vision system

The strengths of the projects in this dissertation are complementary, and so it is important to describe why and how they might be combined into an automated vision system. We have shown the benefits of tractable inference and summation using the sum-product decomposi-
tion, but it could be a more robust visual representation if it could model symmetries other than translation. Likewise, the transformation optimization in Deep Symmetry Networks would perform better if the filters in the network were pieces of real images (i.e. part of a CKM) instead of randomly-initialized weights in a neural network. Here we provide suggestions and design considerations for future research that would merge CKMs and Symnets. In principle, such a system could have realtime inference and learning while not requiring expensive data augmentation to handle common visual transformations.

The first challenge is to add symmetries to CKMs with inference that scales to large datasets. The representation of leaf kernels and operators in a CKM should be augmented so that they compute both a value and a coordinate in the symmetry group. Product nodes still compute the scores of conjoined regions of the query image, but sum nodes can now weigh a child product based on the coordinates of its multiplicands. This would penalize a composition of image regions with transformations very different from what has been seen before (e.g., a left eye that is much larger or rotated from a right eye). Given the multiplicity and arbitrary detection of leaf kernels in a symmetry space, the CKM can have static or dynamic architecture. As with typical convnets, a static architecture would predefine the coordinates of sum nodes, each with a region of symmetry space that it pools over. Like a symnet, a dynamic CKM architecture would define the value of a sum node at all coordinates. The advantage of the static architecture is that computation is bounded; the disadvantage is that it may be costly to prearrange coordinates (beyond translation) that are adequate for all visual concepts. In theory, a dynamic architecture can align to any image, but it cannot be exhaustively evaluated and requires sampling or other approximation. Though the control points in symnets are dynamic, their initialization had the drawback of being prearranged. It would be prudent to explore bottom-up proposals of dynamic coordinates using techniques like mean shift [25] or nonparametric belief propagation [145].

The second challenge is creating a CKM learning algorithm and implementation that can scale to very large vision datasets. An ideal algorithm would learn a sparse set of weights in an online fashion. The original SPN paper used an $L_0$ penalty for this purpose [120].
Though uniform weight initialization performed well in that paper and in Chapter 6, it is less feasible for larger datasets. Alternatives include initialization of weights to zero and uniform for a random subset. Another important consideration is the semiring. Though the max-product and max-sum semirings have provided good results in SPN and CKM projects, the sparse gradient of the children of a max node can hinder optimization. The log (softmax) semiring is a promising alternative. Beyond sparse weights, an efficient implementation is necessary for very large or streaming datasets. For the evaluation of leaf kernels, cascade techniques (e.g., Simard et al. [138]) may provide better performance on parallel hardware than the $k$-means tree used in Chapter 6. Evaluation of product nodes in the CKM could be accelerated with techniques such as A* [64].

This research into robust tractable models hopefully lays the groundwork for automated vision systems of the future. Optimistically, the principles of sum-product decomposition, discriminative training, structure learning, and symmetry-based learning could even aid in understanding the tremendous visual computations so effortlessly performed by people and animals.
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