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Given the vast amount of textual data that we have available today, it is very beneficial to have an efficient methodology to filter and select important and relevant chunks of this data to improve current natural language and speech processing systems. Although utilizing very large language models has been the industry norm in the current automatic speech recognition production systems, the focus is now shifting towards efficient ways to generate and utilize personalized and adapted language models as they have proven to improve the end user experience. Submodular methods have achieved great success in different domains; acoustic modeling, text summarization, and machine translation. They provide a natural way to select high-quality relevant data from an out-of-domain data source to be utilized in domain adaptation and personalization. In this work, we model the problem of language modeling data selection as submodular function optimization. Our results show that indeed by using the submodular data selection methods we were able to train better language models with less data. We were also able to reduce the end-to-end word error rate of the ASR system 7% by selecting data from a completely different domain.
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GLOSSARY

ASR: automatic speech recognition, is the process of automatically transcribing audio into a sequence of words.

SMT: Statistical machine translation.

LANGUAGE MODELING: probability distribution over sequences of words, it is used to estimate the likelihood of a given word appearing in a certain context.

N-GRAMS: sequences of words of length N.

PERPLEXITY (PPL): is a measure of how good the language model is able to estimate given sequences of words. Lower perplexity means better ability to estimate the sequence.

WER: word error rate, which is a metric to evaluate an end-to-end speech recognition system. It is defined as the ratio between number of mistakes made by the ASR system and the total number of words.

TF-IDF: Term frequency inverse document frequency, which is a statistical metric that measures the importance of a certain term to a given document by computing the ratio between the frequency of this term in the document and its frequency in the whole corpus.
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Chapter 1

INTRODUCTION

Automatic Speech recognition (ASR) systems have been a very important area of research, especially in recent years. It has become the future of user interfaces, recent studies have shown that smartphone speech recognition can write text messages three times faster than human typing. This is driving many technology companies to utilize ASR systems to make their products speech-enabled, they believe that ASR is the way to enable more natural and faster user interfaces.

In order for users to rely on ASR in doing certain tasks while using their devices, it has to be very accurate and efficient, which is what we are trying to address in this work; improve the end-to-end accuracy of the ASR system in a computationally efficient way.

Traditional ASR systems have three main components:

- **Acoustic model**: Which models the relationship between the speech input and the set of phonemes that makes up this speech.

- **Language model**: Which captures the different variations and regularities of the natural language spoken by the users. It provides a way to score any sequence of words that the speech system will encounter so that the system can select the sentences with the top scores.

- **Decoder**: Which is the module that utilizes the acoustic model and the language model to map the speech input to the most likely sentences spoken by the users.

In this work, we will focus on the problem of language modeling. Our ultimate goal is to build better language models for some domain/application which can be utilized in the
ASR systems efficiently. Our approach for doing this is by selecting the most important text segments from the vast amount of text content that is available to us, which is not related to our target domain, and utilize this data to build better language models that improve the end-to-end word error rate (WER) of the ASR system. We formalize the data selection procedure for language model training as a submodular function optimization problem. Using this formalization we were able to build better language models with less data. We show that our method can be used very efficiently to select data from a completely different domain that has the same statistical properties as a limited in-domain or user specific dataset, which improves the WER of the ASR system.

Example: Assuming that we are trying to build a speech recognition system for a personal assistant which saves reminders, sets alarms, and answers questions about the weather. Usually in these applications, the in-domain training data is limited, and not enough to capture all the regularities and the variations of the data that we are trying to model. Also, it is very expensive to manually harvest and label in-domain data. Assuming that we have a huge text corpus of news articles, our method provides a way to automatically enrich the in-domain training data by selecting the best text segments from the out-of-domain data (the news corpus in this example) that matches the in-domain data. For instance, assume there are news articles discussing the weather in the news corpus, then we can benefit from these articles in building better language models that makes the personal assistant better at answering questions about the weather. The same is applicable for the other applications.

Submodular function optimization has been applied successfully in the problem of data selection for statistical machine translation (SMT) in [9]. It was able to outperform several baselines and widely used methods, and it also has mathematical performance guarantees that these other methods don’t have. In Chapter 2 we will discuss the background and the different methods that are being used in the literature, in Chapter 3, we will discuss the submodular function optimization and our methodology of applying it to model the data selection problem for building better language models. In Chapter 4 we will describe our methodology in the experiments, the different variations that we have tried, the data and
the tools that we have used in our experiments and finally show our results. In Chapter 5 we will discuss the results that we obtained and their significance along with final remarks and promising research directions.
Chapter 2

LITERATURE SURVEY

In this chapter, I will discuss the different approaches and techniques that are widely used in the literature to select textual data to improve the performance of various NLP related applications.

2.1 Cross-entropy method

This approach was presented in [15]. It selects text segments from an out-of-domain data source based on the ratio between the cross entropy according to an in-domain model and out-of-domain model picked randomly from this data source.

Let I be an in-domain data set and O the out-of-domain data set. Let \( LM_I \) be a language model trained on I and \( LM_O \) be a language model trained on a random sample of O with the same size of I. Let \( H_I(s) \) be the cross-entropy of a sentence s drawn from O according to \( LM_I \); similarly, let \( H_O(s) \) be the per-word cross-entropy of s according to \( LM_O \). Each sentence in O is scored according to the difference between \( H_I(s) \) and \( H_O(s) \) Then all the sentences whose score is less than a threshold T are selected.

Thus each sentence s in the out-of-domain data is scored as follows:

\[
Score(s) = H_I(s) - H_O(s)
\]  

Sentences are then selected based on a score cutoff optimized on in-domain model data. The reasoning behind this method is that; assume the out-of-domain data set is large enough that it contains an in-domain subset \( O_I \) that is drawn from the same distribution as the in domain data I. This subset will be a good candidate to select from O since it is statistically similar to I. The probability of selecting a sentence s from O such that s belongs to the subset
$O_I$ will be:

$$P(O_I|s, O) = \frac{P(s|O_I, O)P(O_I|O)}{P(s|O)}$$

(2.2)

Since $O_I \subset O$, then $P(s|O_I, O) = P(s|O_I)$, also given the assumption that $O_I$ and I are statistically similar, then we can replace $P(s|O_I)$ with $P(s|I)$, and thus the equation will become:

$$P(O_I|s, O) = \frac{P(s|I)P(O_I|O)}{P(s|O)}$$

(2.3)

By estimating all the probabilities on the right-hand side of this equation for each sentence, we can easily get the set of sentences with the highest probability to be in $O_I$. $P(s|I)$ and $P(s|O)$ can be estimated by training a language model on I and a random sample of O. The only remaining quantity is $P(O_I|O)$ which is not important to the quality of the selected sentences and can be omitted, and only the ratio $\frac{P(s|I)}{P(s|O)}$ affects the quality of the selected sentences.

By transforming this ratio to the log domain we get the following equation: $\log(P(s|I)) - \log(P(s|O))$, which is equivalent to equation (2.1) since $H_I(s) - H_O(s)$ is just a length normalized version of $\log(P(s|I)) - \log(P(s|O))$.

Advantages:

- This method scores all the sentences which scales well with the number of instances to select.
- Simple to implement
- Based on a simple intuition

Disadvantages:

- Doesn’t eliminate duplicates
- Has no mathematical guarantees
2.2 **In-domain perplexity method**

In [6], they used a method similar to the cross-entropy method, in which only the perplexity according to the in-domain language model was used to score text segments from an out-of-domain data source. The candidate text segments with perplexity less than some threshold are selected.

2.3 **Unigram model estimation method**

In [10], a related method was used, in which a unigram language model was estimated from the full out-of-domain corpus. Then each text segment was scored according to the change in the log likelihood of the in-domain data according to the unigram model after removing this segment. The greater the decrease in the log likelihood, the more relevant the removed text segment to the in-domain data.

2.4 **Linguistically-augmented perplexity-based method**

In [21], they augmented the regular perplexity based selection methods with word-level linguistic units (i.e. lemmas, named entity categories and part-of-speech tags). The cross-entropy method was used as a baseline. In order to incorporate the more granular linguistic units, the text was transformed as follows:

- For named entities: Any word that matches a certain named entity was replaced by its category (e.g. America: Country)
- For lemmas: All the words are transformed to lemmas

Then the results from the different selection methods were interpolated together using two approaches:

1. Naïve selection of the top sentences from each method
2. Linear interpolation of datasets selected by the different methods
They reported that these word-level linguistic units were very beneficial especially for languages with high type-token ration (e.g. Chinese) or rich morphology (e.g. Czech) and less beneficial for remaining languages (e.g. English and Spanish).

2.5 Hybrid data selection model

In [22], along the lines of the previous approach of combining different selection methods to get better results, a similar approach was utilized that combines cosine tf-idf, perplexity, and edit distance methods by linearly interpolating their results. They concluded that each of these approaches has its own advantages and combining them together outperforms using single selection methods.

2.6 Data selection using neural language models

In [3], the authors extended the cross-entropy method that was introduced in [15]. They built their approach upon the same intuition of the cross-entropy method that to select relevant data from an out-of-domain data source, it should be statistically similar to the in-domain data and dissimilar to the average out-of-domain data. The new contribution of [3] is that recurrent neural language models [13] were used instead of the classic n-gram language models that were used in [15]. They applied their technique in the SMT data selection as follows:

For each pair of sentences in the out-of-domain data \((e, f)\), where \(e\) is an English sentence and \(f\) is a foreign sentence, their score is:

\[
Score(e, f) = [IN_E(e) - O_E(e)] + [IN_F(f) - O_F(f)]
\]  

(2.4)

where \(IN_E(e)\) is the length normalized cross entropy on the English in-domain LM, and \(O_E(e)\) is the length normalized cross-entropy of the sentence \(e\) on the English out-of-domain LM. Similarly \(IN_F(f)\) and \(O_F(f)\) are the length normalized cross entropy of \(f\) on the in-domain and out-of-domain foreign LMs respectively.
Similar to the original cross-entropy method, all the sentence pairs are ranked according to the score above and those with a score greater than an empirical threshold are selected to train the SMT system.

The 4 LMs that are used to calculate the sentence pair score in equation (2.4) are recurrent neural language models [13]. The main drawbacks of the ngram language models are that:

• They are not good at handling unknown ngrams. When they encounter an unseen ngram, they backoff to a lower order ngram which is very frequent in the adaptation data.

• They take a limited context into consideration when predicting the probability of the next word.

The recurrent language model was used to overcome these two drawbacks of the ngram language models:

• It does this by representing words using continuous vectors of fixed sizes (word embeddings) instead of the sparse word identity representation.

• Along with learning the probability of the words with each step, it learns a summarized continuous representation for all the previous words seen (hidden state).

This continuous representation of the words and the hidden state is more robust to rare contexts as it allows the sharing of parameters between similar words and contexts.

![Figure 2.1: The RNN LM architecture used in [3]](image)
To better model unknown contexts, they preprocessed the training data and replaced all the low-frequency words (with count < 2 in their experiments) by a special unknown token. This way their model was able to learn a proper embedding for the unknown token that can be used in run-time as the embedding for all the out-of-vocabulary words.

By utilizing the RNN language models, they reported end-to-end translation improvements from 0.1 to 1.7 BLEU compared to conventional n-grams.
Chapter 3

SUBMODULAR FUNCTIONS

3.1 Definition

Submodular functions are a class of discrete set functions that have the property of diminishing returns. In other words, they are functions for which their output (return) diminishes for the same input whenever the context in which this input is analyzed expands. Assume that we have a finite set of \( n \) objects \( V \), and a valuation function \( f(x) : 2^V \rightarrow R_+ \) that evaluates any subset of \( V \), and returns a positive real value for any subset \( X \subset V \). We define \( f(x) \) as a submodular function if it satisfies equation 3.1 below:

\[
f(X \cup \{v\}) - f(X) \geq f(Y \cup \{v\}) - f(Y)
\]  

Where \( X \subseteq Y \subseteq V \). Assuming that the gain from adding a certain sample to the set \( X \) is \( g_1 \), and the gain from adding the same sample to the set \( Y \) is \( g_2 \), then the valuation function \( f \) is submodular if \( g_1 \geq g_2 \). Submodular functions have been applied successfully recently in different machine learning applications (e.g. in [11] and [8]), also they have been applied in natural language processing (e.g. document summarization in [12]) and speech applications (e.g. speech data selection in [23]).

3.2 Submodularity in SMT

The work that is presented in this thesis is inspired by the results of applying the submodular function optimization method in selecting training data for SMT systems presented in [9].

Submodular optimization was used for two main objectives:

- A natural way to summarize the training data and eliminate unnecessary redundancy
• It selects segments from an out-of-domain data which matches the in-domain training data the most

Since an exact solution for the submodular function optimization problem is NP-complete [4], a greedy approach [16] was utilized to get an approximate solution as shown in Algorithm 1:

**Algorithm 1: Submodular functions greedy optimization**

<table>
<thead>
<tr>
<th>Input</th>
<th>Submodular function $f : 2^V \rightarrow \mathbb{R}_+$, cost vector $m$, budget $b$, finite set $V$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>$X_k$ where $k$ is the number of iterations</td>
</tr>
</tbody>
</table>

1. Set $X_0 \leftarrow \emptyset$; $i \leftarrow 0$;
2. while $m(X_i) < b$ do
   3. Choose $v_i$ such that: $v_i \in \left\{ \arg \max_{v \in V / X_i} \frac{f(v|X_i)}{m(v)} \right\}$
   4. $X_{i+1} \leftarrow X_i \cup v_i$; $i \leftarrow i + 1$;
5. end

Results in [9] have shown that utilizing submodular functions in SMT outperformed the widely used cross-entropy method while providing mathematical performance guarantees.

### 3.3 Submodularity in Language modeling

A natural extension to the current applications of submodular functions optimization is to apply it in selecting language modeling data for ASR systems. We found that the submodular functions and text features that were used in selecting the SMT training data can be easily extended and utilized in the ASR language modeling data selection. In this work, submodular function optimization was applied to select text segments from an out-of-domain data source to match an in-domain limited dataset in order to optimize the WER of a speech system. We formulate the problem as follows; we have an in-domain dataset $X$ that contain text segments (sentences in our experiments) $\{x_1, x_2, x_3, \ldots\}$ and an out-of-domain dataset $Y$ that contains
text segments \{y_1, y_2, y_3, \ldots\}. The ultimate goal is to select the best subset \( Z \subseteq Y \) such that \( Z \) should satisfy the two conditions:

- \(|Z| \leq B\) where \( B \) is some budget that we define (maximum number of words in our experiments)

- \( \text{Similarity}(X, Z) > \text{Similarity}(X, V) \) where \( V \subset Y, |Z| \geq |V| \) and \( V \neq Z \). Which means that the selected subset \( Z \) should be matching the in-domain set \( X \) more than any other subset in \( Y \) that has size \( \leq B \)

3.3.1 Submodular functions class

We have used the feature-based submodular function [19] that was utilized in [9] which has the form:

\[
  f(X) = \sum_{u \in U} w_u \phi_u(m_u(X))
\]  

(3.2)

where \( w_u > 0 \) is a feature weight, \( m_u(X) = \sum_{x \in X} m_u(x) \) is a non-negative modular function specific to feature \( u \), \( m_u(x) \) is a relevance score which indicates the relevance of feature \( u \) in object \( x \), and \( \phi_u \) is a \( u \)-specific non-negative non-decreasing concave function. Then the gain of selecting a new example \( v \) given that we have already selected a set \( X \) is \( \sum_{u \in U} \phi(m_u(X \cup v)) - \phi(m_u(X)) \)

To apply equation 3.2 in the language modeling data selection problem, we defined the equation parameters as follows:

- **Features (U):** We have experimented with two settings for features: the first is to use the set of ngrams of the transcriptions of the ASR training set. The objective of this setting is to select text segments from the out-of-domain data that matches the ASR training set. The other setting is to use the ngrams of the output of the ASR system for the test set (see next chapter for more details)
• **Relevance scores** \( (m_u(x)) \): For each ngram \( u \) in a sentence \( x \), we use its tf-idf which is computed as:

\[
tf(x, u) = \frac{|U(x)|}{\sum_{i=1}^{\left|U(x)\right|} u_i = u}
\]

\[
idf(X, u) = \log\left(\frac{|X|}{\sum_{j=1}^{\left|X\right|} tf(x_i, u)}\right)
\]

\[
tf-idf(x, u) = tf(x, u) \times idf(X, u)
\]

Thus the \( tf \) (term-frequency) part of this equation measures the frequency of the ngram \( u \) in sentence \( x \), and the \( idf \) (inverse document frequency) part of the equation measures the log ratio between the total number of sentences and the total number of occurrences of the ngram \( u \) in the dataset to select from. The product of the two quantities is used as the relevance score for ngram \( u \) in sentence \( x \).

• **Feature weights** \( (w_u) \): Following the same intuition of the cross-entropy method which is to select data that is not frequent in an average sample of the out-of-domain data set, we define the weights for each ngram to be the ratio between the ngram’s count in the in-domain data set and its count in the out-of-domain set. Also we use another factor which has the form \( \beta |u| \) where \( |u| \) is the length of the ngram \( u \), this way we can favor longer ngrams since they are attributed to better WER since they can capture longer context.

• **Concave function** \( (\phi) \): This is a non-negative, non-decreasing function that is applied per feature. The choice of the concave function is very important in this problem because:

  - The quality of the greedy approximation of the optimum solution depends on the curvature of the concave function. In [2], they have shown that when the submodular function has a curvature \( 0 < c < 1 \), the worst-case guarantee of the greedy solution is \( \frac{1}{c}(1 - e^{-c}) \)
– Also the curvature of $\phi$ controls the rate of information decay, thus the level of feature redundancy that we allow in our selected data. For instance, with more aggressive decay, the gain of selecting a sentence that contains ngrams that were seen before will vanish very quickly.

We have used the same concave function that was used in [9] which is the square root. Also experimented with other variations like $\phi(a) = a^{0.7}$ and $\phi(a) = a^{0.3}$ but we got better perplexities on a heldout set with the simple square root function.

3.3.2 Selection procedure

Since the out-of-domain corpus is very large, we have utilized the approximation of the greedy algorithm that was proposed in [14] which is a parallel distributed approach that doesn’t require centralized evaluation of the full corpus for the selection.

Algorithm 2: Two-step parallel greedy procedure

1. Partition data into $n$ partitions
2. Run the greedy algorithm on each partition in parallel
3. Merge the results from each partition and run the greedy algorithm on the merged set until the selected data size is equal to the budget
Chapter 4

SUBMODULAR DATA SELECTION EVALUATION

In this chapter, we will describe our work for evaluating the submodular data selection method in the task of ASR language modeling. We have used Google’s 1-billion-word corpus [1] as the background corpus to select from, and the Switchboard data [7] as the in-domain data. We have used SRILM [20] to train our ngram language models, also we have used Switchboard recipes for Kaldi [17] to evaluate our generated language models in first pass decoding and lattice rescoring in different settings.

4.1 Baseline

In order to better understand the effectiveness of our approach and how is it compared to the other data selection methods; we have used the cross-entropy (Xent) method as a baseline for our experiments. The reasons for picking the cross-entropy method specifically are:

- It is widely used in many natural language processing applications

- Most of the other perplexity based methods are following the same intuitions that the cross-entropy method are based upon

For each experiment, we run both the submodular selection and the cross-entropy selection procedures, then we train a language model after adding the selected data to the training data. Our evaluation metrics are the perplexity of the trained language models and the end-to-end WER of the ASR system on the test data.

---

1Many thanks to Yuzong Liu who provided all Kaldi recipes and trained the acoustic models that we used in our experiments during his Ph.D in the University of Washington.
4.2 Data

4.2.1 Switchboard dataset

We have used the Switchboard-1 [7] (LDC97S62) dataset. It is a telephone conversation corpus that was originally collected by Texas Instruments in January 1990. It was first published by the National Institute of Standards and Technology (NIST) and distributed by the Linguistic Data Consortium (LDC) in 1992-3 in an effort to encourage speech recognition research by providing benchmark datasets for speech recognition researchers. The data itself is a collection of about 2,400 telephone conversations where two persons are involved in each conversation. 543 speakers (302 male, 241 female) from all areas of the United States were involved in order to capture as much accent variations as possible. A robot operator was responsible for handling the calls; 1- It gives the caller appropriate recorded prompts 2- It randomly selects and dials another person to take part in a conversation and it makes sure that the caller hasn’t conversed with the callee before 3- It introduces a random conversation topic out of 70 predefined topics making sure that the two sides haven’t spoken about the same topic before 4- It records the conversation on two separate channels until it is done.

For our language modeling experiments, we have split the transcription of these conversations into training data, heldout data and testing data. We have experimented with different data settings that we discuss in details in section 4.6

4.2.2 Google’s 1-billion-word dataset

We have used Google’s 1-billion-word dataset [1] as the out-of-domain data to select from. This dataset was introduced by Google to be a benchmark corpus for statistical language modeling research. The data was produced from the Machine translation workshop 2011 (WMT11) news crawl data, so it is completely different in nature from the Switchboard conversation data. Some statistics about the data:
### 4.3 ASR system

#### 4.3.1 Toolkit

We have used Kaldi toolkit [17] in our experiments; it is an open source speech decoder that maps the search space into WFSTs on different levels of granularity (e.g. phonemes, words).

#### 4.3.2 Acoustic model

The acoustic model is DNN-HMM [18] system. There’re 4 hidden layers in the network, with 1200 nodes in each hidden layer. The nonlinear function in the hidden layer unit is the tanh function. The output layer uses softmax function. The input layer takes a 40-dimensional fMLLR feature, followed by an additional splicing (+/- 4 frames), a de-correlation using LDA transformation (without dimensionality reduction). The fMLLR features are extracted using a SAT-GMM-HMM system [5].

### 4.4 Language modeling toolkit

SRILM toolkit was utilized to train the language models, we have tried both the Witten-Bell discounting method and Kneser-Ney discounting method, but the results reported here are using Witten-Bell discounting as it was yielding better results across all the models on the heldout data.

<table>
<thead>
<tr>
<th>Number of words</th>
<th>0.83B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vocab size</td>
<td>793K</td>
</tr>
</tbody>
</table>

Table 4.1: Data stats
4.5 Data selection software

4.5.1 Submodular method software

The software that was used in the experiments in [9] was utilized. It is an implementation of the selection procedure that was described in section 3.3.2. We have parallelized the selection procedure over 40 threads which resulted in significantly reducing the selection time.

4.5.2 Cross-entropy method software

The cross-entropy method selection algorithm was written to produce and select the language models that we utilized in our experiments in this work. The high-level selection algorithm to select a set of size K words was as follows:

1. Select a random set of sentences from the out-of-domain data that matches the size of the in-domain data set

2. Build the in-domain language model using all the in-domain data

3. Build the out-of-domain language model using the random set selected in 1

4. For each sentence in the out-of-domain data calculate the ratio $PPL(I)/PPL(O)$ where $PPL(I)$ is the in-domain model perplexity and $PPL(O)$ is the out-of-domain random model perplexity. Since the out-of-domain dataset is huge, this step was parallelized over 40 concurrent threads.

5. Sort all the sentences according to the ratio that was calculated in 4

6. Select the top N sentences until the requested size K is reached
4.6 Experiments

Our baseline is a language model trained on Switchboard training data. We then have two settings for data selection;

- Using Switchboard training data as the in-domain data in the data selection experiments. The resulting language models were evaluated in the ASR 1st pass decoding of the Switchboard test set.

- To evaluate the data selection methods in the adaptation scenarios, we have used the ASR hypotheses of the test set that were generated from the baseline experiment as the in-domain data. The resulting language models were evaluated in the lattice rescoring of the Switchboard test set.

We have limited the vocabulary in all of our language models to include only the vocabulary of the ASR system.

4.6.1 Model assembly

We have evaluated different models with different sizes; all the models include the baseline training data and then each of them contains the top X words in the selected data, where X is the batch size. We have tested with batches of sizes: 0.5M, 1M, 2M, 5M and 10M words.

4.6.2 Results

- Baseline (Using Switchboard training data to train an LM without any selected data)

<table>
<thead>
<tr>
<th>Baseline-WER</th>
<th>Baseline-PPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.2</td>
<td>94.8</td>
</tr>
</tbody>
</table>

Table 4.2: Baseline results
• Using swb train as the in-domain data and using the selected data in the ASR 1st pass:

<table>
<thead>
<tr>
<th>Size</th>
<th>WER(Submodular)</th>
<th>PPL(Submodular)</th>
<th>WER(Xent)</th>
<th>PPL(Xent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5M Words</td>
<td>20.0</td>
<td>91.1257</td>
<td>20.2</td>
<td>94.6064</td>
</tr>
<tr>
<td>1M Words</td>
<td>20.0</td>
<td>89.4628</td>
<td>20.1</td>
<td>94.6789</td>
</tr>
<tr>
<td>2M Words</td>
<td>19.7</td>
<td>87.6397</td>
<td>19.8</td>
<td>93.7107</td>
</tr>
<tr>
<td>5M Words</td>
<td>19.5</td>
<td>85.7562</td>
<td>19.7</td>
<td>90.4786</td>
</tr>
<tr>
<td>10M Words</td>
<td>19.1</td>
<td>85.4337</td>
<td>19.1</td>
<td>85.2032</td>
</tr>
</tbody>
</table>

Table 4.3: Switchboard train as in-domain data

• Using ASR 1-best hypotheses as the in-domain data and using the selected data in lattice rescoring:

<table>
<thead>
<tr>
<th>Size</th>
<th>WER(Submodular)</th>
<th>PPL(Submodular)</th>
<th>WER(Xent)</th>
<th>PPL(Xent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5M Words</td>
<td>19.7</td>
<td>81.7236</td>
<td>19.8</td>
<td>90.1044</td>
</tr>
<tr>
<td>1M Words</td>
<td>19.5</td>
<td>76.6488</td>
<td>19.6</td>
<td>87.3587</td>
</tr>
<tr>
<td>2M Words</td>
<td>19.3</td>
<td>71.3688</td>
<td>19.5</td>
<td>84.0792</td>
</tr>
<tr>
<td>5M Words</td>
<td>19.0</td>
<td>66.4815</td>
<td>19.1</td>
<td>79.0287</td>
</tr>
<tr>
<td>10M Words</td>
<td>18.8</td>
<td>64.7025</td>
<td>18.7</td>
<td>76.6897</td>
</tr>
</tbody>
</table>

Table 4.4: ASR 1-best hypotheses as in-domain data

The first observation about the results is that we indeed see improvements in both perplexity and WER of the ASR system on the test data across the different selection configurations. Also we observed that in the second configuration; despite using the selected
data in lattice rescoring and not in the first pass, it is yielding better WERs than the first configuration. The reason is that there is a significant percentage of the test set ngrams not covered in the Switchboard training data (See next Chapter for more details). We tried to overcome this in the second configuration by using the 1-best hypotheses of the ASR system as the in-domain set, which indeed resulted in better WER and perplexities. Another interesting observation across all the experiments is that the improvements in the WER is not as significant as the improvements in perplexities, and in one case, the perplexity was improved but WER degraded by 0.1%. The reason for that is that perplexity is only impacted by the quality of the language model while the WER of the ASR system depends on many other components in addition to the language model and how they interact with each other; acoustic model, search vocabularies, lexicon and pruning parameters.

To better understand the effectiveness of the submodular selection method, we computed the number of unique ngrams that were selected in each of the experiments in Table 4.3:

<table>
<thead>
<tr>
<th>Size</th>
<th>Number of unique ngrams(Submodular)</th>
<th>Number of unique ngrams(Xent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5M Words</td>
<td>1393298</td>
<td>930546</td>
</tr>
<tr>
<td>1M Words</td>
<td>2628619</td>
<td>1859850</td>
</tr>
<tr>
<td>2M Words</td>
<td>4932714</td>
<td>3699549</td>
</tr>
<tr>
<td>5M Words</td>
<td>11262815</td>
<td>9076960</td>
</tr>
<tr>
<td>10M Words</td>
<td>20935317</td>
<td>17879340</td>
</tr>
</tbody>
</table>

Table 4.5: Number of unique ngrams in the selected data

We can see in Table 4.5 that the cross-entropy method tends to select more redundant ngrams (less unique) than the submodular method which explains the results that we are seeing in Table 4.3 and Table 4.4; thanks to the diminishing-returns nature of the concave function that we are using in the submodular method, it is able to select more relevant ngrams with less budget quickly during the selection, while the cross-entropy method stuck in
selecting redundant ngrams before it can expand to other relevant ngrams. We have observed that the effect of this phenomenon on the quality of the selected data diminishes as the size of the selected data increase beyond some threshold (> 5M words in our experiments) since the cross-entropy method catches up on selecting the important ngrams when we increase the budget.
Chapter 5

FINAL REMARKS

In this chapter, I will discuss the main findings that I observed in the experiments, showing the significance of the results that we got and the scenarios in which our approach would be very beneficial. Also, I will discuss some promising extensions and next steps to the work presented in this thesis.

5.1 Conclusion

5.1.1 Data selection in ASR language modeling

Using data selection to build better language models from out-of-domain data corpus has proven to be very promising. Our results show that by efficiently selecting data from a huge news corpus we were able to achieve 7.4% relative reduction in the WER of the end-to-end speech system trained originally on human conversations which is a big improvement. This is very useful when we have a limited storage or run-time budget like the on-device environments; we can utilize the selection procedures that we used here to select the best data for on-device personalization and adaptation scenarios.

5.1.2 Submodular Vs Cross-entropy selection

We have noticed that for smaller selected data sizes (< 5M words), the submodular method always outperforms the cross-entropy method. The reason is that the cross-entropy method tends to select text segments that contain duplicate ngrams that are very frequent in the in-domain data. With larger data sizes, the out-of-domain data runs out of this kind of ngrams, and the two methods tend to give the same performance.
5.1.3 Ngram coverage effect

We have also observed that the performance of the two methods is sensitive to the percentage of the ngram coverage of the evaluation dataset in the in-domain training data. To understand more why we don’t see major improvements of the word error rate and the perplexity results when we use the Switchboard training data as the in-domain dataset, we have collected the following ngram coverage statistics in Table 5.1:

<table>
<thead>
<tr>
<th>Ngrams</th>
<th>Total count</th>
<th>Not covered count</th>
<th>Out of coverage %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-gram</td>
<td>3601</td>
<td>629</td>
<td>17%</td>
</tr>
<tr>
<td>2-grams</td>
<td>19566</td>
<td>6160</td>
<td>31%</td>
</tr>
<tr>
<td>3-grams</td>
<td>32506</td>
<td>17976</td>
<td>55%</td>
</tr>
<tr>
<td>4-grams</td>
<td>35623</td>
<td>28475</td>
<td>80%</td>
</tr>
<tr>
<td>5-grams</td>
<td>34129</td>
<td>32008</td>
<td>93%</td>
</tr>
</tbody>
</table>

Table 5.1: Ngram coverage of SWB Eval data in SWB training data

The big mismatches in the ngrams between the Switchboard test set and the training set reduces the effectiveness of the submodular and the cross-entropy selection methods when we use the training set as the in-domain data and evaluate the selected data on the test set (Table 4.3). The main intuition that the two methods depend on is selecting data that matches the in-domain data, in this case, there is a big mismatch between the in-domain data and the evaluation data that we are trying to evaluate the selected data on.

5.2 Next steps

A natural extension to this work is to augment the submodular method features with more granular linguistics features like the ones that were described in [21]. The easiest way to do that is to extend the set of features (U) that we use in equation 3.2 to include the lemmas, named entities and part of speech tags. By doing so, we can select not only text segments
that have surface similarities with the in-domain data, but also that share the structure and some level of semantics with the in-domain data.

Another area that we think will benefit from the submodular data selection is neural network language models. The reason is that training neural language models is very computationally expensive. Also, the computations increase exponentially with the size of the training data, which makes any reduction in the data size without affecting the quality of the language models a huge gain.
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