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The spiking activity of neurons encodes information about sensory stimuli and about planned or executed motor outputs. An important problem in computational neuroscience is the development of predictive models that describe the relationship between neural spiking and sensory inputs and motor outputs. This dissertation explores different aspects and applications of neural encoding.

First, a common family of models used to capture this relationship – known as linear non-linear Poisson (LNP) models – is described. Natural stimuli and motor outputs often exhibit strong auto-correlations, which presents challenges to model fitting. Ways of dealing with these issues are discussed, and an application is presented in primary motor cortical data from a non-human primate while performing a grip-and-reach task.

Determining the nature of encoding in primary motor cortex is a long-standing problem in studies of the motor system. For instance, it is unclear if primary motor neurons are best thought of as encoding information about movement kinetics or kinematics. These issues carry weight in the design of brain-computer interfaces (BCIs). A study into how primary motor cortical activity adapts to a coordination task which involves concurrent control of a BCI and motor output is presented. The task, known as a dual-control BCI, requires a monkey implanted with an intracortical electrode array in primary motor cortex control one axis of a cursor through brain control and the other axes through wrist control. During the dual control task, an effective connectivity analysis shows that the units directly controlling the cursor specifically dissociate
their from other units. Further, factors such as control unit tuning to wrist motion do not predict task performance. Only the control units variability is shown to be predictive of performance, which is useful when considering unit selection in such BCIs.

Second, this dissertation examines a phenomenon that occurs during the developing nervous system. Correlated spontaneous activity in the developing retina, known as retinal waves, is known to have a role in the receptive field development in higher visual areas. However the exact role of this activity in development is unknown – whether the form of the spontaneous activity actively drives the development specific features, or whether it merely plays a permissive role. This dissertation presents a reaction-diffusion model of retinal waves mediated through cholinergic signaling. This allows for a semi-analytic analysis to identify when the retinal medium is excitable and can support wave activity, which can be useful in determine appropriate pharmacological manipulations in order to better study retinal waves’ role in development.

Finally, advances in optical imaging mean that it is possible now to record from comprehensive populations of neurons from an entire brain or organism. Such studies promise to reveal much about how neural activity encodes and processes information. Hydra, a cnidarian, is a promising, novel model organism for such studies. Their nervous system is structured as a diffuse nerve net, which permits whole-animal calcium imaging of their neural activity. In order to extract this activity and relate it to behavior the neurons must be registered and tracked throughout imaging. Deformable object tracking is a challenging computer vision problem. This dissertation presents two methods that may aid in this neuron tracking problem – one based on an extended Kalman filter accelerated through a GPU implementation, and the other based on a combination of multi-frame optic flow and image registration methods.
Acknowledgments

I would like to first thank my advisor. I have had the privilege of working with Adrienne Fairhall, and deeply appreciate her support, encouragement, keen scientific insight, and tireless work promoting and enabling computational neuroscience research at UW. Also, thank you to Nathan Kutz for introducing me to the field of computational neuroscience, for his patience and understanding, and for the opportunity to visit Harvard during his sabbatical year.

To the remainder of my committee for their time and feedback: thanks to Eric Shea-Brown, Emily Fox, and particularly to Chet Moritz for his support, encouragement, and making me feel at home in his lab.

The work presented here is the combined effort of many researchers. I would like to thank my collaborators: Kevin Ford, Rob Robinson, Charlie Matlack, Eb Fetz, Cooper Mellema, Rafael Yuste, Chris Dupre, John Szymanski, Shuting Han, Anatoly Buchin, Amnon Horowitz and Ryan McGee. And particularly Ivana Milovanovic, for the countless hours spent debugging MATLAB
code together, and for putting up with my efforts to learn SQL and incorporate it into our analysis – OK, maybe it was overkill...

Thanks to Pedro Maia, Eli Shlizerman and Julijana Gjorgjieva for discussion and feedback on the retinal waves work.

Thanks to the many people I have had the pleasure of engaging in scientific and philosophical discussion throughout my time in graduate school. Particularly to Alex Cayco Gajic, Alison Duffy and Braden Brinkman.

Thanks to the Fairhall lab members, and the AMATH staff and faculty for providing a supportive work environment. To Olga Trichtchenko, Mauricio Del Razo and Donsub Rim for their friendship. To the baristas at Voxx Coffee and Cafe Solstice – the appeal of Solstice’s too loud, too crowded work environment continues to elude me, yet there I am.

To Elizabeth Embick.

Finally to my parents and brother for all their support.
# Table of Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>List of Figures</td>
<td>v</td>
</tr>
<tr>
<td>List of Tables</td>
<td>vii</td>
</tr>
<tr>
<td>List of Algorithms</td>
<td>ix</td>
</tr>
<tr>
<td>Nomenclature</td>
<td>xi</td>
</tr>
<tr>
<td><strong>1 Overview</strong></td>
<td>1</td>
</tr>
<tr>
<td>1.1 The computing brain</td>
<td>1</td>
</tr>
<tr>
<td>1.2 Representations in neural activity</td>
<td>3</td>
</tr>
<tr>
<td>1.3 Changing models of encoding in contemporary neuroscience</td>
<td>5</td>
</tr>
<tr>
<td>1.4 Thesis aims and contributions</td>
<td>8</td>
</tr>
<tr>
<td>1.5 Published work</td>
<td>10</td>
</tr>
<tr>
<td><strong>2 Neural encoding models</strong></td>
<td>13</td>
</tr>
<tr>
<td>2.1 Introduction</td>
<td>14</td>
</tr>
<tr>
<td>2.1.1 A (very) brief overview of what neurons do</td>
<td>14</td>
</tr>
<tr>
<td>Section</td>
<td>Title</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>2.1.2</td>
<td>A class of models of neurons</td>
</tr>
<tr>
<td>2.1.3</td>
<td>Moving from continuous to discrete time frameworks</td>
</tr>
<tr>
<td>2.1.4</td>
<td>Spike trains as stochastic processes</td>
</tr>
<tr>
<td>2.2</td>
<td>Modeling approaches in well-posed settings</td>
</tr>
<tr>
<td>2.2.1</td>
<td>Spherical noise and the spike triggered average</td>
</tr>
<tr>
<td>2.2.2</td>
<td>Gaussian noise and the spike triggered covariance</td>
</tr>
<tr>
<td>2.2.3</td>
<td>Non-Gaussian noise and maximally informative dimensions</td>
</tr>
<tr>
<td>2.2.4</td>
<td>LNP models</td>
</tr>
<tr>
<td>2.2.5</td>
<td>Generalized linear models</td>
</tr>
<tr>
<td>2.2.6</td>
<td>Hawkes processes</td>
</tr>
<tr>
<td>2.3</td>
<td>Illustration of estimation under temporally correlated input</td>
</tr>
<tr>
<td>2.3.1</td>
<td>How do auto-correlations effect estimation of k?</td>
</tr>
<tr>
<td>2.4</td>
<td>Dealing with ill-posed problems</td>
</tr>
<tr>
<td>2.4.1</td>
<td>Overfitting and maximum a posteriori estimation</td>
</tr>
<tr>
<td>2.4.2</td>
<td>Information criteria</td>
</tr>
<tr>
<td>2.4.3</td>
<td>Gaussian priors</td>
</tr>
<tr>
<td>2.4.4</td>
<td>Ridge regularization</td>
</tr>
<tr>
<td>2.4.5</td>
<td>LASSO and Group LASSO</td>
</tr>
<tr>
<td>2.4.6</td>
<td>Reduced parameter spaces and alternative bases</td>
</tr>
<tr>
<td>3</td>
<td>Effective connectivity in neuronal networks</td>
</tr>
<tr>
<td>3.1</td>
<td>Introduction</td>
</tr>
<tr>
<td>3.2</td>
<td>Causal inference review</td>
</tr>
<tr>
<td>3.2.1</td>
<td>Granger causality</td>
</tr>
<tr>
<td>3.2.2</td>
<td>Transfer entropy, and generalizations of Granger causality</td>
</tr>
<tr>
<td>3.2.3</td>
<td>Point process analogues</td>
</tr>
<tr>
<td>3.2.4</td>
<td>‘Graphical Granger’ models</td>
</tr>
<tr>
<td>3.3</td>
<td>Applications to neuroscience</td>
</tr>
<tr>
<td>4</td>
<td>A GLM of primary motor encoding in a grip and reach motor task</td>
</tr>
<tr>
<td>4.1</td>
<td>Behavioral task</td>
</tr>
<tr>
<td>4.2</td>
<td>Trial and spiking data</td>
</tr>
<tr>
<td>4.3</td>
<td>Model</td>
</tr>
<tr>
<td>4.4</td>
<td>Validation</td>
</tr>
<tr>
<td>4.5</td>
<td>Filters estimation and simulations</td>
</tr>
<tr>
<td>5</td>
<td>Reconfiguring motor circuits for a joint manual and BCI task</td>
</tr>
<tr>
<td>5.1</td>
<td>Introduction</td>
</tr>
<tr>
<td>5.2</td>
<td>Methods</td>
</tr>
<tr>
<td>5.2.1</td>
<td>BCI decoder</td>
</tr>
<tr>
<td>5.2.2</td>
<td>Linear tuning model</td>
</tr>
<tr>
<td>5.2.3</td>
<td>Assessing effective connectivity with transfer entropy</td>
</tr>
<tr>
<td>5.2.4</td>
<td>Intrinsic variability and Gaussian-process factor analysis</td>
</tr>
</tbody>
</table>
5.2.5 Granger-causality cursor control metric ........................................ 76
5.2.6 Analysis ...................................................................................... 77
5.3 Results ......................................................................................... 77
  5.3.1 Dual control task better maintains tuning to wrist motion compared to
       brain control task .......................................................................... 77
  5.3.2 Dual control task selectively dissociates control unit activity from co-tuned
       units ............................................................................................ 80
  5.3.3 Neural variability constrains brain control proficiency ................. 83
5.4 Discussion .................................................................................... 87
  5.4.1 Differences between linear tuning in brain control and dual control .... 87
  5.4.2 Insights from effective connectivity ............................................. 88
  5.4.3 Intrinsic variability constraints ................................................... 89
  5.4.4 Outlook .................................................................................... 90
5.5 Supporting information ................................................................. 90

6 A reaction-diffusion model of cholinergic retinal waves 95
  6.1 Introduction .................................................................................. 96
  6.2 Methods ...................................................................................... 98
    6.2.1 The model .............................................................................. 98
    6.2.2 Mathematical analysis .......................................................... 102
  6.3 Results ....................................................................................... 106
    6.3.1 A physiological reaction-diffusion model of cholinergic retinal waves 106
    6.3.2 Necessary conditions for wave propagation ............................. 109
    6.3.3 Waves under physiological manipulations ................................ 114
    6.3.4 Spatio-temporal patterns of propagating activity .................... 117
  6.4 Discussion ................................................................................... 120
    6.4.1 Comparison to previous studies .............................................. 120
    6.4.2 Experimental validation of the model ..................................... 121
    6.4.3 On the extra-synaptic diffusion of ACh .................................... 122
    6.4.4 Stage II retinal waves and development ................................... 124
    6.4.5 Self-organized criticality ......................................................... 125
    6.4.6 Wider context ....................................................................... 126

7 Deformable object tracking 131
  7.1 Introduction ................................................................................ 131
  7.2 State space model background ..................................................... 132
    7.2.1 The linear Kalman filter (KF) ............................................... 133
    7.2.2 The extended Kalman filter (EKF) .......................................... 135
    7.2.3 The iterated extended Kalman filter (IKF) ............................. 136
    7.2.4 The particle filter (PF) .......................................................... 138
  7.3 Dense optical flow ...................................................................... 139
  7.4 Deformable object tracking ......................................................... 142
    7.4.1 Local estimation of structure from motion using state-space models 142
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.4.2</td>
<td>With physical models</td>
<td>143</td>
</tr>
<tr>
<td>7.4.3</td>
<td>Template matching</td>
<td>144</td>
</tr>
<tr>
<td>8</td>
<td>High-dimensional state space tracking model through GPU acceleration</td>
<td>145</td>
</tr>
<tr>
<td>8.1</td>
<td>Motivation</td>
<td>145</td>
</tr>
<tr>
<td>8.1.1</td>
<td>Hydra, the model cnidarian</td>
<td>146</td>
</tr>
<tr>
<td>8.1.2</td>
<td>Approach</td>
<td>147</td>
</tr>
<tr>
<td>8.2</td>
<td>Model</td>
<td>148</td>
</tr>
<tr>
<td>8.2.1</td>
<td>Process model</td>
<td>149</td>
</tr>
<tr>
<td>8.2.2</td>
<td>Observation model</td>
<td>154</td>
</tr>
<tr>
<td>8.2.3</td>
<td>GPU implementation</td>
<td>157</td>
</tr>
<tr>
<td>8.2.4</td>
<td>Implementation</td>
<td>161</td>
</tr>
<tr>
<td>8.3</td>
<td>Results</td>
<td>163</td>
</tr>
<tr>
<td>8.4</td>
<td>Discussion</td>
<td>164</td>
</tr>
<tr>
<td>8.5</td>
<td>Model notation</td>
<td>166</td>
</tr>
<tr>
<td>9</td>
<td>A long term tracking method robust to occlusion and large deformation</td>
<td>169</td>
</tr>
<tr>
<td>9.1</td>
<td>Introduction</td>
<td>169</td>
</tr>
<tr>
<td>9.2</td>
<td>Background</td>
<td>170</td>
</tr>
<tr>
<td>9.2.1</td>
<td>A primal-dual algorithm for convex optimization</td>
<td>170</td>
</tr>
<tr>
<td>9.2.2</td>
<td>Applications to imaging</td>
<td>173</td>
</tr>
<tr>
<td>9.2.3</td>
<td>Review of Mumford-Shah segmentation</td>
<td>174</td>
</tr>
<tr>
<td>9.3</td>
<td>Long term tracking with multi-image optic flow and segmentation</td>
<td>178</td>
</tr>
<tr>
<td>9.3.1</td>
<td>The method</td>
<td>179</td>
</tr>
<tr>
<td>9.3.2</td>
<td>Continuity between adjacent interframes</td>
<td>186</td>
</tr>
<tr>
<td>9.4</td>
<td>Results</td>
<td>191</td>
</tr>
<tr>
<td>9.5</td>
<td>Discussion</td>
<td>194</td>
</tr>
<tr>
<td>10</td>
<td>Conclusions</td>
<td>197</td>
</tr>
<tr>
<td>A</td>
<td>Proof of Results</td>
<td>201</td>
</tr>
<tr>
<td>A.1</td>
<td>Radially symmetric stimuli and auto-correlation</td>
<td>201</td>
</tr>
<tr>
<td>A.2</td>
<td>Equivalence between standard Kalman filter formulation and presented filter</td>
<td>202</td>
</tr>
<tr>
<td>Bibliography</td>
<td></td>
<td>205</td>
</tr>
</tbody>
</table>
## List of Figures

<table>
<thead>
<tr>
<th>Figure Number</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Sketch of a single neuron and network of neurons.</td>
<td>14</td>
</tr>
<tr>
<td>2.2</td>
<td>Geometry of least squares estimation.</td>
<td>35</td>
</tr>
<tr>
<td>2.3</td>
<td>Geometry of maximum likelihood estimation of exponential Poisson GLM.</td>
<td>40</td>
</tr>
<tr>
<td>4.1</td>
<td>Summary of the three-dimensional monkey-based reach task with spike data from example unit.</td>
<td>63</td>
</tr>
<tr>
<td>4.2</td>
<td>Network GLM features and validation for monkey reach data using the interval between the start of the go signal and the end of the trial.</td>
<td>66</td>
</tr>
<tr>
<td>5.1</td>
<td>Dual control experimental setup.</td>
<td>71</td>
</tr>
<tr>
<td>5.2</td>
<td>Changes in encoding between dual control and brain control tasks.</td>
<td>79</td>
</tr>
<tr>
<td>5.3</td>
<td>Connectivity analysis using transfer entropy.</td>
<td>81</td>
</tr>
<tr>
<td>5.4</td>
<td>Intrinsic variability constrains performance.</td>
<td>84</td>
</tr>
<tr>
<td>5.5</td>
<td>Contributions of cursor motion by each control unit, measured by Granger causality score $G$.</td>
<td>86</td>
</tr>
<tr>
<td>5.6</td>
<td>Functional connectivity validation.</td>
<td>92</td>
</tr>
<tr>
<td>5.7</td>
<td>Change in tuning angle in unrotated sessions.</td>
<td>92</td>
</tr>
<tr>
<td>5.8</td>
<td>Tuning changes during unrotated sessions.</td>
<td>93</td>
</tr>
</tbody>
</table>
# List of Tables

<table>
<thead>
<tr>
<th>Table Number</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1</td>
<td>Parameters for Morris-Lecar model.</td>
<td>127</td>
</tr>
<tr>
<td>6.2</td>
<td>Dimensionless parameters for Morris-Lecar model.</td>
<td>127</td>
</tr>
<tr>
<td>8.1</td>
<td>Model notation</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td>Algorithm</td>
<td>Page</td>
</tr>
<tr>
<td>---</td>
<td>------------------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>1</td>
<td>Computation of Jacobian×residual</td>
<td>162</td>
</tr>
<tr>
<td>2</td>
<td>Computation of Hessian</td>
<td>162</td>
</tr>
<tr>
<td>3</td>
<td>Chambolle's algorithm</td>
<td>172</td>
</tr>
<tr>
<td>4</td>
<td>Slightly generalized Chambolle’s algorithm</td>
<td>173</td>
</tr>
</tbody>
</table>
Nomenclature

**Acronyms / Abbreviations**

\( \hat{\theta} \) an estimator of \( \theta \)

\( \mathbb{E}_\theta \) expectation with respect to distribution possessing parameter \( \theta \) (i.e. to measure \( dF(x; \theta) = f(x; \theta)dx \))

\( \mathbb{1}_A(\omega) \) indicator function of event \( A \)

\( \nabla_\theta \) variance with respect to distribution possessing parameter \( \theta \)

\( \mathbf{x} \) a column vector

\( \mathcal{I} \) Fisher information matrix
$\theta^* \quad$ the true parameter value

$A, A_{:,n}, A_{n,:} \quad$ a matrix, the $n$th column, and the $n$th row of the matrix

$F_X(x) \quad$ df of random variable $X$

$f_X(x), p_X(x) \quad$ pdf/pmf of random variable $X$

$L, \mathcal{L} \quad$ likelihood and log-likelihood

$X \quad$ a random variable

$x \quad$ a particular observation/outcome of the random variable $X$
“By reasoning, I understand computation. And to compute is to collect the sum of many things added together at the same time, or to know the remainder when one thing has been taken from another.”
—Thomas Hobbes, *De Corpore*, 1655

1.1 The computing brain

The Greek word for spirit, *pneuma*, is part of a long history of conceptualizing living and thinking organisms through contemporary technological metaphors. Pneuma also means breath, or wind, and reflects a relationship between the water-based machines of ancient Greece, fountains
and water clocks, and conceptions of the soul. Other technologies beyond antiquity also serve as examples: clockwork mechanisms during the enlightenment, steam engines and hydraulic machines during the Victorian era, relay switches and telegraphs from early last century, and the digital computer of the last 70 years. Each technology has been used as a metaphor to understand the brain’s function and its relation to cognition [63]. This thesis will explore various models within the field of computational neuroscience that rely, in part, on this most recent, computational metaphor. Before describing the aims of this thesis a brief overview of this discipline is provided.

Computational neuroscience is the study of the function of nervous systems and brains, both through using computers as tools to simulate that which cannot be modeled otherwise and through using metaphors of computation [59, 207]. What exactly does it mean for something to be a computer? This can be debated, but a common definition is the following. A physical system implements a given computation if there are some elements of that system that map usefully to some variables of interest[59]. This mapping and the evolution of the system then results in the manipulation of the variables of interest in such a way that some calculation/computation is performed. Thus, in general, we have some relations between physical states and variables $x$ and $z$ such that the evolution of the system honors the relation

$$z = a(x).$$

(1.1)

Such an arrangement could be said to be computing the function $a(x)$. Note that this definition does not stipulate that the physical system implementing the computation possess any digital behavior: a sun dial is a good example of an analog computer. Nor does a computer have to be human-made: suitably interpreted, many natural systems can be seen to be performing computations. A ball rolling and settling at the bottom of a hill is performing an ‘energy minimization’ computation. But such natural computations are by no means trivial – the process of evolution through natural selection can be seen as a type of ‘fitness’ optimizing computation, and one that computer scientists have found useful to mimic in solving general optimization problems.
Given this definition, neuroscientist David Marr proposed his well known *tri-level analysis* as a framework to analyze the computational capabilities of neural *circuits*. Marr proposed that a given neural circuit can be analyzed at three different levels: we can first ask what *computation* is being performed, second we can ask what is the *algorithm* that is being used to perform the computation, and third we can ask what is the physical *implementation* of this algorithm[176]. Marr’s framework inspired many founders of the field, including Hopfield, Sejnowski, and Poggio from the 1980s onward.

### 1.2 Representations in neural activity

The definition of computation given above details two necessary components: 1) a physical system capable of generating sufficiently rich dynamics, and 2) the existence of a mapping between the system’s states and some variables of interest. The existence of such a mapping is necessary for claiming that a system represents a variable of interest, and it is the manipulation of these representations that are the basis of computation. An oft-quoted tag-line for philosopher Jerry Fodor’s book *The Language of Thought* is “No computation without representation.”[89] When it comes to the brain, in general we would like to know: what elements of an organism’s environment, internal processes, and motor responses are represented by the nervous system? And how are these elements represented? In relation to Equation (1.1), we could phrase these questions as: what does variable \( x \) represent, and what is the relation between \( x \) and physical states of the nervous system. An example might be the velocity and position of the eyes, and its representation in the spiking rate of neurons in the oculomotor system.

Does any relationship, or mapping, between some variable and states of the nervous system count as representational? In nervous systems many different components can be found to reliably correlate with external or physiologically relevant internal variables. This is true even within individual neurons: membrane potential, synaptic strength, intracellular calcium concentration, and processes involving G-coupled protein receptors correlate with physiologically relevant
variables, and can all be studied for their role in single cell computations. A compendium of such single cell computations is provided in Koch 1998 [145]. But part of the definition of computation given above is the phrase ‘variables of interest’, which highlights that what counts as computational has an interest-relative component. We only view something as performing a computation if we are interested in some of its outputs or the variables involved in the computation. A ball rolling to the bottom to the hill is only an interesting computation if the landscape, and where its minimum is, can thought of as representing some variable of interest, otherwise it’s just a ball on a hill. This means that the existence of a correlation is not sufficient for calling something a representation. More specific and detailed theories of representation can be provided, and debated. The review by Piccinini and Shagrir 2014 [207], and references therein, provides a good starting point for discussion on these issues (and an example of a detailed, ‘bottom-up’ theory of representation can be found in Lloyd 1989 [164]).

Regardless of these more philosophical issues, it remains the case that a necessary step in understanding a given neuronal computation relies on characterizing the relationship between a nervous system’s state and candidate variables of interest. In this thesis focus will be given to the relationships between spiking activity of neurons and sensory inputs and motor outputs. This is known as the neural coding, or encoding, question: how does neural activity encode information about the environment, motor output and internal variables? Slightly more specifically, the goal is to describe the relationship between a candidate variable \( x(t) \) and neural output \( y(t) \), typically given as a set of spike times for a neuron:

\[
y(t) \sim f[x(t)].
\] (1.2)

Determining this relationship is complicated by the fact that neurons, when presented with the same input \( x(t) \), will produce varying outputs – due to many factors, neurons are noisy. For this reason the relationship between \( x(t) \) and \( y(t) \) is statistical in nature.
Answering these neural encoding questions is arguably more straightforward in sensory systems, in part because encoding of environmental variables – e.g. visual stimuli, variables more under an experimentalist’s control – can be better probed experimentally. Indeed, the receptive field of neurons in the visual system continues to provide the archetype for this type of relationship [177, 81]. Hubel and Weisel, by presenting moving gratings in particular directions and visual field locations over repeated trials, were able to determine a relationship between grating location, direction and activity of visual cortical neurons of the cat [129]. Since their foundational work, significant effort has been devoted to the identification of encoding relationships of individual neurons (a detailed overview, of which this thesis provides a contribution, can be found in Aljadeff et al 2016[7]). Non-visual senses can similarly be studied and encoding relationships identified (e.g. [235, 172]).

1.3 Changing models of encoding in contemporary neuroscience

Yet the preceding description leaves open the question of how it is we are to identify representations in the nervous system. There is no general recipe, of course; it requires looking at the specifics of the system under consideration. Knowledge of the types of computations the system may be involved in is required to generate hypotheses. And therein is the challenge.

Comparisons between encoding models in the visual system and the motor system serve to illustrate this challenge. From studies of the visual system, an influential idea first articulated by Barlow is that of the feature detector. In studies of frog vision, Barlow was the first to note the center-surround nature of receptive fields of the frog’s retinal ganglion cells – they respond strongly to small spots on a light background. Frogs eat flies, and the hypothesis that Barlow put forward is that retinal ganglion cells act as fly detectors. Thus by proposing a computational role in feature detection, the activity of these neurons could be said to represent the presence or absence of a fly in a particular part of the animal’s visual field. The idea of course can be generalized to
generic objects and features in a visual scene. Barlow further proposed that individual neurons therefore coded for perceptually significant events. [177]

The feature detector is a conceptually straightforward and appealing computation, and also one that is compatible with single-unit recordings available at the time of its conception. Thus while the notion that individual neurons’ activity relates so to directly to perception has been tempered, the idea that neurons represent different components of a sensory input through their spiking activity has remained. Indeed hierarchical models of visual processing based on neurons representing increasingly abstract and invariant visual features have been successful in describing many aspects of the visual system [234]. The general notion has been fruitful in teasing apart the function of the visual system, and in testing more specific hypotheses about the nature of this encoding – sparse coding [196], predictive coding [214], etc.

In contrast, encoding models in primary motor cortex are more ambiguous: it remains unclear what motor output parameters cortical neurons can best be said to represent. In a sense, motor cortex was one of the first areas of cortex to be studied, and yet debate continues today about its function. In the 1960s Evarts, performing some of the first electrophysiological recordings in behaving primates, noted a relationship between single joint forces applied and neural activity. This lead to the notion that motor cortex represents movement kinetics [80, 231]. However early studies focused typically on single joint movements in conjunction with single-unit recordings[226]. In 1982 Georgopoulos [99] constructed a now famous center-out task, which involved reaching from a central position outward to one of eight targets. Compared to previous studies, the task involved multiple joint motion. Georgopoulos noted that individual neurons responded in a way related to the direction of the reach motion. Each neuron exhibiting cosine tuning: its firing rate was a cosine function of the reach direction. Such a model provides each neuron with a ‘preferred reach direction’, the direction of maximal firing rate. The findings lead to the notion that motor cortical activity also represents limb movement kinematics – limb positions, velocities and accelerations.

---

1Prior to the mid 1800s, it was thought the cortex was largely functionally irrelevant. In what now appears rather barbaric, Fritsch and Hitzig, in 1870, restrained live dogs and removed their skulls. This enabled them to stimulate regions of the dogs’ cortex. When specific regions were stimulated they observed movement of specific parts of the dogs’ contralateral limbs. In this way they were the first to identify the motor cortex.
Georgopoulos also noted that, while the activity of any one unit could not be used to reliably
determine motion direction, the sum of a population of unit’s preferred directions, weighted by
their firing rate, could be used to predict motion direction. This is known as the population vector,
and is a type of neural decoding. It provides a useful starting point in the design of brain-computer
interfaces.

Further complication is provided by studies from Graziano [113, 112], in which electrical
stimulation is applied to sites in motor cortex at higher currents and for longer durations than
previously performed. Graziano observed that stimulation of the same site for an extended
duration lead to drawn-out, multi-joint reaching and grasping movements. Thus motor cortex
may additionally represent ethologically relevant actions. However later studies suggest that this
effect may be the result of intra-cortical stimulation blocking and replacing natural neural activity
[52].

Each of the above experimental paradigms provides evidence that motor cortical activity
encodes different features of motor behavior. Indeed motor cortex does encode each of these,
der under different circumstances, as the information about each different aspect of movement can
be significantly correlated to neural activity. Yet interpreting these relationships in a single
computational framework is challenging.

Thinking of motor cortical activity as representing movement in a similar way to how visual
cortex may represent visual information would suggest that primary motor neurons represent
different elements of motor control of different limbs, and that the mixture of neurons active
at any one time combine in some way to produce an action related to the actively represented
motions – e.g. the population vector. Yet this cannot account for why it is that different encoding
relationships become apparent under different experimental paradigms – the population vector
does not work all of the time (see, for example, the analysis of Sanger 1994 [222]).

Different computational theories may thus be required. Some candidate theories involve
viewing the motor system as implementing an optimal control system [275, 229, 226]. A recent
idea, enabled by multi-electrode array recordings and optical imaging, proposes that motor cortex
implements a type of dynamical system related to the dynamics of reaches and motions performed. A specific instantiation of this idea, tested in the context of a delayed-reach task – a target is presented and after a delay period is reached for, possibly while avoiding obstacles – is that a planning phase configures motor cortical activity to be in some initial state, and that during the reach this state acts as initial conditions for the dynamical system, which then unfolds according to its own dynamics [58, 57].

This description of encoding models in motor cortex serves to illustrate two points: first, that understanding how neural activity encodes information about particular external variables is not sufficient to understand its role in neural computation; and second, that the types of theories that can be considered is often constrained by the experimental paradigms, recording technologies and datatypes available to us. Dynamical system theories of motor cortical activity were not considered until the advent of multi-electrode arrays, nor were the arrays originally constructed to test such theories.

Technology now allows for the simultaneous recording of hundreds or even thousands of neurons, in some cases in conjunction with non-trivial behaviors. This greatly expands the class of neural computational theories that can be tested, and thus in the future will serve to better understand how sensory inputs and motor outputs are represented in the nervous system. An important component of this is understanding how neurons encode these inputs and outputs, and how these relationships change as technologies advance.

1.4 Thesis aims and contributions

This thesis aims to explore the notion of neural encoding in three ways: its estimation, application, and development. First, in Chapter 2, a well-known class of statistical models commonly applied to encoding problems, the linear non-linear Poisson (LNP) model, is reviewed. Fitting these methods to naturalistic data requires some care, as their estimation often can be poorly conditioned. Thus particular attention is given to these issues.
However, directly relating neural activity to external parameters may be less informative in some cases. In some cases internally generated neural dynamics may play a significant role, and need to be accounted for in statistical descriptions of neural activity. The advent of high dimensional multi-unit recordings permits estimation of these dynamics. Thus the second part of the thesis describes augmentations to these LNP-type models to multi-unit recordings. In Chapter 3 we review models that allow estimation of interactions between recorded units, referred to as either functional or effective connectivity. As described above, issues of encoding are particularly ambiguous when it comes to motor cortical activity, and multi-unit recordings have the potential to provide insight in ways not possible from single-unit recordings. Chapter 4 provides a demonstration of an extension of our encoding models to network models in primary motor cortical recordings from a monkey while performing a 3D grip and reach task. Finally, in Chapter 5, an application of these connectivity and encoding models is provided in order to better understand a type of concurrent use brain computer interface (BCI), termed a dual-control BCI.

Third, the thesis contributes work related broadly to the development of neural encoding – that is, how it is that nervous systems develop to encode information about the environment. Normative models of neural circuits propose a principle that nervous systems should operate by, and from this principal derive properties that can be compared against actual neural recordings. Such analysis can confirm or reject principles nervous systems operate under, and thus provide insight into why it has the structure is does. Additional insight into why a circuit has the structure it does can be obtained by studying instead the developmental processes which lead to its ultimate form. Receptive fields in primary visual cortex can be studied in this way. During development, spontaneous waves of depolarizations in retinal ganglion cells are known to contribute to the formation of receptive fields of primary visual cortex. In Chapter 6, we develop a model of this spontaneous activity, known as retinal waves. The model is based on reaction-diffusion equations which can be analyzed in a semi-analytic fashion, which allows for the identification of criteria for when the retinal cell network supports wave activity. In principle this allows for predictions
about which pharmacological manipulations of the retinal network will alter/abolish retinal waves, which can be used to probe the waves’ effect on the development of receptive fields.

Finally, this thesis considers a computer vision problem of importance to calcium image analysis in freely behaving animals. Focus is given to tracking the cniderian, Hydra, as it undergoes semi-constrained, approximately two-dimensional motion. However, in general, advancing technologies in neuroscience are rapidly allowing ‘whole-animal’ imaging studies to be performed in a variety of small animals, in conjunction with behavior. An important algorithmic prerequisite to such studies is being able to track their behavior, to facilitate more robust neuron tracking, and to perform behavioral analysis. To that end, we develop methods that can track deformable objects over extending video sequences. Chapter 7 provides an overview of methods from the deformable object tracking literature. Chapter 8 provides a high dimensional state space model made computationally feasible through an alternate formulation of the extended Kalman filter suitable to implement on a GPU. The model is shown to track deformable objects that do not undergo rapid motion or extreme deformations. In order to handle these cases a robust, long-term tracking method is developed based on multi-frame optic flow and image segmentation methods. This method is presented in Chapter 9.

Chapter 10 provides a summary and outlook of the presented work.

1.5 Published work

The proceeding work has formed the basis for contributions to the following proceedings and publications:


Neural encoding models

“Then do you now model the form of a multitudinous, many-headed monster, having a ring of heads of all manner of beasts, tame and wild, which he is able to generate and metamorphose at will?”

Plato, The Republic

This Chapter provides an overview of an important statistical modeling paradigm in computational neuroscience – one that centers around the linear non-linear Poisson (LNP) model, its extensions, and its applications. Particular focus is given to issues related to its estimation. While this or similar frameworks have arguably found most success in sensory neuroscience, it has proved a useful tool in modeling neurons of many brain regions.
Neural encoding models

2.1 Introduction

2.1.1 A (very) brief overview of what neurons do

Neurons are the cells of animals that coordinate motion and share sensory information rapidly over large distances. They do so (in general) via electrical impulses called action potentials, spikes in membrane potential, that propagate along an extension of the cell body called an axon. These impulses travel (in general) without significant loss of amplitude or shape down the axon. The axon contains contacts, synapses, with neighboring cells’ dendrites. Dendrites are influenced by incoming action potentials, which then affect that cell’s probability of sending its own spikes down its own axon to cells that it synapses with (Figure 2.1). Many properties of the synapses, dendrites, the cells themselves, and the environment they’re embedded in, determine how this probability of spiking is affected as the result of input – the action potentials that a neuron outputs are some processed form of the action potentials it receives as input. As discussed in Chapter 1, neurons, individually and collectively, are thus said to perform computations on their inputs that
ultimately dictate the organism’s decisions and behavior. Because of this all-or-none nature, it is often sufficient to describe the information that one neuron sends to another entirely in terms of the times at which the spikes were generated or received by the sending or receiving neuron. With that in mind, we can consider how this may be modeled mathematically.

2.1.2 A class of models of neurons

Let a neuron’s activity then be characterized as a set of spike times:

\[ y(t) = \sum_{i=1}^{Y(T)} \delta(t - t_i), \]

where \( Y(T) \) gives the total number of spikes up to a time \( T \) and \( \delta(\cdot) \) is the Dirac delta function; thus \( y(\cdot) \) is a point process and \( Y(\cdot) \) is its counting process. In sensory neuroscience a key question to ask is: how does the sequence of spikes \( y(t) \) depend on a sensory input \( x(t) \)?

The most general formulation is simply:

\[ y(t) \sim f[x(t)], \quad (2.1) \]

for some functional \( f[\cdot] \), and some stationary input \( x(t) \). This is a (very) broad class of models, so to make the problem tractable and interpretable the functional \( f[\cdot] \) is approximated or parameterized in some way. For instance, we can assume that a neuron’s response depends on a set of linear functionals designating ‘features’ \( k(\tau) \) within the stimulus that the neuron preferentially responds to. This restricts the space of functionals to those of a particular form:

\[ y(t) \sim f(k * x(t)), \quad (2.2) \]

---

1Strictly stationary: all finite-dimensional distributions are time-translation invariant \(- f_k(t_1, \ldots, t_k) = f(t_1 + \tau, \ldots, t_k + \tau) \) for all \( \tau \in \mathbb{R} \) and \( k \in \mathbb{Z} \). Second-order, weakly stationary: the first and second dimensional joint distributions are time-translation invariant. In this text, and often elsewhere, stationary will be taken to mean second-order stationary. Wide-sense stationary: a process for which the first and second moments are time translation invariant. Wide-sense stationarity is sufficient to ensure that the space \( \{x(t)\} \) is a Hilbert space with inner product \( \langle X_t, Y_t \rangle = \mathbb{E}(X_t Y_t) \).
where $\ast$ denotes the convolution: $a \ast b = \int a(\tau)b(t - \tau) \, d\tau$. In this case we are projecting the stimulus onto a subspace spanned by $k(\tau)$, by which the output $f[\cdot]$ becomes simply a function of this projection, and the model identification problem becomes one of determining functions (not functionals) $f(\cdot)$ and $k(\cdot)$—a dramatic reduction in model complexity! We then think of the convolution $k \ast x(t)$ acting as a ‘feature detector’, as an operation which pinpoints times $t$ at which the stimulus contains the feature $k(\tau)$.

This Chapter will explore models of the form (2.2), those which characterize a neuron’s activity as a non-linear function of a linear operation on the stimulus input. They are in part inspired by Weiner/Volterra models, which expand the functional $f[\cdot]$ into its Wiener series and whose coefficients can then be estimated directly from the observed cross-correlations\(^2\). This basic ‘linear, non-linear’ idea has been extensively applied in many settings within neuroscience; the text Spikes: Exploring the Neural Code provides a clear and detailed exposition [217, 54].

A central problem in this setting is of course the estimation of both $f(\cdot)$ and $k(\cdot)$. In this section we review various implementations of this framework and how the estimation of the linear filters $k(\tau)$ is performed in each case. As it is an important statistical issue, we focus on how

\(^2\)The theory of non-linear systems identification studies exactly equations of the form (2.1), which can be expressed in terms of a Volterra series (or an equivalent Weiner series). The Volterra series takes the form

$$ y(t) = h^{(0)} + \int_\mathbb{R} h^{(1)}(\tau_1)x(t - \tau_1) \, d\tau_1 + \int_{\mathbb{R}^2} h^{(2)}(\tau_1, \tau_2)x(t - \tau_1)x(t - \tau_2) \, d\tau_1 d\tau_2 + \ldots $$

for Volterra kernels $h^{(i)}$. We can also write

$$ y(t) = H_0 x(t) + H_1 x(t) + H_2 x(t) + \ldots $$

for Volterra operators $H_i$. The Volterra operators are not orthogonal, in the sense that $\langle H_i x(t), H_j x(t) \rangle = \int_\mathbb{R} H_i x(t) H_j x(t) \, dt \neq 0$ for $i \neq j$, which makes estimation of the kernels in terms of observed (co)variances more difficult. Each term can be orthogonalized in a process analogous to the Gram-Schmidt orthogonalization procedure, and the result is the Wiener series:

$$ y(t) = G_0 x(t) + G_1 x(t) + G_2 x(t) + \ldots $$

where Wiener operators are defined in a way that $\langle G_i x(t), G_j x(t) \rangle = \int_\mathbb{R} G_i x(t) G_j x(t) \, dt = 0$ for $i \neq j$. This has the benefit that the kernels can estimated directly from the observed cross-correlations:

$$ k^{(n)}(\tau_1, \ldots, \tau_n) = \frac{1}{n! A^n} y(t)x(t - \tau_1)\ldots x(t - \tau_n). $$
this estimation procedure is affected by the stimulus statistics, in particular on the effect of inputs possessing strong auto-correlation on the time-scale on which the neuron’s activity is modeled.

### 2.1.3 Moving from continuous to discrete time frameworks

While we think of spikes as point events, suggesting they be indexed by a continuous time variable, in practice we will perform computations with a countable set of time bins. Let the following allow us to convert between a continuous set of spike times \( \{t_j\}_{j=1}^J \) and a discrete set of binned spikes: assume there are \( K \) timebins such that \( T = K \Delta t \). Denote by \( Y_k \) the number of spikes that occur up to time \( t_k = k \Delta t \) and by \( y_k \) the number of spikes that occur in the interval \([t_{k-1}, t_k)\). Let \( Y_{1:k} \) denote the \( k \)-vector whose \( i \)th element records the number of spikes up to time \( t_i \), and let \( y_{1:k} \) denote the \( k \)-vector in which the \( i \)th element represents the number of spikes that occurred in timebin \( i \). When the length of these vectors does not need to be specified \( Y \) and \( y \) will be used. It’s common but not always necessary to make \( \Delta t \) small enough that only one spike can be attributed to a neuron within the interval \( \Delta t \), approximately 1-2ms, in which case the output vector becomes simply a binary sequence indicating the occurrence of a spike or not.

### 2.1.4 Spike trains as stochastic processes

It’s useful to express the problem in terms of a stochastic process for which significant theory and estimation machinery exists. The Poisson process is the foundational point process, in the sense that the likelihood function of a very broad class of point processes has the same form as the humble Poisson process’s likelihood. Here we describe the relation between a continuous point process and its discrete equivalent.
2.1.4.1 Continuous-time Poisson process

A homogeneous Poisson process can be defined by its measure of a set of \( J \) intervals \((a_j, b_j]\) with \( a_j < b_j \leq a_{j+1} \):

\[
\Pr(Y(a_j, b_j] = n_j) = \prod_{j=1}^{J} \left[ \lambda(b_j - a_j) \right]^{n_j} e^{-\lambda(b_j - a_j)}.
\] (2.3)

Given this form, the likelihood of a specific instantiation of events, given by times \( \{t_j\}_{j=1}^{J} \), can be obtained by considering the set of intervals \( S = \{(t_j - \Delta, t_j]\}_{j=1}^{J} \) on which, if \( \Delta \) is made small enough, each contain one event, while the complementary set of intervals, denoted \( S^C \), each contain no events. This gives

\[
\Pr(\{Y(t_j - \Delta, t_j] = 1\} \cup \{Y(t_j, t_{j+1} - \Delta] = 0\}) = \left( \prod_{j=1}^{J} \frac{[\lambda \Delta]^{1}}{1!} e^{-\lambda \Delta} \right) e^{-\lambda T - \lambda \Delta J} = [\lambda \Delta]^{J} e^{-\lambda T}
\]

which, if we let \( \Delta \to 0 \) and divide by \( \Delta^J \) provides, the density:

\[
L_{(0,T]}(J; t_1, \ldots, t_J) = \lambda^J e^{-\lambda T}
\]

\[
= \exp \{-\lambda T + J \log \lambda\}.
\] (2.4)

More generally, an inhomogeneous Poisson process is one defined by a time varying rate \( \lambda(t) \), in which case we define

\[
\Lambda(a, b) = \int_{a}^{b} \lambda(t') dt.
\]

The probability of a set of events on disjoint intervals (2.3) then becomes

\[
\Pr(Y(a_j, b_j] = n_j) = \prod_{j=1}^{J} \left[ \int_{a_j}^{b_j} \lambda(t) dt \right]^{n_j} e^{-\int_{a_j}^{b_j} \lambda(t) dt}
\] (2.5)
and the likelihood (2.4) becomes

\[
L_{(0,T)}(J; t_1, \ldots, t_J) = e^{- \int_0^T \lambda(t) dt} \prod_{j=1}^{J} \lambda(t_j)
\]

\[
= \exp \left\{ - \int_0^T \lambda(t) dt + \int_0^T \log \lambda(t) dN(t) \right\}
\]

\[
= \exp \left\{ - \int_0^T \lambda(t) dt + \sum_{j=1}^{J} \log \lambda(t_j) \right\}, \tag{2.6}
\]

where we have simply replaced in each expression \( \lambda(b_j - a_j) \) with \( \int_{a_j}^{b_j} \lambda(t) dt \) – the process maintains the property that the joint distributions are still Poisson, and disjoint intervals are independent. This substitution highlights that in moving to an inhomogeneous process we have done nothing more than rescale time according to \( t \to u(t) = \Lambda(0, t] \), which means that if we undo this transformation, by defining

\[
\tilde{Y}(t) = Y(u^{-1}(t)),
\]

then we obtain a homogeneous Poisson process with unit rate. Remarkably, this rescaling is in fact possible for a broad range of point processes, highlighting the fact that the Poisson process is in some sense the canonical point process (see Papangelouo 1972 [200] for a precise statement).

Indeed, quite generally, a regular stochastic point process is fully characterized by its rate, or conditional intensity function (CIF), \( \lambda \), which can be defined as

\[
\lambda(t|H(t)) = \lim_{\Delta t \to 0} \frac{\Pr(Y(t + \Delta t) - Y(t) \geq 1|H(t))}{\Delta t}
\]

and likelihood (2.6), where \( H(t) \) represents the history of the process up to time \( t \). See Daley and Vere-Jones 2003 [62] (p.23 and p.233) for more details.
2.1.4.2 Discrete-time Poisson processes

If Equation (2.5) is applied to a set of regular intervals \((t_{j-1}, t_j]\), we obtain

\[
Pr(Y_{1:N}) = Pr(Y(t_{k-1}, t_k] = y_k) = \prod_{k=1}^{N} e^{-\Lambda(t_{k-1}, t_k]} \frac{[\Lambda(t_{k-1}, t_k)]^{y_k}}{y_k!}
\]  

We make two observations that are useful:

1. If we let \(\lambda_k = \Lambda(t_{k-1}, t_k] \) then above probability becomes

\[
Pr(Y_{1:N}) = \prod_{k=1}^{N} e^{-\lambda_k} \frac{\lambda_k^{y_k}}{y_k!}
\]  

and we can instead consider a discrete-time version of the Poisson process, in which we need only specify \(\lambda_k\) for each timebin \(k\), instead of having to specify the continuous rate \(\lambda(t)\). If we only care about what happens on timescales at or above the duration \(\Delta t\) then this description may be entirely sufficient.

2. Over a short enough interval \(\Delta t\), the probability of more than one spike occurring is an order smaller than the probability of one spike occurring within \(\Delta t\), in which case the Poisson process (2.8) is approximately equivalent to a Bernoulli process. This can be seen by noting that for small enough \(\Delta t\) the rate is approximately

\[
\lambda_k = \Lambda(t_{k-1}, t_k] = \lambda(t_k) \Delta t + O(\Delta t^2)
\]

and therefore

\[
Y_k \sim \text{Pn}(\lambda(t_k) \Delta t).
\]
This means that

$$\Pr(Y_k = 0) = e^{-\lambda \Delta t} = 1 - \lambda \Delta t + O(\Delta t^2)$$

$$\Pr(Y_k = 1) = \lambda \Delta t e^{-\lambda \Delta t} = \lambda \Delta t + O(\Delta t^2)$$

$$\Pr(Y_k \geq 2) = O(\Delta t^2),$$

and thus to first order in $\Delta t$ we can describe the likelihood of a particular set of events $y$ by a Bernoulli process in which at each timebin an event either occurs or does not with probability $\lambda \Delta t$:

$$\Pr(y_{1:N} = y) = \prod_{k=1}^{N} [\lambda(t_k|H_k)\Delta t]^y_k [1 - \lambda(t_k|H_k)\Delta t]^{1-y_k} + o(\Delta t^J).$$

Refer to Daley and Vere-Jones 2003 [62] for more details (see also Berman and Turner 1992 [29]); conversely, the continuous likelihood (2.6) is derived from the discrete likelihood (2.8) in Truccolo et al. 2005 [265].

2.1.4.3 Discrete-time linear non-linear Poisson (LNP) processes

Returning to models of spike trains, in later sections we’ll formulate the generic model (2.2) as a probabilistic model of the form

$$y_{1:k} \sim \text{Pn} (\lambda_{1:k}(x)), \quad \text{with } \lambda_k = f \left( \sum_{i=0}^{k} k_i x_{k-i} \right), \quad (2.9)$$

where, as above, if $\Delta t$ is taken to be small enough we can interpret this as

$$\lambda_k = \Pr(y_k = 1).$$

In words, the model applies a linear filter to the input stimulus, stipulates the mean firing rate of the neuron is some non-linear function of this filtered stimulus, and that the neuron fires
Neural encoding models according to an inhomogeneous Poisson process according to this rate. This linear, non-linear Poisson cascade model is accordingly abbreviated an LNP model.

2.2 Modeling approaches in well-posed settings

When assuming a general non-linearity \( f(\cdot) \), the characterization of \( k(\cdot) \) is often tackled with two approaches: moment-based methods utilizing either the first or second moment of the spike-triggered stimulus ensemble, or likelihood-based methods involving specification of the distribution of \( y \) given stimulus \( x \). We describe these approaches here, before discussing issues related to temporally correlated inputs.

2.2.1 Spherical noise and the spike triggered average

When the input process is elliptically symmetric, a consistent estimator can be obtained simply through computation of the spike-triggered average (STA): [131, 40]

\[
\hat{k}_{\text{STA}} = \frac{1}{J} \sum_{j=1}^{J} x_{t_j} = \frac{1}{J} \sum_{n=1}^{N} y_n x_n,
\]

where \( x_{t_j} \in \mathbb{R}^P \) is the stimulus immediately preceding the \( j \)th spike, and the output \( y_n \) is presumed to be simply a binary element indicating the occurrence of a spike or otherwise. The STA is simply the average stimulus preceding the spike. Chichilnisky 2001 [54] presents a simple argument that the STA provides a consistent and unbiased estimator for \( \hat{k} \) in the case of radially symmetric stimuli. We can in fact extend this result to cases of elliptically symmetric stimuli by simply transforming the stimuli to be spherically symmetric – that is, by ‘whitening’ the stimulus. We encountered this exact idea in the linear case. Recalling

\[
\hat{k}_{\text{LS}} = (X^T X)^{-1} X^T y, \tag{2.10}
\]
then, when the stimulus is radially symmetric, the matrix $X^TX$ is a multiple of the identity matrix (Appendix A.1), which means the least squares estimator is

$$\hat{k}_{LS} = \sigma_X^2 X^T y.$$

When $y$ is a binary vector of spike occurrences the least squares estimator is then proportional to the STA. In cases when $X$ is elliptically symmetric, the estimator (2.10) is in fact based on the STA taken from a whitened version of the stimulus. This is discussed in more detail in Theunissen 2001[262]. Chichilnisky 2001 further shows how to estimate the non-linearity $f(.)$ once the filter $k(.)$ has been estimated. The same methodology is applied to a BCI dataset in Shoham et al. 2005[241]. Paninski 2003 gives convergence and consistency results for the STA [198], including cases where the estimator is optimal, which are described below.

It is worth pointing out that the STA corresponds to an estimate of the first term of the Weiner series. However, STA-based methods allow for the estimation of a large family of non-linearities, provided the stimulus is symmetric, so these methods are in a sense more general than Weiner/Volterra cascade methods. Indeed, models based on estimation of the Weiner series allow for estimation of only the first few non-linear terms in the expansion (after which data requirements for reliable estimation become prohibitive), whereas STA-based methods can in principal recover

---

3The argument runs as follows: begin by expression $X$ in its QR factorization

$$X = Q \begin{bmatrix} R \\ 0 \end{bmatrix}, \text{ or } X_R R = Q \begin{bmatrix} I \\ 0 \end{bmatrix} R$$

$$\Rightarrow X_R = Q \begin{bmatrix} I \\ 0 \end{bmatrix}, \text{ or } X_r = X R^{-1}$$

$$\Rightarrow (X_r^T X_r) = I$$

so that the transformed data, $X_R$, is spherically symmetric. Then

$$k_{LS} = (X^T X)^{-1} (X^T y) = (R^T R)^{-1} k_{STA}$$

$$= (R^T R)^{-1} R^T (X_r^T y) = R^{-1} k_{RSTA}$$

which shows the least squares estimator $k_{LS}$ is equal to the STA of the whitened data, $k_{RSTA}$, expressed in the original basis. It also shows that $R^{-T} k_{STA} = k_{RSTA}$. Note that $R$ is a Cholesky factor of the matrix $X^T X$. See [227, 201].
non-linearities of arbitrarily high order with relatively little data. This is important because neurons often exhibit saturating non-linearities which demand a high order approximation.

2.2.2 Gaussian noise and the spike triggered covariance

The spike triggered covariance (STC) is the second centered moment of the spike-triggered stimulus ensemble:

$$
\hat{\Lambda} = \frac{1}{J} \sum_{n=1}^{N} y_n (x_n - \mu)^T (x_n - \mu)
$$

again assuming a binary output $y_n$. The STC analysis is used to identify eigenvectors for $\Lambda$ whose eigenvalues are significantly different to the entire stimulus covariance matrix. Paninski 2003 shows that $\hat{\Lambda}$ is a consistent estimator of the second moment when the stimulus is Gaussian [198]. This is actually a more strict requirement than the consistency requirement for the STA estimator (spherical or elliptical). In STC, attention is given to both the largest and smallest principal components of $\hat{\Lambda}$, which correspond to excitatory and suppressive stimulus directions respectively [227]. These methods are reviewed in Simoncelli and Paninski 2004 and Schwartz et al 2006[243, 227]

Both STA and STC analyses can be thought of as 'method-of-moment' type approaches, which focus on equating population and samples means but do not postulate a likelihood or probability model. In the case of a linear or quadratic model with Gaussian errors, such a likelihood model can be proposed and related to the estimators $k_{STA}$, as was discussed in Sections 2.2.1 and 2.3. Other relations between the STA and an MLE exist. For example, Park and Pillow 2011 [201] observe that estimating parameters of the non-linear Poisson model

$$
\lambda = f(x) = \exp \left( \frac{1}{2} x^T C x + b^T x + a \right)
$$

for $y \sim Pn(\lambda)$ using an expected likelihood maximization scheme, in which the expectation is taken with respect to the stimulus distribution, corresponds to STA and STC estimation of $b$ and $C$ respectively, under constraints on $C$, $b$ and $a$ and under their respective consistent stimulus
conditions. The advantage of such a framework is that it provides a natural extension to cases in which stimuli are not symmetric or Gaussian, and that, by describing a likelihood-based model, a lot of associated likelihood and Bayesian theory and methodology becomes available. We describe one more such relation between an MLE and the STA, as discussed in Paninski 2004 [199], in Section (2.2.4).

2.2.3 Non-Gaussian noise and maximally informative dimensions

As just hinted at, stimuli are rarely Gaussian or elliptically symmetric, which prompts the development of methods that can handle estimation of $k(\cdot)$ with arbitrary stimulus ensemble statistics. Information theoretic approaches are appropriate in cases of arbitrary distributions [198]. One common generalization of STA-based analysis to arbitrary stimulus distributions is a maximally informative dimensional (MID) analysis [238]. The idea is to identify axes which maximize the Kullback-Liebler (KL) divergence between the spike-triggered and entire stimulus ensemble when projected onto this axis:

$$\hat{k}_{MID} = \underset{k}{\text{argmax}} D_{KL} [P(k \cdot x|\text{spike}) || P(k \cdot x)]$$

This method works for any stimulus distribution, but has the drawback that it is computationally quite intensive to compute. In fact, estimation of $k$ under LNP models has the property of an MID estimator, which is discussed in more detail below.

2.2.4 LNP models

The LNP model was defined in (2.9), recall that it consists simply of a linear filter applied to the stimulus, followed by a non-linear operation to obtain a firing rate which then generates a Poisson-distributed number of spikes according to this rate. The LNP model is attractive because it is simple enough to be efficiently estimated through likelihood maximization or related techniques and general enough that it can be applied to a variety of systems. There are cases when it is not
appropriate, for instance when the Poisson nature of the neuron is unreasonable. Extensions for dealing with that particular issue can be dealt with by using a GLM discussed below. Maximum likelihood estimation of $k(\cdot)$ has the benefit that it is reasonable to perform in cases when the stimulus distribution is neither symmetric nor Gaussian (e.g. “naturalistic” stimuli).

To make this more exact, consider the data being generated by a GLM having distribution $P_{k^*}(x)$. If our model has the same form as the data generation process (same distribution family and non-linearity) then standard likelihood theory tells us the MLE is consistent $-\hat{k}_{MLE} \rightarrow^P k^*$. More generally, if the data generation process follows a distribution $Q_{k^*}(x)$ obtained from a different non-linearity, $g$, then Paninski 2004 [199] proves that the ML estimate of $k$ for the LNP model is still consistent given a log-concave non-linearity $f$ and elliptically symmetric stimulus $x$ (an extension of results found in Li and Duan 1989 and White 1982 [158, 269]). Further, he provides a condition under which the LNP likelihood is convex and can be efficiently maximized through any convex optimization method: $f(\cdot)$ is convex and log-concave and that the parameter space $\mathcal{K}$ is convex. Finally, Paninski notes also that in an LNP model with an exponential non-linearity, the STA provides a consistent and optimal estimator, assuming spherically or elliptically symmetric stimulus.$^4$

For an LNP model in which the non-linearity $f$ is modeled as a piece-wise constant function, Williamson et al 2015[273] show that the information each spike contains about the stimulus,$^4$ the likelihood for an LNP model with non-linearity $f(\cdot)$ is

$$\log p(y|x, \theta) = \sum_i y_i \log f(k \cdot x_i) - \Delta \sum_i f(k \cdot x_i) + c$$

Solving for the MLE requires taking the derivative of this likelihood with respect to $k$ and setting it equal to zero. We find it satisfies:

$$\sum_i y_i \left( \frac{f'}{f} \left( \hat{k}_{MLE} \cdot x_i \right) \right) x_i = \int p(x(t)) f' \left( \hat{k}_{MLE} \cdot x(t) \right) x(t) dt$$

When $x_i$ is spherically symmetric the RHS term is proportional to $\hat{k}_{MLE}$ (as per[54]), giving

$$\sum_i y_i \left( \frac{f'}{f} \left( \hat{k}_{MLE} \cdot x_i \right) \right) x_i \propto \hat{k}_{MLE}$$

where the LHS is a form of weighted STA. If $f'/f(\cdot)$ is a constant then $\hat{k}_{MLE}$ is exactly proportional to the STA. This ratio is in fact a constant precisely when the non-linearity $f(\cdot)$ is exponential!
given a set of filters in matrix $K$, is equivalent to

$$\hat{I}_{SS}(K) = \frac{1}{n_{sp}} L_{inp}(\theta; D) - \frac{1}{n_{sp}} L_{inp}(\theta_0; D)$$

where $L_{inp}(\theta_0; D)$ represents the likelihood of a null spiking model in which the spiking is unrelated to the stimulus – a homogeneous Poisson firing model. This term does not depend on the model parameters $K$ and hence maximizing the likelihood of the LNP model is equivalent to the maximization the MID method performs (Equation (2.11)).

### 2.2.5 Generalized linear models

In cases where the non-linearity $f(\cdot)$ and the distribution of the number of spikes given the expected rate $\lambda = f(\cdot)$ is specified in advance, the model takes the form of a generalized linear model (GLM). In the statistics literature, GLMs are an extension of linear models and provide a candidate class of models for the above question. They are useful in that they allow a lot of techniques from the theory of linear models to be applied under a broader set of assumptions. The general aim is to describe the relationship between a set of $N$ observations $y = \{y_i\}_{i=1}^N$ and a set of $K$ covariates contained in an $N \times K$ data matrix $X$ – $K$ covariate values for each of the $N$ datapoints. In a linear model, the following assumptions are made:

1. the expected value of a set of observations $\mathbb{E}(y|X, \beta)$ is taken to be a linear sum of the covariates

   $$\mathbb{E}(y|X, \beta) = X \beta,$$

   for a set of unknown parameters $\beta = \{\beta_j\}_{j=1}^K$

2. the vector of residuals ($\epsilon = y - X \beta$) is assumed to be a normally distributed random variable with zero mean and a constant variance.

A generalized linear model extends this in two ways:
1. The expected value of the observations is taken to be a non-linear function of the sum of the covariates:

$$E(y) = g^{-1}(X\beta)$$

The function $g(.)$ is called the link function.

2. The vector of residuals is taken to be a random variable whose distribution belongs to the exponential family.

A general exponential family distribution is any distribution that can be written in the form

$$f(y; \theta) = \exp \left\{ y\theta - b(\theta) + c(y, \theta) \right\}.$$ 

The exponential family of distributions includes a lot of commonly used distributions, including the normal distribution, the Gamma, the negative binomial, the binomial, and the Poisson.

In the computational neuroscience literature, GLM often means more specifically an extension of an LNP model with a specified non-linearity and a spike history, or auto-regressive, term. Following Eden et al 2004 [74] we can specify a GLM which approximates a point process, and is thus appropriate for modeling spike trains, as follows: recall from (2.7) the likelihood of a point process can be written as

$$P(y_{1:N}|\lambda_{1:N}) = \exp \left[ \sum_k -\lambda(t_k)\Delta t + \log(\lambda(t_k)\Delta t) y_k \right] + o(\Delta t)$$

where $\Delta t$ is taken to be small enough that $\lambda_k = \Lambda(t_{k-1}, t_k) = \lambda(t_k)\Delta t$ as before. Under the assumption that

$$\log(\lambda_k) = \sum x_{kj}\beta_j,$$  \hspace{1cm} (2.12)

then the likelihood can be written as

$$P(y_{1:N}|\lambda_{1:N}) = \exp \left[ \sum_k -e\sum x_{kj}\beta_j + \sum x_{kj}\beta_j y_k \right].$$
and the point process with CIF given by (2.12) corresponds to a GLM with a Poisson distribution and a log-link function. The log-likelihood takes the form

$$\mathcal{L}(k; x, y) = \sum_k -e^{x_k^j \beta_j} + \sum x_k^j \beta_j \Delta N_k \quad (2.13)$$

Thus, by approximating point processes of this form as a GLM we are able to use the analyses and inference machinery that exists for these models and apply them to spike trains. Note that the spike history term often incorporated into GLMs need not be elliptically symmetric or Gaussian distributed [198], meaning neither STC or STA approaches may be valid for their estimation. In that case MLE or a regularized modification are more appropriate, as discussed below.

2.2.6 Hawkes processes

As mentioned, a common component of GLMs used in computational neuroscience is a spike history, or auto-regressive, component:

$$g(\lambda_k) = \sum_{j=1}^{P} y_{k-j} k_j + \text{other covariates},$$

thus the firing rate for a neuron depends on its own spiking history. In some sense, the continuous-time equivalent of these GLMs is the point process called the Hawkes process [120]. Recalling that

$$\lambda(t) dt = \mathbb{E}(dY(t)|\mathcal{F}_t)$$

describes the conditional intensity then the linear Hawkes process is defined as

$$\lambda(t) = \nu + \int_{-\infty}^{t} k(t-u) dY(u).$$
Thus, as with the GLM the process depends on its own history through the kernel \( k : \mathbb{R}^+ \rightarrow \mathbb{R} \).

The log-likelihood of the Hawkes process is one of the form:

\[
- \int_0^T \lambda(t) \, dt + \sum_{j=1}^J \log \lambda(t_j)
\]

as in (2.4), and similar to (2.13). Indeed, such models of spiking neural networks were some of the first applications considered for Hawkes processes [120]. (see [55, 33, 35] for other examples).

As in the GLM, the non-linear Hawkes process can be extended to have a non-linear dependence on its filtered history:

\[
\lambda = \phi \left( \nu + \int_{-\infty}^{t^-} k(t-u) dY(u) \right)
\]

for some rectifying non-linearity \( \phi : \mathbb{R} \rightarrow \mathbb{R}^+ \). The stability of such processes was considered in [35]: a condition that required for stability is that the non-linearity should be \( \alpha \)-Lipschitz continuous, with \( \alpha \leq 1 \). Note in particular that a common choice for the GLM, \( \phi = \exp \), is not \( \alpha \)-Lipschitz continuous. A work-around in this case to ensure stability is to take a piecewise exponential-linear function. This form of the Hawkes process is considered in models of genomic transcription regulatory elements in Carstensen 2010[43]. Penalized maximum likelihood is considered in Hansen 2010 and Hansen 2015 [115, 116], in which numerous connections to auto-regressive GLMs of the type considered in this document are made.

### 2.3 Illustration of estimation under temporally correlated input

Having reviewed a range of models for neural coding, we describe turn describe issues in e begin with the simplest form of Equation (2.2), the case when \( f(\cdot) \) is linear:

\[
y(x_{1:n}) \sim \sum_{i=0}^P k_i x_{n-i}
\]

for a zero mean stationary process \( x_n \). Note that the process \( x_n \) can be assumed to be zero mean without loss of generality, as the data can always be mean-centered. A more general version of
this model is explored in Theunissen et al. 2001 [262]. There are obvious problems with this model, in particular the fact that the model allows for a negative firing rate depending on values of $k$, $a$ and $x$. Nonetheless, it provides intuition for the effects of correlated input. We can learn most of what we need from this model, so describe it in detail.

For convenience in later discussion, we’ll assume (2.14) is described by a kind of moving average model:

$$y_n = \sum_{i=0}^{P-1} k_i x_{n-i} + \epsilon_n$$

for IID white noise process $\epsilon_n$ of zero mean and finite variance. The process $x_n$, beyond being stationary, is unspecified. Stationarity implies the existence of an auto-covariance function

$$\Gamma_X(t) = \langle x_{n+t}, x_n \rangle \quad \forall n.$$  

More compactly, let $X$ be the $(N \times P)$ matrix whose $(i,j)$th entry corresponds to $x_{i-j+1}$ – the $i$th row corresponds to the history of $x$ preceding timebin and including $i$. Equation (2.14) then becomes

$$y = Xk + \epsilon.$$  

Without assuming the precise form of distribution $\epsilon$ we can estimate $k$ through a method of moments-type estimation (e.g. through the Yule-Walker equations$^5$):

$$X^T y = X^T X k$$

$$\Rightarrow \hat{k}_{LS} = (X^T X)^{-1} X^T y$$

---

$^5$Note that the Yule-Walker estimator is separate to the Yule-Walker equations. The Yule-Walker estimator uses a slightly different estimator for $\hat{C}_{xx}$ and $\hat{C}_{xy}$. Refer to Lutkepohl 2007 [169] for details.
which, as notationally preempted, is infact the same as the least squares estimator:

\[ \hat{k}_{LS} = \arg\min_k \|y - Xk\|_2^2. \]

**Observations**

1. Since \( x \) is a stationary stochastic process the \( P \times P \) matrix \((X^TX)\) is an estimator of the auto-covariance matrix of process \( x \) up to time delays \( P - 1 \), \( C_{XX}(i,j) = \Gamma(|i-j|) \), which we’ll denote \( \hat{C}_{xx} \), and \( X^Ty \) is an estimator of the cross-covariance vector \( \hat{C}_{xy} \).

2. In this case we can show that \( C_{xx} \) is a scalar multiple of the identity matrix if the distribution \( f_X(x) \) is radially symmetric.

### 2.3.1 How do auto-correlations effect estimation of \( k \)?

The effect of correlated inputs then becomes apparent by considering properties of the matrix

\[ \hat{C}_{xx} = X^TX, \]

which represents the a ‘sensitivity’ matrix of sorts. If we were to additionally assume a Gaussian white noise error term \( \epsilon \sim \mathcal{N}(0, \sigma^2_Y) \) then the least squares estimator would of course also be the maximum likelihood estimator, from which we could compute confidence intervals based on standard likelihood theory. In fact, the least squares estimator in this case would be consistent, unbiased, and asymptotically efficient. None of these features stop the estimator from having a high variance on finite samples, however. To determine that we consider the conditioning of the Fisher information matrix, in this case \( \hat{C}_{XX} \).
Estimator uncertainty

For comparison to later extensions, we’ll consider \( \hat{k}_{LS} \) as an MLE, in which case asymptotic likelihood theory gives

\[
\sqrt{K}(\hat{k}_{LS} - k) \sim \mathcal{N}(0, (\hat{C}_{xx})^{-1} \sigma_Y^2)
\]

as \( K \to \infty \). This enables us to compute marginal 100\( \alpha \)% confidence intervals for each component \( k_i \) as

\[
\hat{k}_{LS,i} - z_{\alpha/2} \text{se}(\hat{k}_{LS,i}) \leq k_i \leq \hat{k}_{LS,i} + z_{\alpha/2} \text{se}(\hat{k}_{LS,i}),
\]

where \( z_x = \Phi^{-1}(1 - x) \), with \( \Phi^{-1} \) being the inverse of the distribution function of the standard normal distribution, and \( \text{se}(\hat{k}_{LS,i}) \) is the square root of the \( i \)th diagonal element of the matrix \( (\hat{C}_{xx})^{-1} \sigma_Y^2 \).

A sign of strong auto-correlation in \( X \) is that \( \Gamma(p) \) decays slowly over the \( 0 < p < P - 1 \), such that at least some rows of \( C_{XX}(i, :) = \Gamma(|i - .|) \) will be roughly collinear and that \( C_{XX} \) will be poorly conditioned. We see in (2.17) that \( \hat{C}_{xx} \) being close to singular results in increased parameter uncertainty.

The behavior is also made clear by considering the form of the cost function that \( \hat{k}_{LS} \) minimizes:

\[
C(k) = \|y - \tilde{X}k\|^2
\]

\footnote{Note that really we should be defining a joint confidence set in the \( P \) dimensional parameter space of \( k \), instead of a set of \( P \) marginal confidence intervals. This amounts to approximating the joint confidence region by a \( P \) dimensional hypercube, which may be appropriate if each component of \( k_{LS,i} \) were independent. However, the actual joint confidence region described by (2.16) is an ellipsoid defined by

\[
C_N = \left\{ x \in \mathbb{R}^P : (\hat{k}_{LS} - x)^T \tilde{X}^T X (\hat{k}_{LS} - x) \leq \frac{\chi^2_{P,1-\alpha} \sigma_x}{\sqrt{N}} \right\}
\]

(when \( \sigma_x^2 \) is presumed to be known, or

\[
C_N = \left\{ x \in \mathbb{R}^P : (\hat{k}_{LS} - x)^T \tilde{X}^T X (\hat{k}_{LS} - x) \leq F_{P,N-P,1-\alpha} s^2 \right\}
\]

when \( \sigma_x^2 \) is also estimated from the data, by \( s^2 = \epsilon^T \epsilon / (N - P) \). This step is rarely taken in practice however, because the confidence set is typically harder to visualize and interpret. This is discussed further in Draper and Smith 1998 [71]. The argument presented here is unchanged whether (2.17) or (2.18) is used.}
or

\[
C(k) = \sum_{n=1}^{N} \frac{(y_n - X_n k_i)^2}{N} = \sum_{n=1}^{N} y_n^2 - 2y_n X_n k_i + X_n^2 k_i^2 \sim -2y^T X k + k^T X^T X k.
\]

We note that each observation \(X_{n,:}\) contributes a rank one matrix \((X_{n,:})^T X_{n,:}\) to the covariance matrix \(X^T X\), such that the paraboloid can be thought of as a weighted sum of these rank one matrices. The optimal estimate lies at the minimum of this weighted sum of soft constraints. Each observation contributes a quadratic function \((y_n - X_{n,:} k)^2\) which penalizes estimates \(k\) that lie parallel to the vector \(X_{n,:}\), thus we expect the estimate \(\hat{k}\) to be more constrained in these directions. Note that if vectors tend to \(X_{n,:}\) lie in a particular direction (are collinear in two or more predictors), then the estimator \(\hat{k}\) will be poorly constrained in the direction perpendicular to this axis. Another way to state the same thing is, if predictors \(i\) and \(j\) are strongly linearly correlated, \(ax_{:,i} + bx_{:,j} \sim 0\), then any parameter whose relevant components lie parallel to \((a,b)\) (perpendicular to \((x_{:,i}, x_{:,j})\)) will have very little bearing on the model fit, as any such \((k_i, k_j)\) will satisfy \(k_i x_{:,i} + k_j x_{:,j} \approx 0\) and make very little contribution to the cost function. Figure 2.2 contains a demonstration of this phenomenon.

Spectral considerations

Insight can further be gained by considering the spectral representation of the series. Since \(C_{XX}\) is the autocovariance matrix of a stationary process, it is a Toeplitz matrix

\[
C_{XX} = \begin{bmatrix}
\Gamma_X(0) & \Gamma_X(1) & \cdots & \Gamma_X(P-1) \\
\Gamma_X(1) & \Gamma_X(0) & \Gamma_X(1) & \ddots \\
\vdots & \Gamma_X(1) & \ddots & \\
\Gamma_X(P-1) & \cdots & \Gamma_X(0)
\end{bmatrix}.
\]
2.3 Illustration of estimation under temporally correlated input

Figure 2.2: Least square estimation of data generated by a linear regression model $y = x_1 \beta_1 + x_2 \beta_2 + \epsilon$ when $x_1$ and $x_2$ are correlated. As the correlation coefficient between $x_1$ and $x_2$ increases (a) $\rightarrow$ (c), fitting a plane (with normal vector $(\hat{\beta}_1, \hat{\beta}_2)$) becomes increasingly ill-posed. The left panels show two independent sets of observations generated according to the linear model, as well as, in the same color, the plane of best fit according to the least squares estimate. Higher correlations result in increased variability in the estimates $\hat{\beta}$ from sample to sample. Shown in the right panel is the cost function $\|y - Xk\|^2$ whose minimum is to be taken as the least squares estimate. Red point shows the true parameter values. Regions of low curvature correspond to regions of high uncertainty. Correlated inputs result in a highly elliptical cost function, containing axes which are relatively unconstrained.
This is significant because the eigendecomposition of the Toeplitz matrix relates to the discrete Fourier transform of the covariance function $\Gamma_X(n)$. The eigenvectors are of the form:

$$q_k = [1, \exp(i\omega_k), \exp(2i\omega_k), \cdots, \exp((P-1)i\omega_k)]^T,$$

and the eigenvalues are of the form

$$\lambda_k = \sum_{p=0}^{P-1} \Gamma_X(p) \exp(i\omega_k p),$$

for $\omega_k = \frac{2\pi k}{P}$. The (in this case discrete) Fourier transform of the auto-covariance function is known as the spectral density, $\Lambda_X(k) = \lambda_k$, which represents the power of the stimulus at each frequency $\omega_k$. Thus the decomposition

$$C_{xx} = Q\Lambda_X Q^*$$

for eigenvectors $q_k$ and eigenvalues $\lambda_k$ provides a useful intuition: since $\lambda_k$ represents the power of the stimulus at $\omega_k$, we observe that $C_{xx}$ being badly conditioned (condition number $\kappa_C = |\lambda_{\text{max}}|/|\lambda_{\text{min}}|$) corresponds to the power of the stimulus across frequencies varying over large orders of magnitude – that is, there are some frequencies which are relatively under represented, which results in $\hat{\kappa}_{L,S}$ being undersampled at those frequencies. Of course, if $x_n$ is white noise then $\kappa_C = 1$ and the stimulus represents all frequencies equally.

As a very simple, informal example of the above discussion, consider data being generated by the AR(1) model

$$x_t = \alpha x_{t-1} + \eta_t \quad (2.19)$$

for $0 \ll \alpha < 1$, and $\eta_t$ a white noise process with variance $\sigma_X^2$. This has an MA($\infty$) representation

$$x_t = \sum_{i=0}^{\infty} \alpha^i \eta_{t-i}$$
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and hence auto-covariance relation

$$\Gamma_X(n) = \alpha^n \sigma_X^2.$$  

Thus for $\alpha$ close to one the time series has a slowly decaying auto-covariance. What happens if we try fitting an MA($P$) model for $y_n$ to the $x_n$ data obtained from (2.19)? The spectral density of the $x_n$ series is given by

$$\lambda_k = \sum_{p=0}^{P-1} \sigma_X^2 \alpha^p \exp(i\omega_k p) = \sigma_X^2 \frac{1 - \alpha^P}{1 - \alpha \exp(-i\omega_k)} \quad \text{(geometric formula)}$$

which tells us, assuming $P$ is even for simplicity, that

$$\lambda_0 = \frac{1 - \alpha^P}{1 - \alpha}$$
$$\lambda_{P/2} = \frac{1 - \alpha^P}{1 + \alpha}$$

and hence the condition number of the covariance matrix is at least the ratio of these two eigenvalues, that is

$$\kappa(C_{XX}) > \frac{1 + \alpha}{1 - \alpha}$$

which tends to $\infty$ as $\alpha \to 1$. Hence, for a large number of samples we expect our estimated $\hat{C}_{XX}$ matrix will tend to an ill-conditioned matrix. In fact in this case the conditioning doesn’t depend on the order $P$; any $P > 1$ will be over-parameterized and ill-conditioned for $\alpha$ close to one.

2.4 Dealing with ill-posed problems

Even in cases where the STA or MLE provides an efficient, consistent and unbiased estimator, the parameter estimation problem can be an ill-posed one, as was demonstrated in the case of a linear model in Section 2.3. Correlated inputs tend to create effective over-parameterizations of the data,
or over-fitting. In this section we describe how this manifests in GLMs before discussing ways to remedy this over-fitting.

In general, the Fisher information for a GLM is

\[ I(\beta) = X^T W X / \phi \]

where \( W \) is given by:

\[ W_{ii} = [\nabla(\theta_i)]^{-1} \left( \frac{d^2 \theta}{d\eta^2} \right)_i, \quad W_{ij} = 0, \text{ for } i \neq j, \]

that is, it is the matrix having each observation’s inverse variance on the diagonal. In the case of a Poisson likelihood with log link function \( W \) has the form

\[ W_{ii} = e^{-X_i \beta_j}, \quad \phi = 1 \quad (2.20) \]

As before, based on the maximum likelihood estimator’s asymptotic normality, we can specify confidence intervals based on:

\[ \sqrt{K}(\hat{\beta} - \beta) \sim \mathcal{N}(0, I(\beta)^{-1}) \]

for large number of samples \( K \). The form of \( I(\beta) \) is similar to the linear model case (Section (2.3.1)), thus we expect correlated inputs to manifest in a similar way when estimating \( \beta \). In fact, exactly as before, the Fisher information matrix can be split into a sum of rank one matrices, one for each observation:

\[ I(\beta) = \sum_{k=1}^{K} (X_{k,:})^T X_{k,:} W_{kk} \]

weighted by the predicted variance of that observation (e.g. Equation (2.20)). Thinking of the Fisher information as a second-order approximation to the likelihood function at \( \hat{k}_{MLE} \) then each of these observations serves as a quadratic penalty to the likelihood that constrains estimates
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Parallel to \( X_{n,:} \). Correlated, or collinear, predictors result in unconstrained parameter estimates in directions perpendicular to \( X_{n,:} \). Figure 2.3 demonstrates estimation of a simple GLM is performed with correlated input data, in equivalence to the linear example.

2.4.1 Overfitting and Maximum A Posteriori Estimation

Overfitting in a likelihood framework is simple to understand: we have found parameters that satisfy

\[
\mathcal{L}(\hat{k}_{\text{MLE}}; x, y) = \max_k \mathcal{L}(k; x, y)
\]

which is a metric that can always be improved simply by the addition of more parameters. Indeed, for \( k \) having the same dimensionality as \( y \) we can construct a model that fits the observed data exactly. But this is not the aim of constructing a model – the MLE by itself is slightly misaligned with the goal of constructing a parsimonious model that explains \( y \). Fitting the data exactly corresponds to fitting both the expected trend, \( \langle y \rangle = \lambda(x) \), which we wish to explain, and fitting what we consider errors, \( y - \lambda(x) \), that are perturbations around that trend not of interest. We expect that, with repeated sampling of data generated under the same conditions, the trend component will remain the same, while the error component will vary from sample to sample. This suggests that if we want a model that captures the trend and not the errors, a better metric to judge a model by is how well it predicts novel samples of data that it was not trained on – its predictive, or out of sample, error, as opposed to its training, or within sample, error.

One way of achieving this would be to search for an estimator that maximizes the likelihood of \( k \) given not the data \( y \) but instead the expected value \( \lambda(x) \):

\[
\hat{k}_{\text{AIC}} = \arg\max_k \mathcal{L}(k; x, \lambda).
\]

This would work if we did observe the true \( \lambda \), but we don’t. In the case of linear models we can estimate \( \lambda \), however, which will result in what is known as the Akaike information criterion (AIC)
Figure 2.3: Estimation of LN Poisson regression model $y \sim \text{Pn}(\exp[x_1\beta_1 + x_2\beta_2])$ when $x_1$ and $x_2$ are correlated. Gaussian (elliptically symmetric) stimulus data of different correlation coefficients is used to estimate $(\beta_1, \beta_2)$. The left panels show two independent sets of observations generated according to the GLM, as well as, in the same color, the plane of best fit according to the ML estimate. Higher correlations results in increased variability in the estimates $\hat{\beta}$ from sample to sample. Shown in the right panel is the cost function $\|y - Xk\|^2$ whose minimum is to be taken as the ML estimate. Red point shows the true parameter values. Regions of low curvature correspond to regions of high uncertainty. Correlated inputs result in a highly elliptical cost function, containing axes which are relatively unconstrained. Compared with the linear model, the cost function is no longer elliptically symmetric. Shown also is the STA estimator, which, for this particular LNP model is is asymptotically equivalent to the ML estimate.
estimator\[5\]:
\[
\hat{k}_{AIC} = \arg\max_k 2 \left[ \mathcal{L}(k; x, y) - \|k\|_0 \right].
\]  \hspace{1cm} (2.21)

where \(\|k\|_0\) simply indicates the total number of parameters in vector \(k\) (refer to Wood 2006 for the derivation\[279\]; though denoted as a norm it is not, it is a quasi-norm at best). The AIC estimator is a very simple to implement method that penalizes unnecessary model complexity.\(^7\) It can further be shown to be asymptotically equivalent to performing leave-one-out-cross-validation (LOOCV) \[254\], and thus can be seen as a correction of the observed training error to provide an estimate of prediction error. The same AIC estimator can be derived in a way that applies not just to linear models but to any ML estimation problem.

There are a number of other ways to counter this problem, many of which can be interpreted in a Bayesian framework in which we are bringing prior knowledge to the estimation problem that penalizes extraneous parameters in the model and which thus help prevent overfitting. This translation of an ill-posed problem to a well-posed one through extra assumptions or information is known as regularization. In particular, given a prior distribution on the space of parameter estimates, \(p_K(k)\), and we can find an estimate \(\hat{k}_{MAP}\) that maximizes the a posteriori probability

\[
\hat{k}_{MAP} = \arg\max_k \log p(k|x; y) = \arg\max_k \left[ \mathcal{L}(k; x, y) + \log p_K(k) \right].
\]

Different choices of prior penalizing function \(Q(k) \equiv \log p_K(k)\) correspond to different regularizing assumptions and are discussed below.

\[\hspace{1cm}
\]

2.4.2 Information criteria

The AIC (2.21) is an example of myriad related information criteria:

\(^7\)Its simplicity must go some way to explaining its popularity – Akaike’s paper \[5\] is one of the top 100 papers cited of all time!
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- Bayesian information criterion (BIC)\([228]\) instead maximizes

\[
\hat{k}_{BIC} = \arg \max_k \left[ 2L(k; x, y) - \|k\|_0 \log N \right]
\]

based on information theoretic arguments.

- Deviance information criterion (DIC) is a Bayesian method that uses the expected deviance (or log-likelihood) defined as

\[
\bar{D} = -2\mathbb{E}(L(k)|x, y)
\]

to identify the number of effective parameters as

\[
p_D = \bar{D} + 2L(\mathbb{E}(k)|x, y)
\]

from which the DIC estimator is given as

\[
\hat{k}_{DIC} = \arg \max_k + 2p_D
\]

- Hannan-Quinn information criterion \([211]\) is a method used to estimate the optimal order of an auto-regressive model, and takes the form

\[
\hat{k}_{HQIC} = \arg \max_k 2 \left[ L(k; x, y) - \frac{1}{N} \|k\|_0 \log \log N \right].
\]

In addition to these, there is a corrected version of the AIC (AICc), the Watanabe Akaike IC (WAIC), and the focused information criterion (FIC). In general, information criteria can provide a principled solution to the model selection problem which can in some cases be preferable to Wald or likelihood ratio hypothesis tests of nested models. For a general framework to understand the relation between various information criteria and different versions of cross-validation refer to Gelman et al 2013 \([98]\).
The AIC and BIC are used in model selection of an LNP model of primary motor neurons encoding hand/wrist motion in Shoham et al 2005 [241].

2.4.3 Gaussian priors

A simple prior to incorporate is the Gaussian prior:

\[ Q(k) = k^T C k \]

Which, in the linear estimation case, results in a log-posterior:

\[ \log p(k|x, y) = -\frac{1}{2\sigma^2} \| y - Xk \|^2 - \frac{1}{2} k^T C k \]

The regularized least squares estimator can then be specified exactly

\[ \hat{k}_{RLS} = (X^T X + \sigma^2 C)^{-1} X^T y \]

Different forms of \( C \) have different properties. A matrix \( C \) that represents the Laplacian, or second derivative, can be used to estimate filters that vary smoothly. This was implemented in a model of receptive field filters of primary visual cortical neurons in Smyth et al 2003[245]. See also the report by Rad and Paninski 2010 [213] that discusses estimation of such models. Sahani and Linden 2003[220] also discusses this model in the context of estimation of spatiotemporal and spectrotemporal filters.

2.4.4 Ridge regularization

Also known as Tikhonov regularization, and first studied in the statistical estimation context by Hoerl and Kennard 1970 [126] under the name ridge regression, here the matrix \( C \) is of the form
\( \Gamma^T \Gamma \) such that the log-prior becomes

\[
Q(k) = \lambda \| \Gamma k \|_2^2.
\]

A particularly simple form of Gaussian prior is to take \( C \) to be a scalar multiple, \( \lambda \), of the identity matrix. The effect of this prior on the conditioning of the problem can be determined using the singular value decomposition. If

\[
\hat{k}_{RR} = (X^T X + \sigma^2 I)^{-1} X^T y
\]

then it can be shown that if \( X = U \Sigma V^* \) and that

\[
\hat{k}_{RR} = V D U^* y
\]

where

\[
D_{ii} = \frac{\sigma_i}{\sigma_i^2 + \alpha^2}.
\]

Thus the conditioning of \( X^T X \) is improved.

Ridge regression is applied in the estimation of spectro-temporal receptive fields in a model of neurons in rat auditory cortex in Machens, Wehr and Zador 2003 [170].

### 2.4.5 LASSO and Group LASSO

More generally, a broad class of priors are known to enforce sparsity but have nicer properties as estimators than some of the information criteria discussed above. For instance, if our goal is penalize parameter vectors with a lot of non-zero components then something like the ‘zero-norm’ seems appropriate (as in (2.21)). However, \( \| k \|_0 \) is not convex which makes the resulting optimization more complicated. A well known alternative then is to take its convex envelope, the \( L^1 \) norm, which simplifies the optimization while maintaining its tendency towards sparsity. A
convex prior maintains the convexity of the MAP estimation, provided, of course, the likelihood is also convex. The estimator takes the form

$$\hat{k}_{L1} = \arg\max_k \mathcal{L}(k; x, y) - \lambda \|k\|_1$$ \hspace{1cm} (2.22)

for some scale parameter $\lambda$ the can be determined, for instance, through cross-validation. In the context of linear regression, this is known as a LASSO (least absolute shrinkage and selection operator) estimator [263]. In some cases this convex envelope can in fact be shown to give exactly the same estimators as the $\|k\|_0$ penalty[69].

A similar approach can be taken in models that contain groups of parameters, in which the sparsity is more natural to enforce on a group-parameter level rather than an individual parameter level. For instance, a GLM may be specified for a network of neurons, in which each unit’s rate may depend on the activity of all other neurons in the network:

$$\lambda^{(i)}_n = g \left( \sum_l \sum_j \psi^{(i)}_{lj} y^{(i)}_{n-j} + \sum_j k^{(i)}_j x_{n-j} \right)$$

where the connectivity strengths from unit $j$ to $i$ at time-lag $l$ are given by $\psi^{(i)}_{jl}$. In this model it makes sense to enforce sparsity for each group of parameters that indicate a connection between a pair of units. For this a ‘group LASSO’ approach can be taken:

$$\hat{\Theta}^{(i)}_{GL1} = \arg\max_{k, \Psi} \mathcal{L}(k, \Psi; x, y^{(i)}, Y) - \lambda \|\Psi\|_{2,1} - \gamma \|k\|_1$$

in which the parameter $\Theta^{(i)} = \{k^{(i)}, \Psi^{(i)}\}$ contains the stimulus filters and matrix of connectivities associated with unit $i$. Here the $L^{2,1}$ norm indicates the $L^2$ norm taken with respect to the rows of the connectivity matrix, followed by the $L^1$ norm on the resulting vector:

$$\|\Psi\|_{2,1} = \sum_i \|\psi^{(i)}_{ij}\|_2$$
Such group LASSO methods have been used for inference of network connectivities Bolstad, van Veen and Nowak 2011[32], and Shojaie and Michailidis 2010[242], and is similar to what is performed by Pillow et al 2008 [208].

2.4.6 Reduced parameter spaces and alternative bases

Another method to enforce expected characteristics of \( k \) is to express the filter in terms of a different set of basis functions \([k'_1, \ldots, k'_{p'}]\) ≡ \( K' \) which possess some desired behavior. For instance, smooth basis functions if a smooth filter \( k \) is desired. This could be incorporated into a Bayesian framework, if so desired, but since this amounts to simply making \( p(k) \) flat for \( k \in \text{span}(K') \) and zero otherwise, it isn’t particularly interesting or computationally practical as a prior. Instead, the stimulus can be projected on to the basis\(^8 K'\):

\[
K'X'^T \approx X^T \\
\Rightarrow X'^T \approx (K'^T K')^{-1} K'^T X^T
\]

where the pseudoinverse is used because \( K' \) is not square. The filter is found through MLE in the new basis.

There are many examples of this technique being used, for example a common choice is a ‘stretched cosine’ basis like:

\[
k_i(t) = \begin{cases} 
\frac{1}{2} (\cos [a \log(t - \psi_i) - \phi_i] + 1), & \phi_i - \pi < a \log(t - \psi_i) < \phi_i + \pi; \\
0, & \text{otherwise}; 
\end{cases}
\]

\(^8\)The term basis is used a little generously here since the span of \( K' \) is a proper subset of the span of \( K \), not the entire space \( (p' \ll p) \). Dimensionality reduction is the name of the game.
which provides high temporal precision near the start of the filter (near the time of the spike) and less precision away from the time of the spike, after which it varies smoothly. Pillow et al 2008 [208] uses this form in a GLM of retinal ganglion cells (RGCs), and Keat et al 2001 [139] use this form in models of RGCs and LGN neurons. Other examples include Hermite polynomials in a model of V1 neurons [268], Zernicke basis in a model of place cells in hippocampus [19], and cubic splines in a model of supplementary eye field neurons [137].

Along the lines of reduced stimulus or parameter spaces we mention two other possibilities. First, the stimulus space can be reduced to a subspace which captures a large proportion of its variance. This amounts to a principle component analysis (PCA) of the matrix $X$:

$$X = U^* \Sigma V$$

Such an analysis is performed with a linear model in the Gaussian process factor analysis of Yu et al 2010 [284], and has been used to characterize low-dimensional spaces of neural activity in primary motor cortex. This is discussed further in Aljadeff et al 2016 [7].

Second, if a spatio-temporal filter is to be identified, $k(x, t)$, then a large reduction in the parameter space is to assume that the spatial and temporal components are separable

$$k(x, t) = k_X(x)k_T(t).$$

which is described in Ahrens et al 2008 [4].

---

For bin size $\Delta t$, if we choose parameters as follows:

$$\phi_1 = a \log \left\{ \Delta t \left[ 1 - \exp(-\pi/a) \right]^{-1} \right\}$$
$$\phi_j = \phi_{j-1} + \pi$$
$$\psi = - \exp \left( \frac{\phi_0}{a} \right)$$

then the resulting basis will be such that $k_0(t)$ and $k_1(t)$ have their peaks at $t = 0$ and $t = \Delta t$ respectively, meaning the basis is as finely resolved as possible at the time of the spike, while becoming less resolved for larger times. The parameter $a$ then sets the rate at which this resolution decreases.
Effective connectivity in neuronal networks

3.1 Introduction

Having multi-unit recordings available facilitates understanding neural dynamics and interactions between recorded neurons that can supplement the understanding observed by models considered in the previous chapter. One way of studying such interactions is through estimating measures of correlation or connectivity. The appropriate notion of connectivity depends on the circumstance being considered, and on the data that is available. Following Sporns, we can distinguish between a few notions of connectivity [247]. In some cases, it is possible to estimate the strength of anatomical connections between neurons, whether synaptic connections, or connectivity on a
larger scale. Such connectivity is directed, and is assumed to not be mediated by unobserved processes. This is referred to as *structural connectivity*.

In other cases this information is unavailable and only statistical measures of relation can be obtained. Measures that estimate statistical dependence between two units without considering the other observed units can be termed *functional connectivity*. These methods may be directed or undirected connections, and may be mediated through unobserved processes. Correlation or coherence are examples of functional connectivity. Measures that estimate statistical dependence between two units when all other units’ activity has been considered, thereby attempting to provide a measure that indicates a more specific interaction between two units, can be called *effective connectivity*. These methods are directed, and may also be mediated through unobserved processes. Conditional Granger causality or transfer entropy are examples of effective connectivity. We note that other authors use functional and effective connectivity differently, sometimes interchangeably (e.g. [257, 133, 143, 253, 251, 250, 246]).

The determination of effective connectivity is a well-studied problem. In this Chapter we first review the mathematical methods that are applied to address the problem of inferring directed influences between variates more generally. This can be phrased in the context of a ‘Granger causality’-type framework, typically invoking time series theory, or it can be phrased as a network inference problem, invoking theory of graphical models and regularization techniques. Applications to neuroscience are then discussed.

### 3.2 Causal inference review

#### 3.2.1 Granger causality

The motivation behind what is now referred to as Granger causality can be traced to Weiner, whose observation that “a causal influence should manifest in improving the predictability of the
driven process when the driving process is observed[272] provided inspiration to Granger. Thus, Granger causality [110] is based on two properties often associated with a causal relationship \(^1\):

1. A cause precedes an effect in time

2. Information in a cause’s past must improve the prediction of the effect above and beyond information contained in the collective past of all other measured variables (including the effect).

Based on these properties, Granger causality can be formulated in a straightforward manner in the context of (vector) auto-regressive (VAR) time series. Let \(x = (x_1(t), x_2(t))\) be a stationary time series describe by the following VAR:

\[
\begin{align*}
x_1(t) &= \sum_{j=1}^{P} A_{11,j} x_1(t - j) + \sum_{j=1}^{P} A_{12,j} x_2(t - j) + \epsilon_1(t) \\
x_2(t) &= \sum_{j=1}^{P} A_{21,j} x_1(t - j) + \sum_{j=1}^{P} A_{22,j} x_2(t - j) + \epsilon_2(t)
\end{align*}
\]

Given a set of time series data, the test for Granger causality from \(x_1 \rightarrow x_2\) can be phrased as a test that the set of parameters \(A_{21,j} \equiv 0\), that is, that the series \(x_2\) is independent of the series \(x_1\):

\[
x_2'(t) = \sum_{j=1}^{P} A_{22,j} x_2(t - j) + \epsilon_2'(t)
\]

for error terms \(\epsilon_1(t), \epsilon_2(t)\) and \(\epsilon_2'(t)\) being normally distributed having variance (or covariance matrix, in case the series are generalized to multivariate) \(\Sigma_1, \Sigma_2\) and \(\Sigma_2'\), respectively. A number of such tests exist, however a typical measure of Granger causality is

\[
F_{x_1 \rightarrow x_2} \equiv \log \left| \frac{\Sigma_{xx}'}{\Sigma_{xx}} \right|
\]

\(^1\)Causality is philosophically loaded word, and ‘Granger causality’ should not be misinterpreted as asserting anything strong in this regard; on its own it does not provide an appropriate statistical framework to answer questions about ‘true’ causality. It is a measure focused on quantifying predictability of one variable based on information from another; some advocate the term Granger prediction as a way of avoiding any philosophical issues. Refer to Chicharro and Ledberg 2012[53] for a discussion on how the formulation of causality described here may relate to other formulations, in the context of neuroscience.
which under the null hypothesis of Granger non-causality:

\[ H_0 : A_{21,j} = 0 \quad \forall j \]

follows a \( \chi^2 \) distribution having \( P \) degrees of freedom[101, 102]. This measure has the benefit that it represents the log-likelihood ratio between the full and reduced MLE estimated models (a result that can be traced to [270]), which provides an obvious route for generalizing Granger causality to multivariate and non-linear/non-Gaussian models (see for instance the discussion Barnett and Bossomaier 2012 [21]), some of which are described below.

A remarkable feature of this measure of Granger causality is that it admits a spectral representation:

\[
f_{x \rightarrow y}(\lambda) = \log \left| \frac{S_{xx}(\lambda)}{S_{xx}(\lambda) - H_{xy}(\lambda)\Sigma_{y|x}H_{xy}(\lambda)^*} \right|
\]

where \( S \) is the cross-power spectral density, and \( H \) is the transfer function. Similar to the power spectral density, it can be thought of as a spectral decomposition of the time-domain Granger causality

\[
\mathcal{F}_{x \rightarrow y} = \frac{1}{2\pi} \int f_{x \rightarrow y}(\lambda) d\lambda.
\]

The spectral representation can facilitate more efficient computations and a principled spectral analysis of Granger-causality, compared with the more ad hoc approach of band-pass filtering the time series to frequencies of interest and then testing for Granger causality. This can be useful in analysis of LFP, EEG and MEG datasets. A more detailed review of the theory in multivariate Granger causality can be found in Barnett and Seth 2014[22], along with a MATLAB toolbox.

There are many instances where application of Granger-causality must be applied with care. For instance, the method as formulated above can only be applied to stationary time series, a condition that may be hard to meet in some datasets. Toda and Yamamoto [264] suggest a correction to Granger-causality in the case that the series are co-integrated.\(^2\)

\(^{2}\)A time series \( x_t \) is integrated to order \( d \) if \( d \) applications of the difference operation \( (1 - L)^d \) yields a process that is stationary. Cointegrated series are series integrated to an order above zero, for which there exists a linear
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3.2.2 Transfer entropy, and generalizations of Granger causality

A more general notion of directed information, based on information theory and known as transfer entropy, is defined as

$$T_{x \rightarrow y} = H(Y_t | Y_{t-1:t-L}) - H(Y_t | Y_{t-1:t-L}, X_{t-1:t-L})$$

where $H(X)$ denotes the Shannon entropy. Transfer entropy can be interpreted as a the mutual information between two processes $X_t$ and $Y_t$ conditioned on $Y_t$’s history. It can thus can be interpreted as the increase in information obtained about $Y_t$ from observing $X_t$’s history over and above information already contained in $Y_t$’s history. This is similar in spirit to Granger causality, and infact, when $X_t$ and $Y_t$ are described by a VAR model, then transfer entropy reduces to Granger causality [21]. More generally, a correspondence can be made between transfer entropy and the log-likelihood ratio statistic of a full and reduced ergodic Markov process, suggesting that transfer entropy is in some sense the extension of Granger-causality to non-Gaussian Markov processes [21] (see also Amblard and Michel 2012 [10]).

A related notion to transfer entropy is directed entropy [10], which is a similar information theoretic quantity measured directed dependencies. It differs from transfer entropy in that it allows for instantaneous coupling between variables. These methods have been extensively applied in neuroscience [271]. For instance [163] and [133].

Alternative extensions to Granger causality are possible. For instance, Chen et al 2004 proposed an extended Granger causality method appropriate for non-linear systems. The idea is simply to apply Granger causality to data within a clusters in which the dynamics may be well approximated as a linear system. These clusters are defined simply in terms of the data points being close to one another. An average of each Granger causality statistic within each cluster may then be taken as a global estimate of extended Granger causality.

combination which is integrated to a lower order. This is an indication that the two series are related to a common, non-stationary input.
An alternative approach is to perform a non-linear transformation to the lagged data in terms of radial basis functions:

\[ x_t = \alpha^T \Phi(x_{t-1}^m) + \epsilon_x \]
\[ y_t = \beta^T \Psi(y_{t-1}^m) + \epsilon_y \]

A comparison between these methods and standard, linear Granger causality can be found in Lungarella et al 2007 [167]. Other possible extensions include non-linear Granger causality using kernel methods are possible [173].

3.2.3 Point process analogues

One approach to extending Granger causality to point processes is with the notion of local independence [67]. This is defined in relation to a marked point process (MPP), in which events are assigned both a time and one of a finite number of types. That is, let \( E = \{e_1, \ldots, e_K\} \) denote an event space with \( K < \infty \), then the MPP consists of events \((t_i, e_i)\) for \( t_i \in \mathcal{T} \), the time space, and \( e_i \in \mathcal{E} \). Then the counting processes for events of type \( k \) are given by

\[ N_k(t) = \sum_{s=1}^{\infty} \mathbb{I}(t_s < t; e_s = k), \quad k = 1, \ldots, K \]

defining a multivariate point process. The sigma algebra generated by events of type \( k \), that is

\[ \mathcal{F}_t^k = \sigma \{N_k(s) | s \leq t\}, \]

is the internal filtration of counting process \( N_k \). Define

\[ \Lambda_k(dt) = \mathbb{E}(N_k(dt) | \mathcal{F}_t) \]
then, in the bivariate case ($K = 2$), a process $N_1$ is said to be *locally independent* of $N_2$ if $\Lambda_1$ is measurable with respect to $F^1_t$. That is, its immediate, or short-term prediction $\Lambda_1(t)$ does not depend on information besides that which is contained in its own history. Refer to Florens and Fougere 1996 [88] for an alternative extension to continuous time processes, or Gegout-Petit et al 2010[97].

An alternative approach to extending Granger causality to a point process is through Granger causality’s spectral representation. A point process also admits a spectral representation which relates to its covariance structure, as with discrete-time stationary processes. An approach adopted by Nedungadi et al 2009 [190] is thus to simply take Geweke’s expression for spectral Granger causality, and apply it to the spectra estimated by a point process. This is in some sense an ad hoc approach, as it is not clear that any point process version of Granger causality described above possesses a spectral representation that matches the spectral representation of Granger causality as applied to discrete-time data. A similar approach is adopted by Dhamala 2008 [66].

### 3.2.4 ‘Graphical Granger’ models

An alternative approach to inferring which nodes of a network are connected to each other is not through hypothesis testing but through regularization. The idea is to pose a network model that is to be estimated with an assumption of sparse connectivity. This has a number of benefits over the Granger-causality estimation procedure described above. In particular, Granger-causality can require the separate estimation of a network model for every putative connection between pairs of nodes to be tested. For large networks this quickly becomes prohibitive. Second, imposing a sparse prior facilitates estimation of high-dimensional networks possessing a large nodes and relatively few observations – the potential $n \ll p$ case. These cases arise often in bioinformatics and in neuroscience, among others.

This is the approach taken by Bolstad et al 2011 [32], applied to a VAR network model:

$$x_t = \sum_{n=1}^{p} A_n x_{t-n} + \epsilon_t$$
where $A$ represents coupling between components of $x$. The resulting optimization problem takes the form

$$\hat{\Theta}_{GL1}^{(i)} = \arg\max_{k, \Psi} \frac{1}{n} \|y - X\beta\| - \lambda \sum_{i=1}^{N} \|\beta_i\|_2.$$ 

This is an example of a Group LASSO method (discussed also in Section 2.4.5). As a generic feature selection method, group LASSO is described by Yuan and Lin 2006 [286]. A number of variation on this basic idea suited to network inference exist. Such methods, and the standard, exhaustive Granger method, fall into the category of ‘graphical Granger’ models[12]. A comparison of a number of these methods is performed by Haufe et al 2009 [118] and by Shojaie and Michailidis 2010[242].

This idea has been applied to a point process Hawkes model using a group sparse inference of network topology, [202]. Similar ideas have been applied in gene expression networks [166].

### 3.3 Applications to neuroscience

These methods have been applied extensively in neuroscience, both for networks of spiking neurons (e.g [236]) and more generally. Barnett and Seth 2014 [22] provides a review of Granger causality applied to neuroscience data. It is used, for instance, on continuous data such as fMRI data, EEG data, or MEG data.

An important consideration in neuroscience is that its complexity means assumptions on which connectivity methods are based may not always be satisfied. Thus application to neuroscience data requires significant care. In this regard we note that comparisons between network inference methods are often performed with simulated datasets in which the simulated data matches the model underlying the network inference method (e.g. simulated data from a VAR model as a test of Granger causality – [242]). It is particularly valuable to test the performance of the methods on data generated not from, for example, a VAR, but from a realistic simulation of the phenomena being considered. Work along these lines includes spectral Granger causality being considered from an analytic and simulation-based perspective in relation to networks of neural mass models.
by Friston et al 2014[93]. A network of Morris-Lecar neurons and its relation to spectral Granger causality was considered by Boykin et al 2012[34]. Lusch et al [168] considers Granger causality accuracy on a network of coupled Kuramoto oscillators.

When applied to spiking data, a number of Hawkes process models have been proposed to infer connectivity of neurons (e.g.[161, 148, 216]). Hawkes processes have the benefit that they are arguably the most appropriate mathematical framework to model spike trains. They are, by definition, able to capture phenomena at an arbitrarily high temporal resolution, which may be necessary to capture some behavior of neurons. The spike history filter may need to be characterized at quite a high temporal resolution, for instance, in order to fully characterize both the neuron’s refractory period and other behaviors such as bursting. Failure to do so can result in a model without a sufficiently strong refractory period, which will be more likely to be unstable in simulation. Thus their discrete-time GLM equivalent of the Hawkes process can sometimes run into stability issues due to discretization errors. However, Hawkes processes can be more difficult to estimate and deal with analytically. Further, since ultimately all data is discretized to some extent, either through binning or through the finite precision of computers, in practice the difference between the two models can be more a quantitative one, not qualitative. Thus Granger-causality and graphical Granger approaches remain more common [149][143][66, 190][124].

Finally we mention that a more direct approach that doesn’t rely on any of the above methods is just interpreting the filters of a GLM that represent the connections between neurons (e.g. [208, 144]). This is in some sense the simplest approach, and in some cases can be shown to be more accurate than methods such as Granger causality[144].
A GLM of primary motor encoding in a grip and reach motor task

This chapter provides an example of the above encoding and network inference methods. The GLM framework 2.2.5 can be readily extended to network implementations of M neurons [208, 265]. Each neuron is considered to be driven by a filtered stimulus, its own spiking history, and also the filtered activity of the rest of the neurons. If

\[ \alpha^i(t) \]
for $i, j = 1, \ldots, M$ is the filter acting on the spiking history of neuron $j$ driving neuron $i$, then the model for the $i$th neuron is

$$
\lambda_t^i = \exp\left( \sum_k x_{tk} \beta_k + \sum_j \sum_{\tau} \alpha_{i,j}^i y_{\tau-t}^i + \mu \right).
$$  \tag{4.1}

The incorporation of such network filters has been shown to improve the capability of the model to account for correlations between neurons in a retinal population [208]. While it is tempting to interpret the network filters as capturing, for example, synaptic or dendritic filtering of direct inter-neuronal connections, these terms cannot be taken to imply that two neurons are anatomically connected. For example, correlations might arise from a common input that is not taken into account through the stimulus feature vector [150, 208, 11].

As a demonstration of the above principles we present an example using a brain-computer interface dataset, provided by Engelhard et al [76]. In this study the relation between gamma oscillations, neuronal synchrony and behavior was investigated. In particular, neural oscillations in the low-gamma range (30-50Hz) was used as the basis of a BCI. Monkeys were successfully trained to increase low-gamma power activity to control a cursor to obtain a reward, demonstrating volitional control of LFP oscillations. The increase in low-gamma activity was observed coincident with increases in spiking synchrony. The particular data that we focus on here comes from manual control trials performed before and after the brain control trials, in which the cursor reach task is performed manually by manipulating a robotic arm and gripping handle. This analysis is published in Aljadeff et al 2016 [7], and here is reproduced with permission.

4.1 Behavioral task

The grip-and-reach task involved first moving the cursor to a central position, followed by gripping the handle with sufficient force. Once gripping at the center, after a variable wait time, a target would appear randomly in one of 8 locations. Following another wait of a variable time, the origin would disappear, acting as a go signal, after which the monkey was now able to perform the reach.
movement. Grip on the handle had to be maintained through the duration of the trial. A successful trial required reaching the target within a set time limit. Once the target was reached, the monkey needed to hold the cursor at the target for 700ms, and to release its grip on the handle. Following a successful trial, the monkey would receive a reward, and after an inter-trial period the next trial would begin.

4.2 Trial and spiking data

Analysis is based on one ~90 minute recording of a monkey performing the grip-and-reach task. While performing the task, spikes are recorded from 9 single units in the contralateral primary motor cortex, using an intracortical multi electrode array (Blackrock Utah array). Spiking data are binned into millisecond intervals, while both cursor data and grip force are sampled at 100Hz. Figure 4.1 shows example trial data.

4.3 Model

The GLM consists of feature vectors that relate to hand motion, as measured by a cursor trajectory and grip force (Figure 4.1A), that were modeled with Gaussian-bump basis functions. Since motor neurons can encode future motor outputs, the stimulus feature encodes both past and future relationships relative to the current time bin (Figure 4.1B). Similar choices with GLMs have been previously applied to neurons in motor cortex [241, 265, 221]. Lastly, we used raised cosine basis functions (Equation 2.23) for the spike history filters and the coupling filters for the histories of other neurons in the network. The cursor position and grip data vary over hundreds of milliseconds to seconds (Figure 4.1C), while the spike history data vary on the order of milliseconds. Capturing effects on these disparate timescales within the same model requires some care, as the values of the data have a non-Gaussian distribution and are highly temporally correlated; as noted, this correlation can result in uninterpretable high frequencies in the feature vectors. This requires some form of regularization. Here, we used only a limited number of basis vectors
that sparsely sample the stimulus at regular intervals, with the interval size on the order of the stimulus autocorrelation timescale (Figure 4.1C).

The fitting was performed only on data within the movement phases of the trials, i.e., from the beginning of the “Go signal” to the end of ”Grip pressed” (gray bands in Figure 4.1B). In order to avoid unnecessary coupling terms, a group LASSO [286] penalty is applied to the sets of parameters representing connections between neurons. This takes the form (Equation 2.22).

\[
\arg\max_\theta \left( \log L(\Theta) - \kappa \sum_{i \neq j} \| \Theta_{ij} \|^2 \right)
\]  

(4.2)

where \( \{ \Theta_{ij} \} \) are the parameters representing the coupling from neuron \( j \) to neuron \( i \). A similar penalty is applied in prior work [208]. The penalized likelihood is still convex and ensures global convergence.

4.4 Validation

Here the model is validated by splitting the data into a training set representing 80% of the total data and performing cross-validation. A test set representing a contiguous block of 20% of the total data, or 4 min of recording, is used for validation. We take a value \( \kappa = 100 \) in our network analysis (Equation 4.2); smaller values decreased the log-likelihood while larger values reduced all coupling terms to near zero. We then calculated the predicted rate for the models, used in the log-likelihood estimate (Equation 2.13), by averaging repeated simulations of the GLM given the same stimulus. This validation process was repeated five times, selecting a non-overlapping 20% of the data for testing each time. Combining the likelihood and coherence estimates over all the individual estimates allows the mean likelihood and the standard error of the mean likelihood to be determined for both the coupled and uncoupled models.

Prior work found coupling terms in a network GLM (Equation 4.1) that could be interpreted as functional interaction kernels between cells [208]. In that study, model validation of each neuron was done using the stimulus and the recorded activity of the remainder of the cells. This
Figure 4.1: Summary of the three-dimensional monkey-based reach task with spike data from example unit. Analysis is based on a single ~90 min recording session in which the monkey performed the task; both cursor motion and grip force are recorded. A Grip-and-reach task involves first moving the cursor to a central position, followed by gripping the handle with sufficient force. Once gripping at the center, after a variable wait time, a target appears randomly in one of eight locations. Following another wait of a variable time, the cue at the origin disappears, acting as a go signal, after which the monkey may perform the reach movement. Grip on the handle has to be maintained through the duration of the trial. A successful trial requires reaching the target within a set time limit. Once the target is reached, the monkey needs to hold the cursor at the target for 700 ms and to release its grip on the handle. Following a successful trial, the monkey receives a reward, and after an inter-trial period, the next trial begins. B Measured cursor position and grip force. C Stimulus autocorrelation. D Distribution of inter-spike intervals shows a clear refractory period. Methods: Spikes were recorded from single isolated units in the contralateral cortex to the task arm using an intracortical multi electrode array (Blackrock Utah array) implanted in the arm region of M1. Spiking data were binned into millisecond intervals, while both cursor data and grip force are sampled at 100 Hz. Of the isolated units, we selected those that showed no evidence of contamination based on inspection of the inter-spike interval distribution. Analysis was performed from the time of the Go signal until the grip was released; see gray band in B.
procedure is equivalent to fitting a single-cell model where the stimulus is expanded to include the spiking history of the rest of the network. As a practical matter, this procedure has value when one is interested in the precise timing of coupling between cells, e.g. to find whether neurons are anatomically connected [100]. However, expanding the stimulus to encompass the spiking history of the rest of the network stands in contrast to validation of a GLM that represents a network with feedback between neurons, for which the spike histories are based solely on simulations and the only external variable is the stimulus. We use the full network approach in our validation procedure.

4.5 Filters estimation and simulations

With respect to a representative example cell (Figure 4.1), we find that the history filters are the same for the coupled and uncoupled cases (Figure 4.2A), coupling terms are present on a variety of timescales, (Figure 4.2B), and the stimulus feature vectors are altered in magnitude by the coupling (Figure 4.2C). Interestingly, for all cells in the network, the log-likelihood of the model evaluated for the observed spike train shows overall a negligible difference between the coupled and uncoupled models (Figure 4.2D). This is consistent with studies of coupled GLMs applied to retina data[208], in which the addition of coupling terms yields no observable benefit to predicting the average rate given the same stimulus.

More information can be gleaned from the coherence\(^1\) between the predicted rate and the observed spike train than from the log-likelihood. Significant spectral power in both coupled and uncoupled cases only occurred for low frequencies, i.e., 0–1 Hz, and the coupled model had

\(^1\)Coherence measures the relation between two signals in the spectral domain. Between two stationary processes \(x(t)\) and \(y(t)\) it has the form

\[
C_{xy}(\lambda) = \frac{\langle \hat{x}(\lambda)\hat{y}(\lambda) \rangle}{\sqrt{\langle |\hat{x}(\lambda)|^2 \rangle \langle |\hat{y}(\lambda)|^2 \rangle}}
\]

where \(\hat{x}(\lambda)\) and \(\hat{y}(\lambda)\) represent the Fourier transforms of \(x(t)\) and \(y(t)\). The term \(\langle \hat{x}(\lambda)\hat{y}(\lambda) \rangle\) is therefore an estimate of the cross-spectral density, and the denominator terms represent auto-spectral densities of \(x(t)\) and \(y(t)\). The magnitude of the coherence is a measure of how much one signal follows another at a given frequency. The phase of the coherence is related to the relative lag at which one signal follows another. [7]
a significantly higher coherence in this range for some cells (Figure 4.2E). This increase was statistically significant and particularly strong for our example cell (red ellipse in Figure 4.2F) and one other cell (blue ellipse in Figure 4.2F) and barely significant in three other cells (green ellipses in Figure 4.2F). Thus network interactions through the spike history terms of neighboring cells improve the ability to predict the spike trains for some cells in this dataset.
Figure 4.2: Network GLM features and validation for monkey reach data using the interval between the start of the go signal and the end of the trial. A Spike history filter for sample unit 36, one of nine concurrently recorded units in our analysis. The nine were chosen as those out of 45 units with no extra spikes in the refractory period of the inter-spike interval. Red curve shows result for the coupled model (k = 100 in 52), and black curve shows the filter in the absence of coupling between units; in this case the two curves are indistinguishable. B Spike history filters from eight neighboring cells for the coupled model (k = 100) (Equations 52 and 53). The history filter was expanded in the basis of Equations 46 and 47 using B = 5, t0 = 0.005 s, t1 = 0.4 s, and t2 = 2.0 s. The coupling terms are non-zero for three neighbors. C Feature vectors calculated for the network, i.e., coupled (red), and single cell, i.e., uncoupled GLM (black). D Scatterplot of log-likelihood between predicted spike rate and observed spike train for the coupled and uncoupled model. The red dot refers to the data in A–C; the bars are one standard error jack-knife estimates. E The spectral coherence, calculated as an average over 100 trials with a 0.5 Hz bandwidth, for the network, i.e., coupled (red), and single cell, i.e., uncoupled GLM (black). The band is one standard error. F Scatterplot of the coherence between predicted spike rate and observed spike train for the coupled and uncoupled models. The ellipses are one standard error jack-knife estimates. The red ellipse refers to the data in A–C and E. The red and blue data are significant at the level of three standard errors (0.01), the green data barely significant at two standard errors (0.05), and the gray data have no significant improvement from coupling to the network.
5

Reconfiguring motor circuits for a joint manual and BCI task

In this chapter we consider an application of the above described encoding and connectivity models to a type of concurrent use, or dual-control brain computer interface (BCI). This work is a collaboration between Chet Moritz, Ivana Milovanovic, Adrienne Fairhall, Eberhard Fetz, and Cooper Mellema. It is being prepared for publication, with a preprint available [154].

Designing BCIs that can be used in conjunction with ongoing motor behavior requires an understanding of how neural activity co-opted for brain-control interacts with existing neural circuits. BCIs may be used to regain lost motor function after stroke or traumatic brain injury, for instance, provided that a neural control signal can be extracted from a single spared hemisphere. Such an approach, however, requires that neural activity controlling the unaffected limb is dissociated from activity controlling the BCI. In this study we investigate how primary motor cortex
accomplishes simultaneous BCI control and motor control in a task that explicitly requires both activities to be driven from the same brain region (i.e. a ‘dual control task’). Single unit activity was recorded from intracortical multi-electrode arrays while a non-human primate performed this dual-control BCI task. We observe broad changes in tuning of both units used to drive the BCI directly (‘control units’) and units that do not directly control the BCI (‘non-control units’). Using transfer entropy, a measure of effective connectivity, we observe control-unit-specific dissociation from other units. Through an analysis of variance we find that the intrinsic variability of the control units has a significant effect on task proficiency. In particular, at least one control unit must have a high intrinsic variability to allow cursor control and target acquisition. Surprisingly, the degree of co-tuning or connectivity with other units did not affect dual-control task proficiency. Thus, motor cortical activity is flexible enough to perform novel BCI tasks that require active decoupling of natural associations to wrist motion.

5.1 Introduction

Broad application of brain-computer interfaces (BCIs) for control of neural prostheses requires understanding how brain circuits can simultaneously engage in competing tasks. The complexity of motor cortical neuron representations, however, creates uncertainty about how BCI control could be decoupled from ongoing motor control. Concurrent control of natural movement and BCI output may be useful in cases of brain injury. For example, when the motor cortex of one hemisphere is damaged by stroke or trauma, a BCI-controlled neural prosthetic may be driven by the intact hemisphere. In this case cortical circuits in the intact hemisphere may be tasked with both producing movement of the unaffected limb, while also restoring function to the affected, ipsilateral limb using a BCI. Even in the absence of injury, future industrial applications may seek to control supernumerary artificial limbs or external tools using cortex presumably already involved in normal behavior.
Current state-of-the-art BCI control is achieved via intra-cortical brain signals. Typical BCIs in humans and animals are derived from population coding based on real or imagined movement [61, 103, 3, 125]. BCI studies observe that brain-control mappings which utilize activity observed during the natural motor repertoire are most effective [132, 219]. However utilizing natural mappings between population activity and movement may pose a challenge when BCI control is required to be independent of ongoing motor activity.

A possible approach, then, is to take advantage of biofeedback and conditioning paradigms that allow for volitional control of individual neurons. Studies demonstrate that monkeys can be trained to volitionally control individual neurons in such a fashion [84, 86, 85, 184, 183], with similar results also observed in humans [3, 61]. In these tasks, there is evidence that neural activity can be chosen independently of natural movement association [85, 184, 183, 155]; furthermore, motor cortex cell activity can be operantly dissociated from activity of associated muscles [83], reflecting the remarkable adaptability of motor cortical activity. These findings suggest that next-generation BCI design may be able to better leverage the brain’s inherent adaptability.

Most BCI studies to date focus on control of external devices alone. In these tasks, the subjects do not concurrently perform motor actions, thus freeing the activity of neurons or single units controlling the BCI to be modified as needed to perform the task. Indeed, in these cases, continued use of motor cortex cells to control a BCI resulted in a decrease in correlation to movement, suggesting decoupling of the cells from motor control [83, 42]. It is unknown whether and how such a decoupling occurs when natural motor control is engaged concurrently with BCI tasks.

While subpopulations of neurons encoding ipsilateral motion are a candidate control source for the BCI following stroke [237], a robust interface may require recording from the larger population of neurons involved in natural, contralateral control. When a single brain region must simultaneously control a BCI and ongoing limb movement, do neurons strongly associated with contralateral motion make poor control units due to the potential interference imposed by concurrent hand movement? Assuming that the cortical circuits sampled by the recording array
have some causal role in motor control, it seems that at least some sampled neurons could present challenges for simultaneous manual and BCI control.

Previous studies of the activity of units used in control (control units) and the non-control units in the surrounding population (non-control units) reveal widespread changes in activity and tuning preferences in a variety of tasks and task perturbations [258, 42, 156, 134, 94, 95, 109]. Hwang et al 2013 [132] observed changes in preferred direction of both control and non-control units when a BCI decoder’s output is rotated, suggesting a global reconfiguration of the motor cortical network. In addition to these changes, other studies showed specific changes for the control units compared with those not involved in the control [155, 95]. How do these unit specific effects manifest in a BCI paradigm where control units may be additionally constrained by their role in ongoing movement? In this study we directly address these questions using a ‘dual-control’ BCI task. In this task both BCI control and ongoing motor output are driven by the same cortical region, requiring control units to dissociate their activity from the circuits controlling the movement. The task requires that a monkey acquire a target in two dimensions, one dimension controlled by a BCI while the other is controlled using natural motor control of the wrist contralateral to the recorded hemisphere (Figure 5.1).

The dual control task allows us to investigate how primary motor cortical neural activity can be decoupled from natural motion. A previous dual-control BCI study demonstrated that task performance was independent of control units’ prior association to wrist motion [181]. Other concurrent-use BCIs demonstrate similar robustness, albeit often with some adaptation period required [197, 23]. Here we extend these studies by recording activity of both control and non-control units during dual control. We examine whether dissociation from wrist motion occurs specifically for control units, and whether this dissociation is associated with changes in tuning and intrinsic variability at the population level. We also consider the effective connectivity of neurons in the network, which quantifies the extent to which firing of each neuron can be predicted from that of the others. Using these measures, we compare the motor cortical activity observed during
Figure 5.1: Dual control experimental setup. A: Dual control experimental setup. Isolated primary motor unit activity controls a brain-control axis, while contralateral wrist torque determines a manual-control axis. Monkey first performed a 2D manual wrist task. The monkey then performed a 1D brain control task, in which cursor velocity was determined by neural activity of two units. Then the monkey performed a dual control task, where one axis is determined by wrist torque and the other by neural activity. Finally, the monkey performed a second 2D manual task. B: Linear encoding models were used to identify preferred direction and modulation depth (tuning angle and tuning strength) of each unit. Two untuned units shown left have firing rate independent of wrist velocity direction, while two tuned units shown right respond preferentially to wrist velocity in particular directions. Radius indicates mean firing rate (Hz). Red line indicates tuning angle and strength.

the dual-control task to a standard brain-control task which requires the monkey to acquire targets only through BCI control.

Along with the clinical goals for BCI development, studying brain plasticity in the presence of a BCI has the potential to elucidate the nature of motor network function [108]. While traditional approaches propose that motor cortical activity encodes motion kinetics – a representational view of cortical activity – contemporary theories consider motor cortical activity to be better described as a high dimensional interacting system in which is embedded a potentially lower-dimensional dynamical system whose features are related to muscle activities directly [180, 75, 57, 58]. Here, our goal is to characterize as effectively as possible any changes in the population neural activity
underlying a dual-control and non dual-control BCI. Thus, we examine both the properties of traditional representational features such as tuning curves, as well as dynamical features related to effective connectivity and low dimensional manifolds. This allows us to draw on a significant BCI literature to contrast the dual-control BCI paradigm with other paradigms.

To determine baseline tuning, variability and inferred connectivity of the recorded population, the monkey first performed a manual control (MC) target-pursuit task that involved acquiring targets through two degree-of-freedom wrist motion. When compared to this manual control task, we observe widespread changes in tuning of both control and non-control units for the brain-control and dual-control tasks. We find that in the dual control task both tuning to wrist movement and measures of effective connectivity between co-tuned units are more similar to those observed during natural motion. A notable exception is that effective connections to control units significantly decrease during the dual-control task. This suggests that the dual-control task requires control unit-specific dissociation from other units. We further find that the intrinsic variability of the control units has a significant effect on how the task is performed. Specifically, at least one control unit must have a high intrinsic variability to allow cursor control and target acquisition. The degree of co-tuning and strong effective connectivity with other units has no effect on the dual control task proficiency.

5.2 Methods

One macaque nemestrina monkey was trained to perform a random target-pursuit motor task [181]. He began each daily session by controlling the cursor with isometric wrist torque (manual control, MC), then progressed to using the aggregate neural activity of two single units to control a cursor in one dimension (brain-control, BC). Subsequently, he used the same neural activity to control the BCI in one dimension, while simultaneously using isometric wrist torque of the contralateral forelimb to control the cursor in a second orthogonal dimension [181] (dual-control,
DC; Figure 5.1). All procedures were approved by the University of Washington IACUC, and in accordance with National Institutes of Health ‘Guide for the Care and Use of Laboratory Animals’.

The monkey was required to move the cursor towards the target and maintain the cursor within the target for at least 1s to receive a reward. Targets appeared randomly, and a 0.5s break was provided between trials. For each trial there was a time-out period of 40s. Each day a new pair of units was chosen to control the BCI. If directionally tuned units were used that day, units with approximately opposite preferred directions were selected and paired to control the BCI. In order to ensure decoupling of unit activity and hand control in the dual control task, visual feedback of one of these modalities had to be rotated to achieve independent degrees of freedom on the monitor. Since the monkey was overtrained on the manual control task, we made a deliberate decision to preserve the relation between wrist torque and cursor movement. Instead, we rotated the visual feedback of the units’ firing rate by 90 degrees relative to their preferred direction, even for units with little to no directional preference.

All units with a mean firing rate above 5 Hz recorded from the hemisphere contralateral to arm movement were analyzed. The torque signals were smoothed with a Gaussian kernel of width 300ms and a linear tuning model was fit to each unit’s firing rate as a function of wrist torque. Overall performance was quantified as the number of targets per minute acquired throughout the entire recording.

5.2.1 BCI decoder

The cursor position along the BCI axis, $x_t$, was determined as a linear function of $N$ control neurons’ smoothed activity, $y^n_t$, $N = 2$, with gain $\alpha_n$ and a running estimate of baseline firing $b^n_t$:

$$x_t = \sum_{n=1}^{N} \alpha_n (y^n_t - b^n_t) \tag{5.1}$$
where the baseline firing rate is defined as

$$b^n_t = b^n_{t-1}(1 - \gamma) + y^n_t \gamma$$  \hspace{1cm} (5.2)$$

The baseline update rate is given by $\gamma$ ($0 < \gamma < 1$). Spikes were binned at 60Hz. Spike trains were smoothed with a Gaussian kernel of width 100ms.

### 5.2.2 Linear tuning model

The kinematic encoding model to wrist motion is defined for each unit $y^n$ simply through the linear relation

$$y^n_t = \alpha_1 x^{1}_{t+\tau} + \alpha_2 x^{2}_{t+\tau} + c + \epsilon$$  \hspace{1cm} (5.3)$$

for velocity along task axes $x^1$ and $x^2$, for predetermined time lag $\tau$, and for Gaussian noise $\epsilon$. Here an offset of $\tau = 75\text{ms}$ was used (Figure S5). Spikes are binned at 25 Hz. This time is consistent with previous studies [241] and was, on average, the time lag of the maximum cross-correlation between cursor and neural activity. For most units, a velocity encoding model was found to yield higher cross-correlation between torque and neural activity than a position encoding model, so the results presented here are based on a velocity encoding model. Velocity is computed from position information using a cubic spline [241].

Note that the model is equivalent to a cosine encoding model through a simple transformation:

$$y^n_t = \alpha r \cos(\theta - \theta_{pref}) + c + \epsilon$$  \hspace{1cm} (5.4)$$

for $\alpha = \sqrt{(\alpha^1)^2 + (\alpha^2)^2}$, $\theta_{pref} = \tan^{-1}(\alpha^2/\alpha^1)$, $r = \sqrt{(x^1)^2 + (x^2)^2}$ and $\theta = \tan^{-1}(x^2/x^1)$. From this it is clear we can interpret $\alpha/c$ as a measure of modulation depth. We will refer to $\theta_{pref}$ as tuning angle and $\alpha$ as tuning strength.
5.2 Methods

5.2.3 Assessing effective connectivity with transfer entropy

Transfer entropy \[224\] is defined as the conditional mutual information between an observed time series \(Y_t\) and the history of a candidate related series \(X_t\), conditional on the history of \(X_t\):

\[
H_{X \rightarrow Y} = I(Y_t|Y_{t-1}, Y_{t-T}) - I(Y_t|Y_{t-1}, Y_{t-T}, X_{t-1}, X_{t-T})
\] (5.5)

As with many information theoretic quantities, \(H_{X \rightarrow Y}\) is expensive to compute. An approximation tailored for spiking data is used, in particular the transfer entropy toolbox \[133\].

The method was validated using a synthetically generated dataset and compared with other common effective connectivity measures. Specifically it was compared to linear Granger causality, Poisson-process Granger causality, and correlation. On the synthetic data transfer entropy was most accurate. More details are provided in the supplementary methods.

Transfer entropy is computed with spikes binned at 5ms intervals. Six minutes of recording data in each condition is used. Connections extend up to 30 time-bins into the past (150ms).

The connectivity analysis is performed as follows. Within each session, between recording conditions (MC\(\rightarrow\)BC and MC\(\rightarrow\)DC), changes in connectivity are compared for different populations of pairs of units. Recalling transfer entropy is a directed measure of connectivity, the populations of pairs of units compared are: to control units and to non-control units; co-tuned units to control units and non-co-tuned units to control units; and co-tuned units to control units and co-tuned units to non-control units. For a given session, generally no more than two pairs of units could be identified within 45 degrees of the unit of interest (e.g. the control unit). Thus in comparisons involving co-tuned units, for each session only the top two co-tuned units were selected. These are defined as the two unit pairs having the closest tuning angle. All other pairs of units in the session count as not co-tuned. In non-co-tuned populations generally many more than two pairs of units can be identified within a session. Thus to ensure these larger populations are better sampled, but still balanced with populations of co-tuned units, the selection of two units is bootstrap sampled 50 times for each session. Such generated populations are combined over
all sessions. All co-tuned populations are selected on the basis of tuning during manual control recordings.

5.2.4 **Intrinsic variability and Gaussian-process factor analysis**

Gaussian process factor analysis [285] was used to identify a 15 dimensional subspace in the manual control recordings, consistent with previous analyses into the dimensionality of motor cortical data [285, 138]. Data were binned at 2ms intervals. For each recording, 300s of data were used. Of the entire 15-dimensional space identified, the top five dimensions were shown to accommodate for, on average, 98% of neural covariability in the data. The principal angle was identified using the subspace function in MATLAB.

5.2.5 **Granger-causality cursor control metric**

Given the form of the linear decoding model (Equation 5.1), it is reasonable to model the cursor trajectory as a moving average time series:

$$x_t = \sum_{n=1}^{N} \sum_{p=1}^{P} k_p y_{t-p}^n + c$$

(5.6)

for some model order $P$ to be determined. Spikes are binned at 25Hz, and cursor data is smoothed with a cubic spline, as per the linear tuning model [241]. From the linear model we compute the maximum likelihood estimate given both neurons, $\hat{\beta}_{MLE}^n$, and the maximum likelihood estimate not given neuron $j$, $\hat{\beta}_{MLE}^{n/j}$. The difference between the two log-likelihoods of the MLE models provides a Granger-causality type [22] metric

$$G_{j\rightarrow i} = 2\mathcal{L}(\hat{\beta}_{MLE}^i; x, y) - 2\mathcal{L}(\hat{\beta}_{MLE}^{i/j}; x, y)$$

(5.7)

that quantifies the influence that one neuron has on the cursor trajectory. The likelihood ratio is often used as the basis for hypothesis testing, though the quantity itself can be interpreted as a
form of transfer entropy, provided the data is Gaussian distributed [20]. The Granger causality toolbox MVGC [22] was used to perform this analysis. The approach is well suited since the cursor position is, by definition, a moving average model of the neural data. The method assumes a covariance stationary time series. By construction (Equation 5.1) the cursor trajectory has this property, provided that the neural data is second-order stationary. This was confirmed by checking the spectral radius of the vector autoregressive model was less than one.

To verify the notion that $G_{j \rightarrow i}$ has quantitative meaning we generated synthetic data from neural recordings. A cursor trajectory was generated as the weighted sum of the two units’ decoded trajectories, according to (Equation 5.1). Following this we computed $G_{j \rightarrow i}$ for different weightings. A strong monotonic relationship exists between $G_{j \rightarrow i}$ and the weight that determines how much each unit contributed to the cursor trajectories (Figure S4), demonstrating that the control metric can recover which unit contributes more to cursor control.

5.2.6 Analysis

Analysis was performed in MATLAB 2016a. Code is available online at https://github.com/benlansdell/dualbci.

5.3 Results

5.3.1 Dual control task better maintains tuning to wrist motion compared to brain control task

In our previous study [181], we observed that a monkey was able to use all tested pairs of single cortical units to control a BCI task, independently of ongoing contralateral limb movement. Overall performance in this dual-control task was similar, regardless of the control units’ directional tuning. During both the brain control and dual control tasks, we measure how units change their tuning to wrist motion and compare this tuning to that observed during the manual control task. Our goal was to understand the overall differences in neural activity that underlie performance of the
brain-control task compared to the dual-control task where wrist motion is also required. We characterize the relationship between unit activity and wrist motion by fitting a simple linear model which provides a measure of a unit’s correlation with wrist velocity, given by a tuning angle and tuning strength (see Methods). We then analyzed changes in tuning to wrist motion between different tasks. Compared to the manual control task, we observed significant changes in average tuning angle ($p < 0.001$; two sided t-test, Figure 5.2A,B) and average tuning strength ($p < 0.001$, Figure 5.2C) for units in both the brain control and dual control task. To test the possibility that 90 degrees of visual feedback rotation could by itself result in observed changes in tuning angle, we also conducted a set of trials in which visual feedback was not rotated (Figure S2). In both conditions we observed similar results, suggesting that tuning changes are due to the dual control task rather than the visual rotation.

We asked whether control unit tuning was specifically modified in the two tasks. We found that during the brain control task, 56% of control units and 72% of non-control units did not significantly change their tuning angle compared to the manual control task. However, in dual control, unit tuning angles were more constrained by wrist motion: 79% of control units and 81% of the non-control units retained a similar tuning angle as in manual control (Figure 5.2B). Thus, the significantly greater change in the tuning angle of the control units compared to non-control units in the brain control task ($p=0.008$, two sided t-test) was not observed in dual control, where tuning angle changed similarly for both types of units ($p=0.699$, two sided t-test).

To assess whether the tuning changes in previous brain control trials persisted, the monkey performed another manual control task after the dual control task. During this post-manual control session, the majority of units had the same tuning angle as in the first manual control task (correlation coefficient 0.99; Figure 5.2A), suggesting that the network dynamically reconfigured in a reversible way. This reversibility is similar to that seen in previous BCI studies [95].
Figure 5.2: Changes in encoding between dual control and brain control tasks. A: Change in each unit’s tuning angle ($\theta$) between conditions. Each point represents one unit within one set of recordings. All angles on the y axis shifted to within $\pm$ 180 degrees of x axis value. Plot shows 69 days of recordings, with a total of 597 units in all sessions and an average of 8.652 units per session. Only units tuned, with a $R^2$ above 0.01, were included. Compared to the manual control task (MC1), the population of units showed significant changes in their tuning angle in both the brain (BC) and dual control task (DC). Unit tuning angle is more constrained by wrist motion in dual control than in brain control task. During the second manual control session (MC2), the majority of units reverted back to their original tuning angle in MC1. B: (left) Change in tuning angle ($\theta$) for all units between conditions. Units changed tuning angle significantly between brain control and manual control and between dual control and manual control task (Two sided t-test; both $p \ll 0.001$). (right) Change in tuning angle for control and non-control units between conditions. Units controlling the BCI change their tuning angle significantly more than non-control units during BC (t-test; $p = 0.008$). In the dual control task, BCI units did not change their tuning angle significantly more than non-BCI units ($p = 0.699$). All values are mean ± standard deviation. C: (left) Change in tuning strength for all units between conditions. Compared to the manual control task (MC1), the population of units showed significant changes in their tuning strength in both the BC and DC task ($p \ll 0.001$). (right) Tuning strength changes similarly for control and non-control units in both tasks.
5.3.2 Dual control task selectively dissociates control unit activity from co-tuned units

We next considered how the relationships between pairs of units depended on the task. To evaluate this, we used a measure of effective connectivity, transfer entropy. The transfer entropy of two random processes, from $X_t$ to $Y_t$, measures the information about $Y_t$ obtained by observing the history of $X_t$, conditioned on the history of $Y_t$ (see Methods). In this paper we use the term effective connectivity to mean a directed relationship in which one neuron’s spike train is useful in predicting another’s [193, 247]. We note that, though directed, transfer entropy is purely a statistical relationship and does not imply any synaptic or anatomical connection.

We investigated the relation between control units and co-tuned unit activity during the dual control task. As described above, in dual control most units maintain their association with wrist motion observed in manual control. However, the control units are required to modulate their activity independently of this association. Thus we might expect that they will subsequently exhibit a weaker relation with units with which they were previously co-tuned, and that this will manifest as a change in the transfer entropy between control and co-tuned units. According to this hypothesis, the dual-control task requires control unit activity to become specifically less dependent on co-tuned neural activity. We therefore used a directed measure of connectivity to measure this dependence.

We focused on changes in connectivity that occurred between manual control and brain or dual control tasks for different subpopulations of unit pairs (see Methods). Overall, we observed a widespread change in the transfer entropy between manual control and the brain and dual control conditions. This change was smallest between the pre- and post- manual conditions ($R^2 = 0.420$), with the brain and dual control conditions showing larger changes in transfer entropy (Figure 5.3A). The changes for both brain control ($R^2 = 0.212$) and dual control ($R^2 = 0.221$) were similar (Figure 5.3A).
5.3 Results

Figure 5.3: Connectivity analysis using transfer entropy. A: Contour density plot showing change in transfer entropy between tasks. Changes between first and second manual control tasks $R^2 = 0.423$, manual control to brain control $R^2 = 0.212$, manual control to dual control $R^2 = 0.221$.

B: Top: Cartoon demonstrating comparisons in change in transfer entropy between tasks for an example, six unit network with one control unit. Square indicates control unit, circles indicate non-control units. Here effective connectivity to control (solid arrows) and to non-control units (dashed arrowed) are compared. Bottom: connectivity changes significantly more between manual and brain control task for control units than non-control units ($p \ll 0.001$ [Wilcoxon rank sum]); connectivity also changes significantly more between manual and dual control task for control vs non-control units ($p \ll 0.001$ [rank sum]). All changes are significantly different from zero (all $p \ll 0.001$ [signed rank test]).

C: Change in transfer entropy to control units between tasks for both co-tuned units and randomly selected units. Here color indicates tuning angle, per the color wheel to right. Connectivity to the control units changed significantly more between manual and brain control task for co-tuned units than for randomly selected units ($p \ll 0.001$ [rank sum]); connectivity to the control units does not change significantly more between manual and dual control task for co-tuned units vs randomly selected units ($p = 0.528$ [rank sum]). All changes were significantly different from zero ($p \ll 0.001$ [signed rank test]).

D: Change in transfer entropy to non-control units between tasks for both co-tuned units and randomly selected units. Connectivity changed significantly more between manual and brain control task for co-tuned units than for randomly selected units ($p \ll 0.001$ [rank sum]); connectivity changes significantly between manual and dual control task for randomly selected units compared with co-tuned units ($p \ll 0.001$ [rank sum]). Changes for co-tuned units between manual and dual control were not significantly different from zero ($p = 0.145$ [signed rank test]).
We then compared the change in connectivity for control units versus non-control units. We observed that between brain and manual control, control units decreased their connectivity significantly more than non-control units. We observed the same trend when comparing changes in connectivity between dual and manual control (Figure 5.3B). Thus, in both brain and dual control tasks, the control units become more independent from other units than non-control units. In other words, both tasks result in some control unit-specific dissociation.

We wondered if this control unit dissociation was specific to units that were co-tuned with the control unit. Indeed, comparing changes in connectivity to the control unit between brain and manual control showed a significant difference in the connectivity change for previously co-tuned units versus randomly selected units ($p < 0.001$ [rank sum]; Figure 5.3C). However, comparing such changes in connectivity to the control unit between dual control and manual control does not reveal a significant difference ($p = 0.529$ [rank sum]). Thus, control units become more independent from co-tuned units than from other units in the brain control task, but not in the dual control task.

This result is counterintuitive, given that the structure of the dual-control task was designed to effect the opposite result – control unit specific independence. The possibility remains, however, that the brain control task leads to a higher degree of change in co-tuned units in general, and that the effect has nothing to do with whether or not a control unit is involved. Thus, we also examined changes in connectivity to non-control units, from either co-tuned units or from non-co-tuned units (Figure 5.3D). In the brain control task, connectivity decreases significantly more for co-tuned units than for non-co-tuned units. This is similar to the result obtained in Figure 5.3C for control units. In dual control, however, connectivity changes significantly less for co-tuned units than for non-co-tuned units. In fact, between manual and dual control the overall change in connectivity for co-tuned units to non-control units is not significantly different from zero ($p = 0.145$). Thus, in dual control transfer entropy between co-tuned units is maintained, unless one of the units is a control unit. In brain control, however, there is an overall decrease in connectivity for co-tuned units, independently of whether a control unit is involved.
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This result is consistent with the tuning angle findings of the previous section, in which greater changes in tuning angle were observed in brain control compared to the changes in dual control (Figure 5.2B). Together these findings suggest that the manual component of the dual-control task holds both the tuning angles and connectivities between co-tuned units in similar states to that observed in manual control, with the notable exception of connectivities involving the control units.

5.3.3 Neural variability constrains brain control proficiency

Despite the insight that the connectivity and tuning analysis provide into the neural activity that underlies the dual control task, neither analysis was predictive of task proficiency. This is consistent with previous studies showing remarkable flexibility of motor cortical activity. Previous studies also demonstrate that neural variability measured during natural behavior – intrinsic variability – is a constraint on learning and proficiency of brain control tasks [219]. Thus we investigated the role of intrinsic variability of the control neurons in relation to the variability of the entire neural population.

We began by identifying a low-dimensional space that characterizes a high proportion of the variance observed during natural movements from the manual control recordings. We used Gaussian process factor analysis (GPFA) to identify this space, which we term the intrinsic space (similar to the intrinsic manifold proposed by Sadtler et al 2014 [219]). In line with this terminology, we term the variance of each recorded unit during the manual control task its intrinsic variability. When a brain control task is performed, the activity from just two neurons determines the cursor position. The activity of these two neurons thus comprises a brain-control space (Figure 5.4A). Based on Sadtler et al 2014 [219], we hypothesized that more proficient brain-control and dual-control would occur when the brain-control space and the intrinsic space share some amount of alignment. We observed that in the brain control task, but not in the dual control task, performance is significantly higher when the brain-control and intrinsic spaces are indeed non-orthogonal (Figure 5.4B; brain-control $p = 0.023$, dual-control $p = 0.13$ – two sided t-test).
Figure 5.4: Intrinsic variability constrains performance. A: Cartoon demonstrating variability analysis. For simplicity here we assume only three neurons are recorded. At each recorded time bin, we collect three observations, the number of spikes occurring within the time bin of each of the recorded neurons, and place this point within a three dimensional ‘neural activity space’. In this way we collect a cloud of points representing the activity of all neurons throughout the entire recording. We identify axes which represent a lower-dimensional subspace which accounts for the largest proportion of the variance of the data. Here Gaussian Process Factor Analysis (GPFA) is used to identify this subspace, and is used to identify such a low-dimensional space in conjunction with an assumption of temporal continuity between successive recordings of each neuron. This space is called the ‘intrinsic manifold’, and here is constructed based on manual control recordings. Units chosen for brain control and dual control tasks provide an \( n \)-dimensional subspace, where \( n \) is the number of neurons used in the decoder (here \( n = 2 \)). The alignment between the brain-control space and the intrinsic space is the ‘principal angle’. For clarity, only the neural trajectories projected onto the two low-dimensional spaces are shown, not the full-dimensional neural trajectory. B: Alignment between brain-control space and intrinsic manifold relates to performance in brain control and dual control. In brain control, performance is significantly higher when the two spaces are non-orthogonal, i.e. when there is some degree of overlap between the two spaces. In dual control, the same trend exists, though it is not significant \( (p = 0.13; \text{two sided t-test}) \).
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**Intrinsic variability of control units affects contributions to cursor control and task proficiency**

Given this result, we sought further insight into how the task was being performed by focusing specifically on the intrinsic variability of the control units. In both the brain control and dual control tasks, the decoder (Eq 5.1) is set up so that neurons which have a high variance exert more effect on the cursor trajectory. We hypothesized that a high amount of variance is necessary for control over the cursor. If this is indeed the case then, when control units are selected with lower intrinsic variability, the monkey is required to increase unit variance in order to accurately perform the target pursuit task. If the monkey is unable to change the control units’ variance, then we might expect that in these cases he will be less able to control the cursor and will acquire targets at a lower rate.

To measure each unit’s contribution to the target acquisition task, we constructed a metric which quantifies the amount of influence each control unit has over the cursor trajectory. Since the cursor trajectory was determined through a moving average model weighing the contribution from each control unit, we selected a Granger causality-type metric (see Methods). We validated this metric using synthetic cursor data generated through a weighted contribution of two neurons (Figure S4). We observed that a high value of this control metric for at least one of the control neurons is required for dual control task proficiency (Figure 5.5A).

In addition, we observed that a high control metric is related to a high intrinsic variability of the control unit (Figure 5.5B). This indicates that the task is predominantly controlled by the unit with higher intrinsic variation. As suggested by the relation to cursor control and performance, there is a significant, positive relation between control unit intrinsic variability and performance, in both brain control (not shown) and dual control (Figure 5.5C).

These results suggest that a control unit’s intrinsic variability is a harder constraint on both brain-control and dual-control task performance than either its tuning or its transfer entropy with
Figure 5.5: Contributions of cursor motion by each control unit, measured by Granger causality score $G$. A: Control units chosen based on their tuning and activity in manual control recording (left panel) exert different levels of control over cursor in dual control recording (right panel). Dashed lines represent cursor motion contribution from individual control units, while solid purple line represents their aggregate. B: High levels of control positively correlated with high performance indicated by warmer colors clustering to the right (F-test, $p \ll 0.001$). C: Granger causality analysis identifies extent that individual control units exert control over cursor trajectory. The relative variance of the control units in manual control (MC) significantly influences the amount of control that each unit exerts over the cursor trajectory in dual control (DC), as identified by the Granger causality analysis ($p \ll 0.001$, $R^2 = 0.500$). D: The variance of control units observed during manual control is significantly positively correlated with performance in the dual control task. (F-test, $p = 0.016$).
other units. Therefore, when selecting units to control a BCI, intrinsic variability should be given greater consideration than tuning or connectivity to other units.

5.4 Discussion

In this study we sought to understand the factors that affect dual-control BCI proficiency and that may inform control unit choice in concurrent BCI tasks. Together our analyses suggest that factors such as effective connectivity and control unit’s tuning strength and direction have minimal impact on dual control performance, while the unit’s intrinsic variability has a significant effect.

5.4.1 Differences between linear tuning in brain control and dual control

In both brain and dual control contexts we observed a population-wide change of tuning angles between conditions, compared to tuning to naturalistic motion. These changes are suggestive of a global reconfiguration of the motor cortical network for different motor tasks, as seen in many previous BCI studies [258, 42, 156, 134, 94, 95, 109].

We also observed that tuning angles are significantly different between brain control and dual control. This finding is similar to observations made in a previous concurrent control study [197]. The authors found that producing static force with the arm during the BCI task perturbs the neural map formed during the standard BCI task. Interestingly, we found that during dual control, tuning angles were more similar to tuning observed during natural motion. Consistent with this finding, Suminski et al [255] reported that when the arm is passively moved in concert with a brain-controlled cursor, decoding performance improved. This suggests that tuning curves change less between manual and brain control conditions when the arm is actively involved in the task. It is possible that proprioceptive feedback inherent in arm movement is responsible for driving uniformly distributed tuning angles aligned with arm movement directions.
In contrast to the brain control task, control-unit-specific changes in tuning were not observed in the dual control task. Greater modification of control units’ tuning angles in the brain control task appears to be consistent with results from other studies in which visuomotor rotation was applied to a subset of units controlling the cursor [134, 50]. Applied visuomotor rotation resulted in the rotated subpopulation shifting their tuning angles more than the non-rotated population. Conversely, in the dual control task, tuning angles changed similarly for both control and non-control units, as observed in [132]. One explanation for this difference is that the manual component of the dual control task constrains neural activity in such a way that dissociation can only be achieved at a broader population level, or that the increased task complexity requires more coordinated activity of neurons in the population.

Previous BCI studies additionally show differential tuning strength of control versus non-control units [95, 155], while here we report that both control and non-control units undergo similar changes in tuning strength in the brain control and dual control task. Interestingly, Ganguly et al. observed no differential tuning strength of control and non-control groups of units during the initial learning process, but only after 2-3 days of performance with the same units. Similarly, Law et al [155] saw a stronger effect in late compared to early trials. This suggests that the short amount of practice time in the present study for each pair of control units may be insufficient to affect modulation depth.

5.4.2 Insights from effective connectivity

We sought a better understanding of the changes in network activity underlying the dual control task compared with the brain control task. We observed a selective decrease in effective connectivity between co-tuned units and the control unit in dual control, and a non-selective decrease in connectivity between co-tuned units in brain control. This suggests that the dissociation required in the dual control task does affect interactions between individual units in the network.

Effective connectivity, sometimes also referred to as functional connectivity, has been used to study properties of motor cortical networks using directed information in [212, 51] and the
Granger causality approach of [143]. In this study we chose to use transfer entropy as a non-parametric measure of effective connectivity, as it performed best on a synthetic validation dataset. A drawback of all these methods is that they are unable to distinguish between direct interactions and the effect of hidden, or latent inputs to recorded units. Given the 400 µm electrode separation of the Blackrock Utah array used here, direct synaptic connections between units are unlikely [244] and all relations between units may be mediated through unobserved connections. A more appropriate model then may be one that separates latent and direct connectivity components [206, 230, 171]. Such an analysis is the focus of future work.

5.4.3 Intrinsic variability constraints

In the brain control task we found that performance is constrained by each unit’s variability, and how well aligned the brain control space is to the units’ natural firing patterns. Other studies have also reported that factors relating to motor tuning may not be the most relevant when selecting BCI control units. For instance, Yu et al 2009 showed that BCI performance was better when low-dimensional latent dynamics were inferred and utilized, independent of any kind of external movement or task parameter [285]. Another study showed that trial-by-trial spike predictions based only on the firing rates of simultaneously recorded motor cortex neurons tend to outperform predictions based on external parameters [252].

Constraints provided by intrinsic neural variability have been identified before [219, 132] in populations of 10s to near 100 units. In this study the ‘control space’ is only two dimensional, whereas previous studies have explored the concept in wider control spaces consisting of 10-100 units. The low-dimensionality of the present study may facilitate insight into these larger control spaces. In Sadtler et al 2014 [219], for instance, within-manifold perturbations were less detrimental to performance than ‘outside manifold’ perturbations. In the present study the ‘control space’ is deliberately limited to two dimensions to facilitate insight into how a focused population of neurons must change their activity to accomplish the dual control task. It is possible that the role of variability of control units also explains these previous results. That is, the intrinsic
manifolds are predominantly defined by axes parallel to highly varying/firing units, and it is these units that dominate the manifold, not linear combinations of units. In other words, correlations between units may not be significant; within/outside manifold perturbations become simply the inclusion or otherwise of varying units that are able to contribute to the control of the BCI. This possibility requires further study.

5.4.4 Outlook

Our results demonstrate that dissociation of motor cortical units required by a dual control task does not occur with individual neuron specificity, but through task-related changes in both the control and non-control populations. This and previous work [219, 132] suggests that, provided specific constraints are taken into account, the motor cortex can flexibly adapt to a variety of challenging control tasks. Tasks that require dissociations from established correlations between neural activity and movement can be learned even over the course of a short recording session. Alongside their clinical value, BCI paradigms provide insight into the physiological principles that guide motor control [108] by allowing the relevant populations for motor control and learning to be directly observed. Despite recent findings, a lack of consensus remains over the appropriate framework to understand primary motor cortical activity. In the present study we relied on a variety of analyses utilized in both representational and dynamical perspectives of encoding in motor cortex. We found that each analysis revealed different insights into how primary motor cortex learns a novel coordination task.

5.5 Supporting information

S1 Appendix. Validating connectivity methods. There are a number of candidate measures of effective or functional connectivity between units, including Granger causality, transfer entropy and correlation. Undirected, statistical relationships, may be referred to instead as functional connectivity [193, 247]. Before applying these analyses to brain-control recording data we sought
to understand each method’s success in identifying effective/functional connectivity in a synthetic
dataset with known connectivity. For this, we generated a dataset using a point process model [152]. This model was designed to simulate an ensemble of cortical neurons in motor cortex, and has been used previously for making predictions about brain-BCI interactions. The candidate
methods were standard covariance, Granger causality analysis based on a Poisson process GLM [143], Granger causality analysis based on a linear firing rate model, and transfer entropy [133]. Details for each method are below.

A simulated spiking network [152] of 30 Izhikevich neurons is divided into 3 densely intercon-
ected groups with some inter-group connections. As common input, the neurons are stimulated
with a rectified sinusoidal input. The input was a 2 Hz sinusoidal envelope with a 100 Hz envelope
amplitude. The simulation was run for 3 min, with a baseline firing rate of 1 Hz (producing on
average 17 Hz activity in simulation).

For our Transfer entropy analysis, we used the Transfer Entropy Toolbox [133] with a 1ms bin
size, a max delay of 20 ms, 1-3 time bins and 1-3 past time bins to calculate the transfer entropy
between neurons. We then normalized the Transfer entropy by z-scoring.

For our linear Granger causality analysis, using MLE we fit a linear model of the activity of all
neurons 1-20 ms in the past (including the past history of the unit being predicted) in order to
predict the activity of unit $i$. We then removed unit $j$ from the model and re-fit the model. The
change in deviance (normalized by z-scoring) between the old and new model was used as our
measure of the effective connectivity between units. For our GLM granger causality analysis, we
performed the same analysis with an Poisson model with an exponential nonlinearity rather than
a linear model, again normalizing our results by z-scoring.

We also calculated the covariance between units and normalized by z-scoring.
Reconfiguring motor circuits for a joint manual and BCI task

Figure 5.6: Functional connectivity validation.

Figure 5.7: Change in tuning angle in unrotated sessions. Change in tuning angle between conditions for control units that were displayed in their preferred direction on the screen, rather than rotating by 90 degrees as in the remainder of the study to permit dual control. Changes are similar to those observed in the 90 degree rotated dataset (Figure 5.2) – overall larger between manual control and brain control tasks than manual control and dual control tasks.
Figure 5.8: Tuning changes during unrotated sessions. A: Tuning angle. Left: all $p < 0.001$ [two sided t-tests]. Right: non-significant. B: Tuning strength. Left: MC-BC $p < 0.001$, MC-DC $p = 0.0016$ [two sided t-tests] Right: MC-DC $p = 0.0491$ [two sided t-test]

Figure 5.9: Validation of Granger-causality cursor control metric. Synthetic cursor trajectories are generated according to neural data from two control units, according to the decoder (5.1). Contribution weights for each units are varied. 108 trajectories are generated for each weighting and cursor control metric, $G_{j \rightarrow i}$, is computed. Blue curve indicates mean proportion of control score as a function of weight; red curve indicates standard deviation; dotted black line indicates identity line.
Figure 5.10: Optimal time lags for simple tuning models. Peak of cross-correlation between filtered firing and position flexion-extension (FE) and radial-ulnar (RU) torque output gives an optimal encoding lag for each channel. The absolute value of the z-scored peak provides a simple encoding ‘strength’. A: The relation between score and optimal lag for direct FE and RU output – related to cursor positions. B: the same relation for time-differenced torque output – related to cursor velocity. Scores below 4 are wildly varying in optimal lag, while scores above 4 are more tightly constrained to near zero. The ‘velocity encoding’ responses is optimal near a lag of zero. Similarly, fitting a simple GLM Poisson model with a stimulus filter of length 1 (only one time point) for different time point values queries at what time delay the neuron’s firing is most informative about the stimulus. The change in each model’s likelihood when the stimulus filter is included gives an indication of the encoding at this time lag. The optimal time lag can be computed by taking the maximum in this change in likelihood. C: The optimal time lag for a set of units under a position encoding model. D: Optimal time lag for a set of units under a velocity encoding model. The most common optimal time lag was approximately -100ms – indicating spiking occurs before the motor output. As a compromise between these two sets of analyses, a fixed time lag of -75ms was used in the main text.
A reaction-diffusion model of cholinergic retinal waves

In this chapter we develop a model of spontaneous activity in the developing nervous system. This work is a collaboration with Kevin Ford and Nathan Kutz, and has been published in Lansdell et al 2014[153]. Here it is reproduced.

Prior to receiving visual stimuli, spontaneous, correlated activity in the retina, called retinal waves, drives activity-dependent developmental programs. Early-stage waves mediated by acetylcholine (ACh) manifest as slow, spreading bursts of action potentials. They are believed to be initiated by the spontaneous firing of Starburst Amacrine Cells (SACs), whose dense, recurrent connectivity then propagates this activity laterally. Their inter-wave interval and shifting wave boundaries are the result of the slow after-hyperpolarization of the SACs creating an evolving mosaic of recruitable and refractory cells, which can and cannot participate in waves, respec-
A reaction-diffusion model of cholinergic retinal waves

tively. Recent evidence suggests that cholinergic waves may be modulated by the extracellular concentration of ACh. Here, we construct a simplified, biophysically consistent, reaction-diffusion model of cholinergic retinal waves capable of recapitulating wave dynamics observed in mice retina recordings. The dense, recurrent connectivity of SACs is modeled through local, excitatory coupling occurring via the volume release and diffusion of ACh. In addition to simulation, we are thus able to use non-linear wave theory to connect wave features to underlying physiological parameters, making the model useful in determining appropriate pharmacological manipulations to experimentally produce waves of a prescribed spatiotemporal character. The model is used to determine how ACh mediated connectivity may modulate wave activity, and how parameters such as the spontaneous activation rate and sAHP refractory period contribute to critical wave size variability.

6.1 Introduction

Throughout the nervous system, correlated spontaneous activity drives developmental programs [182, 30]. Within the retina, these events manifest as slow, spreading waves of depolarizations and are thus termed retinal waves. Waves are observed in a variety of species and progress through three stages of development [276, 91]. They have been implicated in numerous developmental processes, including retinotopic map refinement [130] and the eye-specific segregation of retinal projections into layers of the thalamus [281]. In mammals, waves mediated by acetylcholine (cholinergic waves, or stage II waves) are the best characterized. They exhibit a slow wavefront velocity, random initiation site and direction of propagation, an interwave interval (IWI) which lasts tens of seconds, and constantly shifting wave boundaries. Precisely determining their role in development requires a controlled manipulation of these properties, which in turn requires a sound theoretical understanding of the mechanisms responsible for their generation. However, the complexity of their dynamics means that determining the connection between the generation and resulting spatiotemporal patterns of wave activity and underlying physiology is by no means
intuitive and is reliant on computational modeling. This paper develops a biophysically consistent, yet simplified, conductance based model of the developing retina that is able to produce physiological waves, in order to elucidate this connection.

Retinal waves are believed to be initiated by spontaneous depolarizations of Starburst amacrine cells (SACs) whose processes reside in the inner plexiform layer (IPL) of the retina. In mice these spontaneous depolarizations are sparse: they occur roughly once every 15 minutes per SAC [92], whereas in rabbit the rate is closer to once every 30 seconds. Following initiation, the dense, recurrent connectivity of the SAC network laterally propagates activity through cholinergic synapses [287]. After depolarizing, SACs exhibit a slow after-hyperpolarization current due to a cyclic-AMP sensitive, calcium-activated potassium channel [92, 288], which persists for tens of seconds. Consequently, waves propagate over only a finite domain of the retina, with their boundaries determined by regions still refractory from previous wave activity. A number of computational studies have tested this wave generation hypothesis, notably the models by Godfrey et al 2007 [107], Hennig et al 2009 [121] and subsequent study by Ford et al 2012 [92] (refer to the reviews Gjorgjieva and Eglen 2011 [104] and Godfrey and Eglen 2009 [105] for more information on previous computational studies).

A striking feature of retinal waves is their variety of sizes, speeds and shapes, which differs from the more stereotyped behavior of spontaneous activity in other developing brain regions, for example in neocortex [2, 9]. Despite numerous theoretical studies, it is not clear what properties of the recurrent developing SAC network most contribute to these spatiotemporal patterns. Indeed, retinal waves sizes appear to be distributed according to a power-law[121], analogous to other examples of spontaneous activity in the nervous system. In cortex, such activity has been extensively studied as an example of a critical state phase-transition [26]. Additionally, diffuse release of ACh has been detected at the inner limiting membrane coincident with wave activity [92], suggesting that, like later stage waves mediated by glutamate [31], extra-synaptic diffusion may play a role in cholinergic wave propagation, though this has not been tested theoretically or experimentally.
In this work, we develop a theoretical, reaction-diffusion framework that integrates the key biophysical processes, including increased excitation due to acetylcholine diffusion and the slow after hyper-polarization of the SACs, to characterize spontaneous wave dynamics in the developing retina. This provides a framework to address the above questions of critical dynamics and mechanisms of wave generation and lateral propagation. The model is consistent with the above described mechanisms, but its purpose is to be as simple as possible while still being able to capture the defining spatiotemporal properties of retinal waves. We demonstrate the model is capable of producing physiological waves, as observed in mice [92], after which we address two questions. First, what are the conditions for spontaneous activity in the amacrine cell layer to propagate laterally as waves? We derive necessary conditions for propagating activity using techniques from non-linear dynamics that are made available through the use of a reaction-diffusion model. These conditions are shown to be consistent with known pharmacological and genetic manipulations. Second, once conditions for propagation are met, what are the conditions required for the spatiotemporal patterns of retinal wave activity to take the form of avalanches, as observed in multielectrode array recordings of stage II waves in a variety of species [121]? This is answered by appeal to a model of critical behaviour in a canonical model of forest fires.

6.2 Methods

6.2.1 The model

SACs are assumed to obey dynamics based on a Morris-Lecar [121] model, which includes a quasi-stationary voltage dependent calcium conductance. The voltage dynamics are described by

\[ C_m V_t = -g_{Ca}(V - V_{Ca}) - g_K(V - V_K) - g_L^M(V - V_L) - g_{ACH}(V - V_{syn}) - g_n^M N(V - V_{Ca}), \]
where

\begin{align*}
  g_{Ca}(V) &= \frac{1}{2}g_{Ca}^M \left[ 1 + \tanh \left( \frac{V - V_1}{V_2} \right) \right], \\
  g_K(R) &= g_K^M R, \\
  \Lambda(V) &= \cosh \left( \frac{V - V_3}{2V_4} \right), \\
  R_{\infty}(V) &= \frac{1}{2} \left[ 1 + \tanh \left( \frac{V - V_3}{V_4} \right) \right],
\end{align*}

are the standard Morris-Lecar auxiliary functions. The model also includes an ACh conductance \( g_{ACh}(A) \) which depends on the local concentration of acetylcholine \( A \):

\[ g_{ACh}(A) = g_{ACh}^M \frac{\delta A^2}{1 + \delta A^2}. \]

Additionally, a slow AHP variable \( S \) is activated according to a voltage-dependent function \( G(V) \) with time scale \( \tau_{ACh} \):

\begin{align*}
  S_t &= \gamma G(V) - \frac{S}{\tau_S} \\
  G(V) &= \frac{1}{1 + \exp[-\kappa(V - V_0)]},
\end{align*}

The sAHP variable enters the dynamics through its effect on refractory variable \( R \) as follows

\[ \tau_R R_t = \Lambda(V)(R_{\infty} - R) + \alpha S(1 - R), \]

where \( \Lambda(V) \) is defined above as part of the Morris-Lecar equations.

Cells are indexed by a continuous spatial parameter \( x \) such that the state space is described by the tuple \( (V(x, t), R(x, t), S(x, t), A(x, t)) \), where \( V(x, t) \) is the membrane potential. On spiking,
cells release ACh at a voltage dependent rate $\beta G(V)$ which diffuses with coefficient $D$:

$$A_t = D \nabla^2 A + \beta G(V) - \frac{A}{\tau_{ACh}},$$

$$G(V) = \frac{1}{1 + \exp[-\kappa(V - V_0)]}.$$

Coupling between SACs occurs only through the diffusion of ACh.

To induce spontaneous depolarizations, a noisy, excitatory current is included in simulations:

$$g_n^M N(V - V_{Ca}),$$

where at each time-step $N$ is a Bernoulli random variable ($N \sim B(1, p)$). Refer to Table 6.1 for the parameter values used. The value of $p$ is chosen such that the mean waiting time between spontaneous noisy channel openings matches approximately the rate of intrinsic spontaneous bursts observed in mouse retina recordings [92].

**Computational Methods**

Numerical integration was performed using a time-splitting method, in which the diffusion term was computed using a locally one dimensional Crank-Nicolson method and the reaction term was computed using a two-stage Runge-Kutta method. Simulations were computed in MATLAB (version 7.14.0; R2012a. Natick, Massachusetts: The Mathworks, Inc., 2012) using a $64 \times 64$ grid with a fixed step size of 1ms. The stochastic conductance variable was updated every 10ms. Simulation data used in statistical analysis was from 2500s of simulation on a $4\text{mm}^2$ domain ($L = 2\text{mm}$), following a 500s warm-up period. The dimensions chosen mean that one grid point has a length of approximately $30\mu\text{m}$ – roughly the density of SACs in the inner plexiform layer [41]. Simulations were performed on a dual 6-core Intel Xeon 3.07Ghz machine with 24GB RAM, running Ubuntu 12.04. MATLAB code to run simulations is available for download at: https://github.com/benlansdell/retinalwaves.
**Simulation statistics**

Statistical analysis is performed as follows: snapshots of the simulation are taken every 10 time steps (10ms). To remove boundary effects, grid points 5 units or less from the boundary are not considered for analysis. All grid points whose potential is above a threshold of -60mV are labeled as active. All active points adjacent to one another are assigned a common wave number. For each set of cells assigned that number: the time from the first active cell to the last active cell is its wave duration, and the total number of cells is its size. The wave speed is calculated as in Blankenship *et al* 2009 [31]: the wave initiation and termination points are identified and the path the wave front travels between these two points is computed. This allows the maximum wave front speed for that wave to be computed, and the distance this wave front travels divided by the wave duration gives an average wave speed. To give better estimates of the wave front speed, waves which involve the activation of fewer than 50 cells or whose duration is less than 1s are ignored, and waves which do not have a distinct initiation point and are therefore the result of two waves colliding are also omitted (Figure S1). The interwave-intervals are computed by considering all above threshold wave activity, collisions or otherwise, and, for each grid point, measuring the time between successive threshold crossings. A minimum IWI of 2s was imposed.

**A note on thresholds and smoothing voltages**

Previous models of retinal waves consisted of two layers: an amacrine cell layer, which initiated and laterally propagated activity, and a ganglion cell layer, which acted as a smoothed ’read out’ layer [82]. Subsequent models did away with the ganglion cell layer, and modeled only SACs [107, 121]. However, without this read-out later, wave analysis based directly on thresholding SAC potentials is noisy, making wave front tracking more difficult and wave ’collisions’ more common. In order to compare simulated waves to recorded waves, Godfrey *et al* 2007 [107] thus compute a calcium response variable, in which wave fronts are smoothed. Our simulations (Figure 6.2A), and experiments [92] show highly variable participation in wave activity on a cell-cell
basis. Thus to compare our simulations to calcium imaging data, which is based on filtered RGC activity, we lower the threshold for which a cell is counted as participating in a wave to the ACh release threshold (near -55 mV), instead of its spiking threshold. This thus reflects the ‘general excitation’ of the region, not individual SAC activity, which makes it better suited for comparison with calcium imaging data. With this threshold, smoothing our data did not have a significant effect on wave labeling, so was not implemented (Figure S2).

**Bifurcations**

AUTO [68] was used for the numerical continuation of traveling fronts and bifurcation analysis.

### 6.2.2 Mathematical analysis

In order to analyze the model we first perform non-dimensionalisation, the parameters and scalings are outlined in Table 6.2. Non-dimensional dynamic variables are named in lower-case. To non-dimensionalise we make the following change of variables:

\[ V = V_{Ca}v, \quad R = r, \quad A = \tau_{ACH}a, \quad S = \tau_{S}s \]

and scale time (dimensioned quantity here denoted by a capital \( T \)) and space (capital \( X \)) such that

\[ T = \frac{C_m}{g_K}t, \quad X = \sqrt{\frac{DC_m}{g_K^2}}x. \]
Then:

\[ v_t = -\tilde{g}_{Ca}(v)(v - 1) - r(v - v_K) - \tilde{g}_L^M(v - v_L) - \tilde{g}_{ACH}(a)(v - v_{ACH}), \]

\[ r_t = \frac{1}{\tilde{\tau}_R}[\lambda(v)(r_\infty(v) - r) + \tilde{\alpha}s(1 - r)], \]

\[ s_t = \frac{1}{\tilde{\tau}_S}(g(v) - s), \]

\[ a_t = \nabla^2 a + \frac{1}{\tilde{\tau}_{ACH}}(g(v) - a), \]

with

\[ g(v) = \frac{1}{1 + \exp[-\kappa(v - v_0)]} \]

\[ \tilde{g}_{Ca}(v) = \frac{1}{2} \tilde{g}_M^{Ca} \left[ 1 + \tanh \left( \frac{v - v_1}{v_2} \right) \right] \]

\[ \tilde{g}_{ACH}(a) = \tilde{g}_{ACH}^{M} \frac{\tilde{\delta}a^2}{1 + \delta a^2} \]

\[ \lambda(v) = \cosh \left( \frac{v - v_3}{2v_4} \right) \]

\[ r_\infty(v) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{v - v_3}{v_4} \right) \right]. \]

To proceed, let \( \epsilon = 1/\tilde{\tau}_R, \epsilon\theta = 1/\tilde{\tau}_S \) and \( \alpha = \pi \)

\[ f(v, r, a) = -\tilde{g}_{Ca}(v)(v - 1) - r(v - v_K) - \tilde{g}_L^M(v - v_L) - \tilde{g}_{ACH}(a)(v - v_{ACH}), \]

\[ h(v, r, s) = \frac{1}{\tilde{\tau}_R}[\lambda(v)(r_\infty(v) - r) + \tilde{\alpha}s(1 - r)], \]

\[ k(x, v) = -x + g(v), \]
to give:

\[
\begin{align*}
    v_t &= f(v, r, a), \\
    r_t &= \epsilon h(v, r, s), \\
    s_t &= \epsilon \theta k(s, v), \\
    a_t &= \nabla^2 a + \frac{k(a, v)}{\tilde{\tau}_{ACCh}},
\end{align*}
\]  

(6.1)

which we analyze as a fast-slow system as is standard (refer to Ermentrout and Terman 2010 [77], or Keener and Sneyd 2001 [140]). The methods described below make no attempt to rigorously establish the existence of traveling fronts or waves.

**Wave fronts**

This scaling of space and time is appropriate in regions where the diffusion term is relevant, thus the system obtained by letting \( \epsilon \to 0 \)

\[
\begin{align*}
    v_t &= f(v, a; r), \\
    a_t &= \nabla^2 a + \frac{k(a, v)}{\tilde{\tau}_{ACCh}},
\end{align*}
\]  

(6.2)

provides an approximate description of the wave fronts and backs. The variable \( r \) is here considered a parameter. To construct wave front solutions in one spatial dimension, change coordinates to a frame moving with speed \( c \):

\[
x' = x - ct, \quad t' = t
\]

so that

\[
\begin{align*}
    v_{t'} - cv_{x'} &= f(v, a; r), \\
    a_{t'} - ca_{x'} &= \nabla^2 a + \frac{k(a, v)}{\tilde{\tau}_{ACCh}}.
\end{align*}
\]
A traveling front corresponds to the stationary solutions:

\[ 0 = f(v, a; r) + cv' + \epsilon v'', \]
\[ 0 = ca' + a'' + \frac{k(a, v)}{\tau_{ACH}}. \]  

(6.3)

where \( \epsilon = \frac{d}{dx} \). A bounded wave front solution, if it exists, corresponds to a heteroclinic orbit connecting the rest fixed point to the excited fixed point of Equation 6.3. In order to obtain this heteroclinic orbit, Equation 6.2 was simulated in MATLAB with a sigmoid function connecting the rest and excited fixed points for initial data. Once the solution had sufficient time to converge to the traveling front solution, its profile was saved, its wave speed calculated, and these two pieces of data put into the AUTO subpackage homcont to perform continuation on the system described in Equation 6.3. This allows for the computation of \( c(r) \) – the wave speed as a function of refractory state.

**Excitability thresholds**

We seek to determine when the medium is sufficiently excitable to support a traveling front solution. In two variable neuronal systems such as Fitzhugh-Nagumo or Morris-Lecar, in which case the fast dynamics are one dimensional, an energy argument can provide conditions under which the medium is excitable (e.g. Ermentrout and Terman 2010 [77]). This is not possible since the fast dynamics are here two dimensional. So, let \( r_0 \) be the unique fixed point of Equation 6.1. We aim to find parameters for which \( c(r_0) > 0 \), which, assuming the front we are studying is excited to the left and at rest to the right, will correspond to a propagating front. Parameters for which \( c(r_0) < 0 \) will generate a receding front, and thus parameters for which \( c(r_0) = 0 \) corresponds to the transition between excitable and not. This is found using AUTO.

These results are compared to model simulations without the noise channel. The simulations are performed for different parameters for a simulated time of 10s, with an initial condition in which the domain is at rest besides a small cluster of grid points on one side of the domain.
Excitability is determined by measuring if activity above an 'excited' threshold is observed on the other side of the domain – from which we infer that a wave must have traversed the simulated retina.

**Relation between one dimensional analysis and two dimensional simulations**

Our analysis is performed in one spatial dimension only. Moving to two dimensions has the following effect: the Laplacian in radially symmetric polar coordinates is

\[ \nabla^2 = \frac{\partial^2 f}{\partial r^2} + \frac{1}{r} \frac{\partial f}{\partial r}, \]

which, for large \( r \), approximates the one dimensional Laplacian operator. Thus we expect, for waves of large radius, the results we find for one spatial dimension will apply. Indeed, performing the above simulations to determine excitability threshold with either a small cluster of initially excited cells (thus simulating a 2D, but radially symmetric solution) or with an entire strip of initially excited cells (thus simulating essentially the 1D dynamics) showed negligible difference.

### 6.3 Results

**6.3.1 A physiological reaction-diffusion model of cholinergic retinal waves**

As in previous models [121, 92], individual SACs are modeled according to Morris-Lecar dynamics [185], with an additional sAHP current activated by depolarization and subsequent calcium influx. The sAHP current generates recovery times on the order of a minute. Each cell is assigned the same recovery time scale, and the dynamics are such that recovery is minimally activity-dependent (Figure 6.1A). Previous theoretical models [107, 121] and experimental observations [288] show
that larger depolarizations increase sAHP duration. The lack of a strongly activity-dependent refractory period in our model does not affect the its ability to generate physiological waves. A noisy, excitatory current induces spontaneous depolarizations (Figure 6.1B) at an average rate of once every 15 minutes per isolated cell, consistent with recordings in mice (Figure 6.1C).

Figure 6.1: Isolated SAC dynamics. Starburst amacrine cells obey Morris-Lecar dynamics with voltage term $V$, refractory variable $R$, sAHP variable $S$ and acetylcholine concentration $A$. A. Time course of individual SAC dynamics following current injections of indicated size, injected at $t = 1s$ for $1.5s$ (shown in grey). Model SACs’ refractory period shows dependence on amount of current injected. B. Single cell dynamics showing sparse spontaneous depolarizations. Different colors represent different SACs. C. Distribution of inter-event intervals in stochastic simulation of isolated SAC. A threshold of -50 mV was employed. Bar plot shows mean and standard deviation.

The dense synaptic connectivity of the SAC network and the potential role for extra-synaptic transmission suggests that a model based on local coupling between cells is appropriate. As such, coupling between amacrine cells is modeled via the volume release and diffusion of acetylcholine (ACh), and an excitatory post-synaptic current dependent on the local concentration of ACh. By taking a continuum limit of this amacrine cell network, a reaction-diffusion model is thus described (Methods). By modelling lateral excitation as a diffusion process the model is mathematically tractable. It should be emphasized that the diffusion of ACh is best thought of as an effective
diffusion process, representing the combination of synaptic and extra-synaptic excitation through acetylcholine. Below we will demonstrate the inclusion of long-range connections, in addition to local, ‘diffusive’, ones has minimal impact in simulations. The model is described in more detail in the Methods, but its notation is established here. For a SAC located at $x$, its membrane potential at time $t$ is described by $V(x, t)$. Three dynamic variables regulate the membrane potential: $A(x, t)$, the extra-cellular ACh concentration which provides an excitatory current to the SAC; $S(x, t)$, a calcium-dependent potassium channel which provides an inhibitory, slow after hyperpolarization (sAHP) current; and $R(x, t)$, an inhibitory potassium channel modeled as in the original Morris-Lecar model. The vector

$$\mathbf{v} = (V, A, R, S)$$

(6.4)

then specifies the state of the system and obeys the following dynamics

$$\mathbf{v}_t = \mathbf{f}(\mathbf{v}) + \mathbf{D} \nabla^2 \mathbf{v}.$$ 

The matrix $\mathbf{D}$ is a diagonal matrix whose specified entries indicate the diffusion coefficient of each dynamic variable

$$\mathbf{D} = \begin{pmatrix} 0 & \ & \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \
distribution of initiation points is expected given the homogeneity of the connectivities (diffusion coefficient) of the model. Some studies show that both *in vivo* and *in vitro* recordings contain a directional bias in propagation [1, 248], which could be modelled with a drift-diffusion model. However, since there is presently no physiological model for how this directionality occurs, we do not attempt to address these issues here.

The spontaneous firing of each cell is modeled as a Poisson process, which makes it simple to fix the per-cell spontaneous activation rate to be consistent with the recordings of Ford *et al* 2012 [92]. The mean firing rate is set to be low, such that adjacent spontaneous activations are exceedingly rare, and hence waves are the result of a single SAC depolarization. However, the mean rate is sufficiently high to desynchronize the network, such that the correlation of activity of neighboring SACs quickly decays as a function of distance (Figure 6.2C). Indeed, the correlation of both refractory variables ($S$ and $R$) decays faster than either the voltage or acetylcholine variables, indicating neighboring SACs can exist in different refractory states and thus exhibit variable participation in waves [92, 121]. These features are consistent with physiological waves observed in mice. Further, by assuming a continuum model, the dimensionality of the dynamics can be drastically reduced, when compared with a network model. This feature is exploited in the following section.

### 6.3.2 Necessary conditions for wave propagation

Having established the model produces realistic waves, in this section we determine under what conditions propagating activity exists. For this note that previous studies predict that the evolving mosaic of retinal wave activity is a result of the refractory period of SACs, which delineates shifting boundaries of future wave activity [92]. If previous wave activity is indeed responsible for the finite spatial extent of retinal waves then, were the amacrine cell network in a homogeneously recovered state, activity would spread across the entire retina without dissipation. Under this hypothesis, a prerequisite for the amacrine cell network supporting propagating retinal wave
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Figure 6.2: Model produces realistic cholinergic waves. A. Network dynamics showing spatiotemporal patterns of retinal waves. B. Distribution of wave sizes, speeds, durations and inter-wave intervals from 2500s of simulation. Mean wave size is 0.017 mm$^2$ ($\pm 0.059$ mm$^2$), mean wave speed is 0.11 mm/s ($\pm 0.022$ mm/s), mean wave duration is 0.63 s ($\pm 0.90$ s), and mean inter-wave interval is 49 s ($\pm 25$ s). C. SACs exhibit variable participation in waves. Pearson correlation coefficient between a cell in the center of the domain and all other cells. The correlation coefficient for each variable is plotted as a function of euclidean distance between cells. Computed using one 2500s simulation, with activity recorded every 0.1 s. Solid curve represents a loess moving average estimate of mean correlation as a function of distance. Shaded region highlights all points within one standard deviation of this mean curve.

activity is thus that it should support traveling wave solutions were it provided an infinite spatial domain at rest – or that it should be an excitable medium.

To investigate parameters in which our retinal waves model is excitable is this sense, the amacrine cell network is studied as a non-linear reaction-diffusion system, in which we seek
parameters under which traveling wave solutions can be constructed. The method is outlined briefly here, and described in further detail in Methods. We take advantage of the fact that the voltage and acetylcholine variables change on a faster timescale than either refractory variables. Following a singular-perturbation analysis outlined by Keener and Sneyd, 2001 [140], (treated in a number of other texts also, e.g. Ermentrout and Terman 2010 [77]), the dynamics can thus be broken into a fast and slow system:

\[
\begin{align*}
    v_t &= f(v, r, a), \\
    r_t &= \epsilon h(v, r, s), \\
    s_t &= \epsilon \theta k(s, v), \\
    a_t &= \nabla^2 a + \frac{k(a, v)}{\tilde{\tau}_{ACh}},
\end{align*}
\]  

(6.5)

where the lower-case variables denote dimensionless quantities corresponding to their upper-case equivalents of Equation 6.4. Singular perturbation analysis is used to study systems for which dynamics on more than one timescale need to be considered. For such systems, attempting to find approximate solutions by neglecting very fast or very slow components would result in an incorrect description of the dynamics. Here, the parameter $\epsilon$ represents the ratio of the fast and slow timescales and is to be considered small (for the default parameters used in simulations $\epsilon \approx 0.001$). The model requires singular perturbation techniques because the small parameter affects the leading order derivative terms. The fast-system models the dynamics during the jump from the rest state to the excited (depolarized) state, or from the excited state to the refractory state. In one spatial dimension $\nabla^2 = \partial_{xx}$, and the zeroth-order ($\epsilon \to 0$) dynamics are therefore

\[
\begin{align*}
    v_t &= f(v, r, a), \\
    a_t &= a_{xx} + \frac{k(a, v)}{\tilde{\tau}_{ACh}}.
\end{align*}
\]
In a moving frame with speed $c(r)$, stationary solutions which connect the rest and excited fixed points are *heteroclinic* orbits which represent traveling front solutions. The basic idea of the wave front construction is outlined in Figure 6.3.

**Figure 6.3:** Construction of traveling wave-front. **A.** Fast-slow dynamics in the canonical Fitzhugh-Nagumo model of action potential generation. Black curve represents a trajectory of an action potential through phase space, in which a fast transition occurs between the rest (blue dot) and excited state (green dot), followed by slow excited dynamics (green to purple dot), another fast transition between the excited and refractory state (purple to yellow), and slow dynamics while refractory (yellow to black). Red arrows represent flow lines, and the blue curve is the $V = 0$ nullcline which defines the slow manifold ($R = 0$ nullcline not drawn for clarity). **B.** The fast system here is described by three dynamical variables ($v, a$, and $b \equiv a'$). Shown here is the trajectory connecting the rest (blue) and excited (green) fixed points, defining the wavefront. **C.** Temporal voltage dynamics of the wave front.

Parameters for which a heteroclinic orbit exists for a positive speed $c$ are parameters which support propagating activity. Parameters at the transition between a propagating, positive speed, traveling front and a receding, negative speed, traveling front (that is, when $c = 0$) represent an excitability threshold. Figure 6.4 demonstrates this excitability threshold over a two dimensional parameter space, computed using the above framework and, for comparison, computed using numerical simulations of the model for different values of $\epsilon$ (the separation of fast and slow time scales). The analysis and simulations exhibit the same general behavior. The analysis method presented here is a more direct method for determining wave propagation because it is not necessary to set up and solve numerically a solution for each point in parameter space to be queried. Refer to Methods for more detail on the numerical simulations.
Figure 6.4: Parameter regimes which produce propagating activity. Numerical determination of retinal wave excitability threshold for different timescales $\epsilon$ and excitability threshold determined through singular perturbation analysis, both as functions of $g_{ACh}, g_{Ca}$. Each point on each curve indicates a point in parameter space in which the wavefront transitions from propagating to receding. Points in parameter space below each curve are therefore not excitable, while those above are excitable.

Both analysis and simulation demonstrate that excitability is sensitive to the value of both maximal conductances $g_{ACh}^M$ and $g_{Ca}^M$. Further, excitability is independent of all aspects of the model not involved in the fast dynamics. This means that neither the spontaneous activation rate nor the duration of either refractory variable have an effect on wave propagation. Indeed, this is consistent with data presented in Ford et al 2012 [92], which shows manipulations affecting the strength of the sAHP current have minimal effect on measured wave speed. In the sense defined here, excitability is also independent of the diffusion coefficient $D$, as it is scaled out of the dimensionless equations used to compute the excitability thresholds. Thus, beyond assuming a non-zero coefficient, the diffusion rate merely determines the speed at which waves propagate. The existence of spontaneous, propagating activity in the developing retina is thus determined by factors regulating individual SACs excitability and their synaptic strength. It is important to understand that this analysis is only for the case of a domain uniformly at rest. Of course, we would like to consider the existence of waves within a medium that is not uniformly recovered but for which some of the domain may be refractory from previous activity. Our analysis provides a necessary condition for the existence of propagating activity in this more general case: a network incapable of supporting wave propagation at rest is a network incapable of supporting wave
activity when some of its cells are refractory. In this more general case, waves propagate not only if SACs are sufficiently excitable, but also if neighboring SACs are sufficiently recovered from prior depolarizations. The wave speed is then modulated by the refractory state as well (e.g. Figure 6.5).

Figure 6.5: Modeling biophysical manipulations. A. Synaptic connection strength $g_{ACh}^M$ is varied. Sub plots from left to right: speed of wave front $c(R_0)$ at rest (when $R = R_0$) as a function of conductance $g_{ACh}^M$, velocity indicates maximum wave-front speed since $R \geq R_0$ and $C(R)$ is monotonically decreasing, point at which $c$ becomes zero represents excitability threshold; wave-front speed as function of refractory variable $R$ for three different values of $g_{ACh}^M$; from 5000s of simulation of model with indicated values of $g_{ACh}^M$, interwave-interval; wave speed distribution; and mean wave size. B. Sub plots from left to right: dynamics of refractory variable $R$ of individual SAC following depolarization with different sAHP timescales $\tau_S$, black line indicates refractory value above which $C(R) \leq 0$ and thus represents an absolute refractory time period in which SAC is not sufficiently excitable to participate in future wave activity; from 5000s of simulation of model with indicated values of $\tau_S$, inter-wave interval; wave speed distribution; and mean wave size.

6.3.3 Waves under physiological manipulations

The pharmacological or genetic manipulation of retinal waves forms a major component of their experimental study. In this section we show how two such common manipulations are recapitulated by our model and use the above analysis to interpret the effects of these manipulations. Using
a biophysically inspired model is beneficial since model parameters have clear, experimentally determinable values.

6.3.3.1 Synaptic connection strength

We first investigate the effect of nicotinic acetylcholine receptor (nAChR) agonists/antagonists by varying the maximal synaptic conductance $g_{MACH}$ (see Methods for definition). Our analysis shows both the wave speed at rest and the wave speed as a function of refractory state $R$ are highly sensitive to changes in $g_{MACH}$ (Figure 6.5A). A 25% reduction in $g_{MACH}$ lowers the $C(R)$ curve significantly, making the medium less excitable and waves more easily blocked by encounters with refractory cells. This manifests in simulations as a reduction in wave size, and a change in the inter-wave interval: from sharply peaked at a mean of approximately 50s to a monotonically decaying function similar to the individual SAC spontaneous firing rate (Figure 6.1), indicating that wave activity is localized and activations are primarily caused by spontaneous activity, not wave activity. This is indeed observed in pharmacological studies of mice, chick and turtle retina [232, 233, 18], which produce both a decrease in wave frequency and a decrease in wave size following treatment with nAChR antagonists.

Additionally, a study by Xu et al 2011 [281] used transgenic mice in which only about half of SACs express functional nicotinic acetylcholine receptors, which reduces the effective coupling of the network. In these mice, wave frequency and speed were unchanged, whereas wave size was significantly reduced, as the analysis of our model predicts.

Conversely, a 25% increase in $g_{MACH}$ results in an increase in wave speed both from rest and as a function of refractory state, indicating that wave activity is more robust and less likely to be blocked by encounters with refractory cells. Indeed, in simulations this results in an increase in wave size and a more frequent and sharply peaked inter-wave interval distribution.
6.3.3.2 Modulation of sAHP current

We also investigate the effect on waves from varying the sAHP current. Experimentally, this is achieved through stimulating the cAMP second-messenger pathway via forskolin. We study this effect by varying the sAHP timescale $\tau_S$. Since $\tau_S$ does not effect the fast time scale dynamics, our singular perturbation analysis does not provide insight into how $\tau_S$ effects wave speed or propagation. However, using the model’s excitability criteria does allow us to compute the duration of an absolute refractory period, which is the length of the period in which activation, either spontaneous or through incident wave activity, results in subsequent a refractory state that does not support a propagating wave. This period is shown to be on the order of 30 seconds, in accordance with experimental findings [18]. (Figure 6.5B)

Retinal wave simulation does show how $\tau_S$ affects wave properties. An increase (respectively decrease) in $\tau_S$ results in an increase (respectively decrease) in the interwave interval and a minimal change in wave size and wave speed (Figure 6.5B). The reduction in IWI is expected given the decrease in absolute refractory period. The minimal change in wavespeed is also expected. Further, the moderate changes in $\tau_S$ presented here should not affect significantly the wave size (larger changes in $\tau_S$ through which different wave behavior regimes are explored are investigated below). These results agree with the study of Ford et al 2012 [92], which found that treatment with $1\mu$M of forskolin resulted in roughly a 50% reduction in IWI, and only a moderate reduction in wave speed. The same increase in wave frequency and decrease in underlying sAHP current are also observed in ferrets and rabbit [288, 249].

Recently, Ford et al 2013 [90] proposed that the sAHP current is established by the two-pore potassium channel TREK1. In this study TREK1 knockout mice are shown to exhibit retinal waves with a significantly reduced (approximately halved) interwave intervals. The present model, in which wave frequency is shown to be increased by a reduction of the timescale of sAHP recovery, is consistent with these findings.

It is possible the effect of forskolin is on the strength of the sAHP current, not on its decay rate, thus we also investigated the effect of changing the strength parameter $\alpha$, which determines
how sensitive each SAC is to the slow refractory state $S$. The effect was comparable to varying $\tau_S$ – a decrease in wave frequency and slight change in wave speed and size following an increase in $\alpha$ (Figure S3).

In summary, the preceding sections have demonstrated that our model produces physiological retinal waves, and that the existence of propagating activity can be understood by studying the model as an excitable medium. This allows for the effect of common genetic and pharmacological manipulations to be predicted.

6.3.4 Spatio-temporal patterns of propagating activity

We now turn our attention to a second question: given parameters in which propagating activity exists, what model parameters determine their form? Indeed, the spatiotemporal patterns of cholinergic retinal waves are often similar, despite differences in a range of physiological parameters, in a range of species. How is this similarity of form maintained given variations in physiology?

Given parameters in which propagating activity exists, this section addresses the nature of the resulting spatiotemporal patterns. Hennig et al 2009 [121] notes that, both in MEA recordings and computer simulation, physiological waves take the form of avalanches, or power-law sized events. Thus it has been proposed that the developing amacrine cell network is in a critically configured state – a transition between a locally and globally connected network. Such neuronal avalanches have been observed and extensively studied in the both in vitro [205] and in vivo [26] cortex.

Here, we make an analogy between retinal waves and a model of self-organized criticality (SOC) [16], allowing us to determine for which parameters avalanches may be observed. A well-studied example of a complex system potentially demonstrating self-organized criticality is the Drossl-Schwabl forest fire model (DS-FFM) [72, 15], imagined as a grid in which each unit is either occupied (by a tree), ignited (burning tree), or empty (ash, burnt tree). At each discrete time step: 1) an occupied grid point spontaneously ignites with probability $f$, 2) burning trees ignite their occupied neighbors, 3) burning trees become empty and 4) empty sites regrow a tree with probability $p$. The analogy between the forest and the retina is clear: amacrine cells spontaneously
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fire at some rate and excite their nearest recruitable neighbors to also fire, after which these cells experience a slow recovery time, which proceeds at some average rate. For a simulated lattice of \( n^2 \) cells, representing \( L^2 \) mm\(^2\) of retina (in our simulations \( n = 64 \) and \( L = 2 \) mm), a simple heuristic derivation shows a relationship between \( f \) and \( p \) of the DS-FFM and the retinal wave model parameters:

\[
f = \frac{\pi n^2 c^2 \tau^2 \hat{f}}{L^2}, \quad p = \frac{\tau}{\rho},
\]

for wave speed \( c \), a per cell spontaneous firing rate \( \hat{f} \), burst duration \( \tau \), an effective refractory period \( \rho \), and length of domain \( L \). These values are determined either directly from model parameters \( (\hat{f}, L, n) \), from the model analysis \( (c, \rho) \), or from simulation \( (\tau) \).

The heuristic derivation is as follows: to estimate \( f \) and \( p \) from retinal wave simulations, and relate it to the DS-FFM, we rescale time and space so that one time unit is the duration of a burst during wave activity \( (\tau) \); in this way after one time unit every active grid point is now refractory. And rescale space such that the area of one ‘lattice point’ is the area covered by all grid points excited as a result of one point spontaneously firing (initiating a wave) \( (\pi c^2 \tau^2) \); in this way, during one time unit, an active lattice point induces the nearest (and only the nearest) excitable lattice points to become active. When scaled in this way, the dynamics of our retinal wave simulations approximate the dynamics described by the rules of the DS-FFM. The probability of ‘regrowth’ (recovery) is \( p = \frac{\tau}{\rho} \), and the probability of a lattice point spontaneously firing is assumed to be the probability of a single simulated cell firing, multiplied by the number of cells that are included in that lattice point \( (\pi c^2 \tau^2 n^2 / L^2) \).

In the DS-FFM, SOC is expected when \[ 72 \]

\[
(f/p)^{-1/2} \ll p^{-1} \ll f^{-1},
\]

or, for the present model, when

\[
\left[ \frac{\pi n^2 c^2 \tau \hat{f} \rho}{L^2} \right]^{-1/2} \ll \frac{\rho}{\tau} \ll \frac{L^2}{\pi n^2 c^2 \tau^2 \hat{f}}.
\] (6.6)
In this regime, retinal wave, or forest fire, sizes are characterized by a power-law distribution with scaling exponent of approximately $\theta = -1.15$ (simulation based [111], theoretical based [165, 122]). Parameters which have the largest and most direct impact on $f$ and $p$ are the per cell spontaneous firing rate $\hat{f}$, and the slow refractory variable $\tau_S$ (refer to Figure 6.5): these are the parameters which best determine when criticality may be observed. Figure 6.6 demonstrates that, within the region described by Equation (6.6), wave sizes distributions approximately follow a power law with an estimated exponent close to the expected $\theta = -1.15$. Conversely, simulations performed outside this parameter region are sub-critical and do not follow an approximate power-law. The same behaviour is observed when the distribution of wave duration (or lifetimes) are considered (Figure S4). This is further made clear by looking at the correlation in voltage activity between cells of a given distance from one another (Figure 6.6C). Parameters for which power-laws are observed produce an initially high, but sharply decaying correlation function, while the sub-critical parameter set produces significantly less correlated activity. This is indicative of the smaller, more localized wave activity expected in a sub-critical system.

Figure 6.6: Power-law distributed wave-size retinal waves. A. Parameter space in which avalanches are expected (gray, Equation 6.6) and three sample points B. Wave size distributions (points) following 5000s of simulation on a 128×128 domain for specified values of $\tau_S$ and $f^{-1}$. Solid lines represent log-linear least-squares lines of best fit, having slopes: $\theta = -1.45$ ($R^2 = 0.95$, green), $\theta = -1.01$ ($R^2 = 0.95$, red) and $\theta = -1.14$ ($R^2 = 0.95$, blue) C. Correlation in membrane potential between cells of a given distance apart.

The relationship between the rate of spontaneous firing $\hat{f}$, and the slow refractory variable $\tau_S$, dictates whether the network exists in a critical state. This simple inverse relationship (Figure 6.6) can explain how robust waves with similar spatiotemporal characteristics exist in very different
parameter regimes. Experiments in mice indicate that SACs depolarize infrequently but exhibit sAHPs lasting as long as two minutes [92], whereas experiments in rabbit [288] show a spontaneous depolarization rate an order of magnitude higher and sAHPs that are substantially shorter. While these two systems have cellular parameters that differ on an order of magnitude, their collective network activity is very similar. This can be explained by the fact that the ratio of $\hat{f}$ to $\tau_S$ is conserved across species.

This analysis can thus be used to predict, given particular parameters for a particular species, whether or not the wave-size distribution will be critical or sub-critical. Further, since both parameters varied here, $\hat{f}$ and $\tau_S$, have no bearing on the excitability of the medium, the analysis of the spatio-temporal patterns of the amacrine cell network separates neatly into two stages. Firstly, if the medium is not excitable then only small, localized activity is expected. If the medium is excitable then, secondly, the spatio-temporal patterns expected will depend on the value of both $\hat{f}$ and $\tau_S$, as discussed here.

6.4 Discussion

6.4.1 Comparison to previous studies

Close collaboration with experimentalists means computational modeling of retinal waves has been notably successful (refer to the reviews Gjorgjieva and Eglen 2011 [104] and Godfrey and Elgen 2009 [105]). Models have helped identify SACs as the cell layer which both initiates and laterally propagates waves [82], and have highlighted the importance of an activity-dependent refractory period to the generation of physiological waves [107]. Most recently, the models of Hennig et al 2009 [121] and Ford et al 2012 [92] (henceforth referred to by their first authors) have investigated how the cell-intrinsic spontaneous firing rate and the duration of each cell’s refractory period contributes to physiological waves.

Godfrey and Hennig both propose the importance of a refractory period that scales with the degree of excitation. The Godfrey model was deterministic, and thus was reliant on the activity
dependent refractory periods to make the dynamics chaotic and therefore consistent with observed waves – variable in size, and with shifting wave boundaries.

In the Hennig model, the competition between the synchronizing force of waves and the desynchronizing force of spontaneous activity is balanced at physiological wave parameters. This was adjusted in the Ford model to match the observed low spontaneous activation rate observed in mice SACs. Physiological waves were then only observed when each cell’s refractory time scale was allowed to vary randomly (a hypothesis also pursued in Feller et al 1997). Ford hypothesizes that this cell to cell variability is thus a necessary component of the developing amacrine cell network.

We find that neither hypothesis is necessary in producing realistic waves – our model does not contain an activity-dependent refractory variable or cell to cell variability in parameters. Our model is stochastic, consisting of sparse spontaneous depolarizations with enough strength to initiate a wave by themselves. These strong, sparse depolarizations are sufficient to induce variability in refractory periods. It remains to be shown how this might change in other species whose spontaneous depolarization rate is much higher, and in which cell-cell variability or activity-dependent refractory periods may play a more important role.

6.4.2 Experimental validation of the model

The model makes several predictions. Firstly, it provides a way to systematically investigate the effect of different parameters on both wave propagation and spatiotemporal patterns. One way to confirm the model experimentally would then be to match (more closely than was able to be performed in the present study) the parameters of the model to observed wave statistics such that in a quantitative fashion the effect of particular pharmacological manipulations (e.g. nAChR antagonists) could be reliably reproduced. The test would then be to predict the outcome of a different pharmacological manipulation (e.g. cholinesterase inhibition) that the model was not calibrated against. A simpler validation would be the following: a prediction the model makes is that certain parameters affect only the existence of propagating activity, while certain parameters
affect only the form of that propagating activity (power-law distributed or otherwise). Thus manipulations that affect only parameters within one of these classes should have no effect on behaviours determined by parameters in the other class. For instance, the only effect changes to parameters of the sAHP current, according to our analysis, is on the form of the activity – spiral waves, large domain-covering waves, etc – not on their existence.

Finally, the model predicts the existence of power-law distributed activity within a particular parameter range based on an analogy to a forest fire model. There are many different models of self-organized critical systems which have slightly different rules and slightly different statistics, and it is not clear that the forest fire model indeed is the best analog. These different models exhibit different sub-sampling artifacts, when only a subset of cells are observed, and these effects thus provide a way of teasing apart different SOC candidates [209]. Examining sub-sampling effects in our model’s simulations, and in high-density recordings of in-vivo or in-vitro retinal waves, would provide a way of determining which model exhibiting criticality is most appropriate.

6.4.3 On the extra-synaptic diffusion of ACh

Previous retinal wave studies have hypothesized an extra-synaptic agent as responsible for wave propagation: Burgi et al 1994 [39], for instance, noted that the relatively slow wave speed is consistent more with an extra-synaptic agent than either gap junction or direct synaptic stimulation, and proposed extracellular potassium as a source of lateral excitation. This particular hypothesis was later discredited. However diffuse action of ACh within the IPL has been observed coincident with wave activity, suggesting that the volume transmission of acetylcholine may instead play a role [92, 256]. Thus, although direct recurrent synaptic connections between SACs both in mice and in rabbit have been observed [287, 92], there is evidence that the diffuse release of ACh is responsible for wave propagation: synaptic currents recorded during waves last several seconds beyond depolarization, suggesting excitation via an extra-synaptic agent; and retinal waves drive ON and OFF RGCs [278] and cells in the inner nuclear layer [277], despite the restricted stratification of
SAC processes within the IPL that do not form direct contacts with all cells, again suggesting propagation via volume transmission.

It is worth pointing out that extra-synaptic neurotransmission is observed throughout the developing nervous system to produce correlated spontaneous activity, and thus may be a general phenomenon regulating a diverse range of developmental programs. This may happen when the development of neurotransmitter release through synaptic vesicle fusion precedes the expression of the uptake transporters and breakdown enzymes required to prevent spillover into the extracellular space. For a the review of the role of extra-synaptic stimulation in generating spontaneous activity refer to Kerschensteiner 2013 [142].

The role of volume transmission has been explored in cortex [8], hippocampus [45], as well as extensively in stage III (glutamatergic) retinal waves [6, 31, 87]. In stage III waves extra-synaptic glutamate mediates lateral connections between bipolar cells.

The model presented here represents a theoretical validation that volume release of ACh is able to mediate stage II retinal waves. However, further experimental validation is needed beyond the above observations and this model. It should therefore be emphasized that the motivation of writing a model based on diffusion of acetylcholine is not to test the role of volume transmission. The dense lateral connectivity observed between SACs (synaptic or otherwise) means that lateral excitation is well approximated by a diffusion process – the model’s diffusion of acetylcholine should be interpreted as a phenomenological, or effective, diffusion, not as a literal diffusion process based on the net Brownian motion of molecules which allows for singular-perturbation analysis to be performed.

Indeed, the extent of a SAC’s arborization is only approximately 100 microns, so that even if synaptic terms were explicitly included their connectivity would be well-modelled by a short-range Gaussian weight function similar to the Gaussian kernel that results from modelling interactions as occurring through a diffusion process. The only cells in the retina with long range connections are other types of GABAergic amacrine cells, which do not alter waves since GABA antagonists
play a minor role in shaping the spatiotemporal features of waves. For these reasons models with long-range connectivity were not pursued in this study.

6.4.4 Stage II retinal waves and development

Retinal waves are one example of spontaneous activity in the nervous system instructing developmental processes. A number of processes appear to rely on the activity generated by retinal waves. Indeed, they have been shown to coordinate activity throughout the visual system [1]. In animals in which waves are blocked, the formation of the retinotopic map [49], the separation of retinogeniculate projections into eye-specific layers of the LGN [281], and the formation of ocular dominance and orientation selectivity [130] (and references therein) are all adversely effected.

Retinal waves are thus believed to provide a naturalistic stimulus from which downstream connections can be refined and stabilized. However, it remains unclear how important the spatiotemporal patterns of the activity are, or whether any activity, regardless of its properties (size, speed, typical shape), would suffice to provide input for correct development to occur. Hennig et al 2009 [121], for instance, suggests that the critical form of the retinal waves are a useful feature, because, by definition, critical-state activity consists of events possessing no intrinsic length scale, they thereby provide an input without bias to any particular feature length. Godfrey et al 2009 [106], on the other hand, investigates this question explicitly in a model of retinotopic map refinement and finds that the only feature which affects the degree of refinement is the spatial correlation activity function – the size, speed and frequency of the waves otherwise had no effect.

If correlation structure of retinal activity is the main factor regulating downstream developmental processes, then how is this structure dependent on the spatiotemporal properties of retinal waves? Are scale-free, critical ‘avalanches’ the only form of activity that provide the necessary correlation structure? In other areas (i.e. cortex), a network operating at a critical state can be shown to be optimal for information processing, and for maintaining a high dynamic range [25, 240]: there is some functional role for criticality (as discussed in Shew and Plenz 2013 [239]), but its significance remains controversial [27]. Retinal waves provide a useful study into
the functional role of criticality, as they occur within well defined and understood circuitry where the above questions can be asked and thus critical activity can (potentially) be assigned a specific developmental role.

6.4.5 Self-organized criticality

Our study focused in particular on a forest fire model extensively studied in the context of complex systems and critical phenomena for its potential demonstration of self-organized criticality (SOC). This connection between correlated activity within the central nervous system and the DS-FFM has been noted before (e.g. Buice and Cowan 2009 [38]). The DS-FFM model is not without its issues: while initial theoretical results [72, 165] provided justification for numerically observed scaling behavior, subsequent, more extensive, numerical analysis [111] demonstrate the power-law scaling behavior to be transient and not reflective of the ‘true’ asymptotic behavior. Indeed, a variety of scaling parameter ($\tau$) estimates have been observed for different parameter values and lattice sizes (refer to the summary presented in Pruessner 2012 [210]).

In theory, critical behavior is expected as the ratio $\theta = f/p$ tends to infinity. However, this limit corresponds to lightning strikes becoming increasingly rare, such that in simulations, for sufficiently large $\theta$, strikes are rare enough that the entire domain recovers by the time the next strike hits, and the resulting dynamics are simply that the fire spreads across the entire domain. Thus, in practice, critical behavior is to be expected when $\theta$ is large, yet the characteristic length scale remains small compared to the lattice size. In addition to this behavior, for sufficiently large $p$ values spiral wave fronts are observed [60]. These behaviours – propagating ‘critical’, stationary rotating spirals and radially symmetric domain-covering waves are the three regimes of spatially extending activity observed in simulation of the present model, and as classified in previous models [41]. The latter two behaviours are likely to occur in parameter regimes where the spontaneous activation rate is sparse, thus creating large scale structures, and where, relative to the wave-front speed, the rate of recovery is either too fast (spiral waves) or too slow (domain-covering radial waves). Though more systematic study is needed in these cases, we argue the principle value of
the analogy to the DS-FFM is not evidence of critical behavior in the developing retina (as it is not clear the DS-FFM is critical in a strict sense), but is the insight it provides into when and how these different regimes will be observed.

6.4.6 WIDER CONTEXT

This work shows that a model based on lateral excitation through the diffusion of ACh can account for physiological retinal waves, and can predict how wave dynamics consequently depend on biophysical parameters. Specifically, by determining when the retinal network is excitable and through analogy to a canonical forest-fire model, the spatiotemporal patterns observed in different parameter regimes can be understood. This framework is shown to be consistent with previous experimental studies.

We note that the nature of this analysis is novel: the singular perturbation and traveling front construction analysis presented here has not been extended before, from the well studied and more stereotyped waves studied in cortex, to the considerably more complicated wave behavior observed in the developing retina.

A number of avenues for future work present themselves. First, the reaction-diffusion component of the model can be naturally applied to glutamatergic waves, for which there is more significant evidence that diffusion is indeed a key excitatory process. Mechanistic models of stage III waves have recently been developed [6, 87], and would benefit from computational modeling to establish their validity. It is proposed in stage III waves that lateral excitation occurs via the diffusion of extra-synaptic glutamate released by bipolar cells in the ganglion cell layer, and that GABAergic connections from amacrine cells to bipolar and ganglion cells provides a source of inhibition that is absent during stage II waves. Changes to the present model to a model of stage III waves would therefore be significant, however the framework to both analyze and simulate the resulting model would remain the same.
Second, the connection between criticality and development can also be explored in much more depth than was performed in this study. We believe the approaches developed here may also be applied to other forms of spontaneous and correlated activity in the nervous system.

### Tables

#### Table 6.1: Parameters for Morris-Lecar model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Notes</th>
<th>Parameter</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_m$</td>
<td>0.160 nF</td>
<td>Hennig</td>
<td>$V_2$</td>
<td>20 mV</td>
<td>Hennig</td>
</tr>
<tr>
<td>$V_{Ca}$</td>
<td>50 mV</td>
<td>Hennig</td>
<td>$V_3$</td>
<td>-25 mV</td>
<td>Sneyd</td>
</tr>
<tr>
<td>$V_K$</td>
<td>-90 mV</td>
<td>Hennig</td>
<td>$V_4$</td>
<td>40 mV</td>
<td>Sneyd</td>
</tr>
<tr>
<td>$V_{syn}$</td>
<td>50 mV</td>
<td></td>
<td>$k$</td>
<td>2</td>
<td>new</td>
</tr>
<tr>
<td>$V_N$</td>
<td>50 mV</td>
<td>Hennig</td>
<td>$\kappa$</td>
<td>0.2 mV$^{-1}$</td>
<td>new</td>
</tr>
<tr>
<td>$V_L$</td>
<td>-70 mV</td>
<td></td>
<td>$V_0$</td>
<td>-40 mV</td>
<td>new</td>
</tr>
<tr>
<td>$g_{ACh}^M$</td>
<td>2 nS</td>
<td></td>
<td>$\bar{D}$</td>
<td>0.01 mm$^2$s$^{-1}$</td>
<td>new</td>
</tr>
<tr>
<td>$g_{Ca}^M$</td>
<td>10 nS</td>
<td>Hennig</td>
<td>$\beta$</td>
<td>5 nM$\cdot$s$^{-1}$</td>
<td>new</td>
</tr>
<tr>
<td>$g_K^M$</td>
<td>30 nS</td>
<td>Hennig</td>
<td>$\delta$</td>
<td>800 nM$^{-2}$</td>
<td>new</td>
</tr>
<tr>
<td>$g_L^M$</td>
<td>3 nS</td>
<td></td>
<td>$\tau_R$</td>
<td>5 s</td>
<td>Hennig</td>
</tr>
<tr>
<td>$\bar{V}_1$</td>
<td>-20 mV</td>
<td>Hennig</td>
<td>$\tau_{ACh}$</td>
<td>0.2 s</td>
<td>new</td>
</tr>
<tr>
<td>$V_n$</td>
<td>50 mV</td>
<td></td>
<td>$\tau_S$</td>
<td>60 s</td>
<td>new</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>2</td>
<td>new</td>
<td>$\mu$</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td>2 mm</td>
<td>approx 1 cell per grid point</td>
<td>$\gamma$</td>
<td>0.3 s$^{-1}$</td>
<td>new</td>
</tr>
</tbody>
</table>

#### Table 6.2: Dimensionless parameters for Morris-Lecar model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Relation</th>
<th>Value</th>
<th>Parameter</th>
<th>Relation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_K$</td>
<td>$V_K/V_{Ca}$</td>
<td>-1.8</td>
<td>$v_0$</td>
<td>$V_0/V_{Ca}$</td>
<td>-0.8</td>
</tr>
<tr>
<td>$v_{ACh}$</td>
<td>$V_{ACh}/V_{Ca}$</td>
<td>1</td>
<td>$v_1$</td>
<td>$V_1/V_{Ca}$</td>
<td>-0.4</td>
</tr>
<tr>
<td>$v_L$</td>
<td>$V_L/V_{Ca}$</td>
<td>-1.4</td>
<td>$v_2$</td>
<td>$V_2/V_{Ca}$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\bar{g}_{Ca}$</td>
<td>$g_{Ca}^M/g_K^M$</td>
<td>1/3</td>
<td>$v_3$</td>
<td>$V_3/V_{Ca}$</td>
<td>-0.5</td>
</tr>
<tr>
<td>$\bar{g}_{ACh}$</td>
<td>$g_{ACh}^M/g_K^M$</td>
<td>1/15</td>
<td>$v_4$</td>
<td>$V_4/V_{Ca}$</td>
<td>0.8</td>
</tr>
<tr>
<td>$g_L$</td>
<td>$g_L^M/g_K^M$</td>
<td>1/10</td>
<td>$\bar{\kappa}$</td>
<td>$\kappa V_{Ca}$</td>
<td>10</td>
</tr>
<tr>
<td>$\frac{1}{\tau_R}$</td>
<td>$C_m/(\tau_R g_K^M)$</td>
<td>0.001067</td>
<td>$\bar{D}$</td>
<td>$(C_m D)/(g_K^M L^2)$</td>
<td>$1.333 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\tau_{ACh}$</td>
<td>$C_m/(\tau_{ACh} g_K^M)$</td>
<td>0.02667</td>
<td>$\delta$</td>
<td>$\delta \tau_{ACh}^2$</td>
<td>800</td>
</tr>
<tr>
<td>$\tau_S$</td>
<td>$C_m/(\tau_S g_K^M)$</td>
<td>$8.88 \times 10^{-5}$</td>
<td>$\bar{\alpha}$</td>
<td>$\alpha \tau_S \gamma$</td>
<td>36</td>
</tr>
</tbody>
</table>
Figure 6.7: Determining speed of wave front for two example waves. Black corresponds to earlier times, and orange to later. At the latest time the wave is active, the wave front which connects the most distal point from the initiation point is tracked. Starting at this final point and moving backward in units of 0.5s, the next closest active point to the current one draws the wave front trajectory in reverse, as demonstrated in A. This process does not make sense if a wave is the result of a collision, as shown in B. Waves that are involved in a collision have more than one start point (additional start point shown as single green circle), meaning there is ambiguity in how to apply the wave speed algorithm. The wave speeds for these waves (shown in right subplot) are not counted in our analysis.
6.4 Discussion

Figure 6.8: Effect of thresholds and smoothing on wave labeling. Snapshot of a thresholded and subsequently labeled wave from voltage data A. without B. and with C. smoothing. Threshold was set to -60 mV to produce wave forms which, by eye, match waves shown in voltage data.

Figure 6.9: Effect of varying sAHP sensitivity parameter $\alpha$. Statistics following 5000s of simulation of model with indicated values of $\alpha$ – interwave interval; wave speed distribution; and mean wave size. Comparison to Figure 6.5 shows varying $\alpha$ has a similar effect to varying the timescale $\tau_S$. Note that varying the sAHP sensitivity parameter $\alpha$ or varying the rate of activation parameter $\gamma$ have identical impact on the model – as can be seen from the dimensional analysis summarized in Table 6.2.
Figure 6.10: Distributions of wave duration (lifetime). Distribution of wave duration on logarithmic scale following 5000s simulation on a 128x128 grid point domain for specified values of $\tau_S$ and $f^{-1}$. For reference, the dotted black curve shows a theoretical distribution of the form $p(s) \sim s^{-\alpha}$ for $\alpha = -1.2$ as observed in large-scale simulations of the DS-FFM model [210]. Comparison to Figure 6.6 shows that SOC is not predicted for the parameters drawn in green, which indeed is clearly sub-critical.
7

Deformable object tracking

7.1 Introduction

This chapter provides background material on state-space models used in deformable object tracking. The neuroscience application that concerns us is described in Chapter 8. The chapter also provides background material on physical modeling methods used in object tracking, background material on common dense optic flow methods, and provides details of previous relevant object tracking algorithms.
7.2 State space model background

A discrete-time, continuous state-space model can be described by the following stochastic process,

\[ \{(x_k, y_k)\}_{k \in \mathbb{Z}^*}, \]

where \( k \in \mathbb{Z}^* \) indexes time and random variables \( x_k \in \mathbb{R}^N \) and \( y_k \in \mathbb{R}^M \) share the probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The system obeys non-linear dynamics and a non-linear observation process, with generic, zero-mean noise processes \( \epsilon_k \) and \( \eta_k \):

\[
\begin{align*}
x_{k+1} &= f(x_k, \epsilon_k) \\
y_k &= h(x_k, \eta_k).
\end{align*}
\]

Let \( y_{1:k} = \{y_1, y_2, \ldots, y_k\} \) denote the history of the observation process up to time \( k \). We want to estimate the density, \( p_X(x_k|y_{1:k}) \), defined to satisfy

\[
\mathbb{P}(x_k \in B|y_{1:k}) = \int_B p_X(x|y_{1:k}) \, dx,
\]

which specifies the state of the process given the entire observation history up to a time \( k \). In this case the model satisfies the Markovian property, thus using Bayes’ rule and the Chapman-Kolmogorov equation we can split the problem into a familiar ‘predictor-corrector’ type form:

\[
p_X(x_{k+1}|y_{1:k+1}) \propto p_Y(y_{k+1}|x_{k+1}, y_{1:k}) p_X(x_{k+1}|y_{1:k}) \quad \text{(Bayes’ rule),} \quad (7.1)
\]

with

\[
p_X(x_{k+1}|y_{1:k}) = \int_{\mathbb{R}^N} dx \ p_X(x_{k+1}|x, y_{1:k}) p_X(x|y_{1:k}). \quad (7.2)
\]
The notation \( \bar{p}_X(\cdot) \) is used to highlight the distribution of \( x_{k+1} \) given observation information only up to the previous time step \( k \). Thus (7.2) represents a prediction about state \( x_{k+1} \) given only observations up to \( k \) and (7.1) represents an adjustment to (7.2) once the observation information at \( k + 1 \) is taken into account, in the form of the likelihood function

\[
p_Y(y_{k+1}|x_{k+1}; y_{1:k}) = \mathcal{L}(x_{k+1}|y_{1:k}; y_{k+1}).
\]

Equations (7.1) and (7.2) describe the ‘optimal non-linear filter’, and are known as the prediction and filtering distributions, respectively. Typically analytic expressions for the state distributions are unavailable or intractable and require some form of approximation. The particular formulations relevant here are introduced below, in the context of models used for tracking a 2D deformable body in video.

### 7.2.1 The linear Kalman filter (KF)

We assume that \( f(\cdot) \) and \( h(\cdot) \) are both linear and \( \epsilon_k \) and \( \eta_k \) are both zero-mean, Gaussian additive noise processes having variance \( \sigma^2_\epsilon \) and \( \sigma^2_\eta \) respectively:

\[
x_{k+1} = Fx_k + c + \epsilon_k,
\]

\[
y_k = Hx_k + d + \eta_k.
\]

In this case the problem becomes the well-known Kalman filter. There are many ways to derive the Kalman filter, we present one way that comes immediately from (7.1) and (7.2) and that extends easily to other cases. Loosely it is based on the derivation for the point process filter presented in Truccolo et al 2005 [265]. We assume that the distribution \( p_X(x_k|y_{1:k}) \) is Gaussian for all \( k \). This a useful simplification because only the first and second moment then characterize the entire distribution, and because given only information about the first and second moments, the
Gaussian distribution is the least informative (has maximum entropy). Given this assumption, all distributions of the problem are Gaussian, so we define the following first and second moments, which together characterize the entire system:

\[
p_X(x_{k+1}|y_{1:k+1}) = \text{Gaussian with mean } \hat{x}_{k+1} \text{ and covariance matrix } W_{k+1}
\]

\[
p_Y(y_{k+1}|x_{k+1}, y_{1:k+1}) = \text{likelihood function given by the observation model, here Gaussian}
\]

\[
p_X(x_k|y_{1:k}) = \text{Gaussian with mean } \hat{x}_k \text{ and covariance matrix } W_k
\]

\[
\int_{\mathbb{R}^N} dx p_X(x_{k+1}|x, y_{1:k}) p_X(x|y_{1:k}) = \text{a convolution of two Gaussians, thus Gaussian with}
\]

mean \( \hat{x}_{k+1} \) and covariance matrix \( W_{k+1} \).

Using the observation model the likelihood function is Gaussian:

\[
p_Y(y_{k+1}|x_{k+1}, y_{1:k+1}) \sim \mathcal{N}(H\hat{x}_{k+1} + d, HW_{k+1}H^T + \sigma^2_n)
\]

and the prediction variables are:

\[
\hat{x}_{k+1} = F\hat{x}_k + c \quad (7.3)
\]

\[
W_{k+1}^- = FW_k F^T + \sigma^2_c. \quad (7.4)
\]

Thus it remains to determine \( \hat{x}_{k+1} \) and \( W_{k+1}^- \) in terms of the previous timestep’s estimate and the prediction \( \hat{x}_{k+1}, W_{k+1}^- \). This we obtain from (7.1) by taking the log of both sides:

\[
-\frac{1}{2} (x_{k+1} - \hat{x}_{k+1})^T (W_{k+1})^{-1} (x_{k+1} - \hat{x}_{k+1}) = -\frac{1}{2} (x_{k+1} - \hat{x}_{k+1})^T (W_{k+1}^-)^{-1} (x_{k+1} - \hat{x}_{k+1})
\]

\[
-\frac{1}{2} (y_{k+1} - \hat{y}_{k+1})^T (\sigma_n^2)^{-1} (y_{k+1} - \hat{y}_{k+1}),
\]

\[(7.5)\]
where $\hat{y}_{k+1}^-$ represents the predicted observation, given the current state prediction:

$$\hat{y}_{k+1}^- = H\hat{x}_{k+1} + d.$$ 

Equation (7.5) is a functional relation in $x_{k+1}$, thus we can determine $\hat{x}_{k+1}$ and $W_{k+1}$ by substituting convenient values of $x_{k+1}$ and solving. Here we Taylor expand the LHS and RHS of (7.5) around $x_{k+1} = \hat{x}_{k+1}^-$ and equate derivatives at first and second order. By doing this we obtain the update equations:

$$W_{k+1}^{-1} = \left(W_{k+1}^-\right)^{-1} + H^T \left(\sigma^2_\eta\right)^{-1} H$$

$$\hat{x}_{k+1} = \hat{x}_{k+1}^- + W_{k+1}H^T \left(\sigma^2_\eta\right)^{-1} (y_{k+1} - \hat{y}_{k+1}^-)$$

which can be rearranged to be in a more standard Kalman filter form using the Woodbury matrix identity:

$$W_{k+1} = (I - K_{k+1}H)W_{k+1}^-$$

$$\hat{x}_{k+1} = \hat{x}_{k+1}^- + K_{k+1}(y_{k+1} - \hat{y}_{k+1}^-),$$

with Kalman gain matrix

$$K_{k+1} = W_{k+1}^-H^T \left[HW_{k+1}^-H^T + \sigma^2_\eta\right]^{-1}.$$ 

(Refer to Appendix A.2 for the quick calculation.)

### 7.2.2 The extended Kalman filter (EKF)

The above derivation admits a simple extension to approximate the case where dynamics and observation processes $f(\cdot)$ and $h(\cdot)$ are non-linear, with noise processes $\epsilon_k$ and $\eta_k$ still additive and Gaussian. The extended Kalman filter [274] simply linearizes both $f(\cdot)$ and $h(\cdot)$ at the current
and predicted state estimate. That is, we simply approximate

\[ f(x_0(x)) \equiv f(x_0) + F_{x_0}(x - x_0), \quad h(x_0(x)) \equiv h(x_0) + H_{x_0}(x - x_0) \]

with

\[ F_{x_0} \equiv \left. \frac{\partial f}{\partial x} \right|_{x = x_0}, \quad H_{x_0} \equiv \left. \frac{\partial h}{\partial x} \right|_{x = x_0}. \]

The prediction equations (7.3), (7.4) become:

\[ \hat{x}_{k+1}^- = f(\hat{x}_k) \]
\[ W_{k+1}^- = F_{\hat{x}_k} W_k F_{\hat{x}_k}^T + \sigma_e^2, \tag{7.12} \]

where we have expanded the process non-linearity around the previous estimate \( \hat{x}_k \). In this case the approximation and the function are identical: \( f(\hat{x}_k) = f(\hat{x}_k) \), but care is taken to denote the distinction between the two for the iterated EKF, below. The update equations (7.6), (7.7) become:

\[ (W_{k+1})^{-1} = (W_k^-)_{k+1}^{-1} + H_{\hat{x}_k+1}^T \left( \sigma_\eta^2 \right)^{-1} H_{\hat{x}_k+1}^- \]
\[ \hat{x}_{k+1} = \hat{x}_{k+1}^- + W_{k+1} H_{\hat{x}_k+1}^T \left( \sigma_\eta^2 \right)^{-1} \left( y_{k+1} - h(\hat{x}_{k+1}^-) \right) \tag{7.14} \]

where we have expanded the observation non-linearity around the prediction estimate \( \hat{x}_{k+1}^- \).

### 7.2.3 The iterated extended Kalman filter (IKF)

The common extension in the case of moderately non-linear systems is the iterated EKF. Is achieved through iterating approximations of \( h(\cdot) \) at each update step, and so is in general able to provide a better estimate than the standard EKF [274, 119]. It is based on the idea that the approximations to the non-linearity \( h_{x_k}(\cdot) \) will be more accurate after the measurement incorporation has taken place, and that this can then provide a better state estimate, which in turn can provide a better estimation of \( h_{x_k}(\cdot) \), etc. Thus in the update step we should instead use the
approximation

\[ h(x) \approx h_{\hat{x}_{k+1}}(x). \]

This gives the update relation

\[
\dot{x}_{k+1} = \dot{x} + W_{k+1} H_{\hat{x}_{k+1}}^T \left( \sigma_\eta^2 \right)^{-1} \left( y_{k+1} - h_{\hat{x}_{k+1}}(\dot{x}_{k+1}) \right)
\]

which is a non-linear equation in \( \dot{x}_{k+1} \) we can solve for through iteration. For update at step \( k + 1 \) we let \( j \) denote the iteration number, set \( \dot{x}_{0} = \dot{x} \) and then iterate over successive values of \( j \):

\[
\begin{align*}
(W_{j+1}^{k+1})^{-1} &= (W_{k+1}^{j})^{-1} + H_{\hat{x}_{j+1}}^T \left( \sigma_\eta^2 \right)^{-1} H_{\hat{x}_{j+1}} \\
\dot{x}_{j+1}^{k+1} &= \dot{x}_{0}^{k+1} + W_{k+1}^{j} H_{\hat{x}_{j+1}}^T \left( \sigma_\eta^2 \right)^{-1} \left( y_{k+1} - h(\hat{x}_{j+1}) - H_{\hat{x}_{j+1}}(\hat{x}_{j+1} - \dot{x}_{j+1}) \right)
\end{align*}
\] (7.15) (7.16)

This can be repeated until the change in \( \dot{x}_{j+1} \) is sufficiently small between iterations

\[ \| \dot{x}_{j+1}^{k+1} - \dot{x}_{j+1}^{k+1} \| < \epsilon. \]

Following convergence at iteration \( J \) the covariance matrix is updated

\[
(W_{k+1})^{-1} = (W_{k+1}^{0})^{-1} + H_{\hat{x}_{J+1}}^T \left( \sigma_\eta^2 \right)^{-1} H_{\hat{x}_{J+1}}
\]

and the state is set to \( \hat{x}_{k+1} = \dot{x}_{J+1}^{k+1} \). Given the form of the iteration, it is not surprising that the IKF can be shown to be equivalent to performing Gauss-Newton iteration to obtain the maximum a posteriori state estimate [28].
7.2.4 The particle filter (PF)

In the case where the non-linearities $f$ and $h$ or the noise distributions prove too severe or non-Gaussian we can turn to approximating the prediction and filtering distributions through Monte Carlo methods. Approximating (7.1) and (7.2) through random sampling methods is known as sequential Monte Carlo (SMC), or the particle filter. For the particle filter, we assume we have an approximation of the filtering distribution at time $k - 1$. This takes the form of a set

$$X_{k-1} = \{x_{k-1,j}\}_{j=1}^J$$

of $J$ points, or particles, drawn from $p_X(x_{k-1}|y_{k-1})$. Thus

$$p_X(x_{k-1}|y_{k-1}) \approx \sum_{j=1}^J \delta(x_{k-1} - x_{k-1,j}).$$

We simply use the process model to update these points to time $k$ to obtain an estimate of the prediction distribution:

$$p_{\tilde{X}}(x_k|y_{k-1}) \approx \sum_{j=1}^J \delta(x_k - f(x_{k-1,j})), \quad j = 1, \ldots, J.$$

Once we have an estimate of the prediction distribution, an estimate for the updated filtering distribution is obtained by performing a weighted resampling of $\{\tilde{x}_{k,j}\}_{j=1}^J$, with weights proportional to each sample’s likelihood:

$$w_j = \mathcal{L}(x_{k,j}; y_k).$$
Roughly, this works because

\[ p_X(x_k|y_k) = \frac{1}{b_k} p_Y(y_k|x_k) p_{X^{-}}(x_k|y_{k-1}) \]

\[ \approx \sum_{j=1}^{J} \frac{1}{b_k} p_Y(y_k|x_k) \delta(x_k - f(x_{k-1,j})) \]

\[ = \frac{1}{b_k} \sum_{j=1}^{J} w_j \delta(x_k - f(x_{k-1,j})) , \]

where the final RHS term can be approximated by resampling from \( X_k^- \) with weights \( w_j \). The particle filter proceeds by alternately propagating the filter distribution through the process model and then resampling according to the observation likelihoods. The particle filter can be proven to be unbiased. Standard references include: Doucet et al 2011 [70], Kitagawa 1987 and Arulampalam et al 2002 [13].

Implemented simply as above, the particle filter struggles in high dimensions, when the number of dimensions is of comparable magnitude to the number of particles. Such cases exacerbate the particle filter’s degeneracy problem: the resampling stage can only diminish the number of separate particles – once a particular trajectory \( x_{k,j} \) is not represented at a particular time \( k \) there is no way through resampling for that trajectory to be recovered at any subsequent time. Adjustments to the particle filter for high dimensional models alter the resampling stage to counter degeneracy. Note that these problems don’t arise in Gaussian or Gaussian mixture models, such as the ensemble Kalman filter (EnKF) in which the non-point like nature of the distributions is able to generate necessary ‘jitter’ at each time step.

### 7.3 Dense optical flow

One generic way of tracking elements in an image between two frames without any modeling or physical priors is known as optic flow. A sparse set of correspondence can be identified between two frames, which would involve a sparse optic flow problem, while a dense of correspondence points for every pixel in an image is a dense optic flow problem. The basic assumption of most
optic flow methods is that of brightness constancy. We assume that local variations in image intensity are the result of a pixel being translated some amount at the next frame. This being the case, if $I^t(x)$ represents an image pixel $x = (x, y)$ at frame $t$ then the following relation holds:

$$I^t(x, y) = I^{t+1}(x + u, y + v)$$

(7.17)

for the flow vector $(u, v) = \mathcal{F}(x, t)$, which we wish to identify. Linearizing the gray value constancy assumption yields the well-known optic flow constraint:

$$I_x u + I_y v + I_t = 0.$$ 

(7.18)

Superscripts indicating time bin will be dropped when only one time bin is relevant. Different optic flow methods add different smoothness and constancy assumptions on top of (7.17) or (7.18) to estimate the optic flow field $\mathcal{F}$. For instance, the Lucas-Kanade method assumes that the flow vector is constant within a (small) region of interest, defined by a set of $m$ pixels $\{x_i\}_{i=1}^m$, yielding the linear system:

$$
\begin{bmatrix}
I_x(x_1) & I_y(x_1) \\
I_x(x_2) & I_y(x_2) \\
\vdots & \\
I_x(x_m) & I_y(x_m)
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix} =
\begin{bmatrix}
-I_t(x_1) \\
-I_t(x_2) \\
\vdots \\
-I_t(x_m)
\end{bmatrix}
$$

that is solved by least squares. This is an example of a sparse optic-flow method, in that the vector $(u, v)$ is only estimated for a small number of regions of an image.

The alternative is estimation of the flow field $\mathcal{F}(x, t)$ for the entire image – so-called dense optic flow estimation. Here the canonical method is known as the Horn-Schunck method [127], and is based on a variational minimization problem. Ideally, we would like to minimize the energy functional:

$$E[\mathcal{F}] = \int \left[ I^{t+1}(x + \mathcal{F}) - I^t(x) \right]^2 + \lambda \| \nabla_x \mathcal{F} \|^2 d\mathbf{x},$$
where the first term represents discrepancy between the gray value constancy and the second term represents a smoothness constraint on the flow field with regularization parameter $\lambda$, $\| \cdot \|_F$ denotes the Frobenius norm. This (in general) results in a non-convex optimization problem in $\mathcal{F}$, due to the non-linearity of $I$. Luckily, the linearization of $I$ at $x$ yields the functional:

$$E[\mathcal{F}] = \int [I_x u + I_y v + I_t]^2 + \lambda \| \nabla_x \mathcal{F} \|_F^2 \, dx,$$

which is convex in $\mathcal{F}$ and which can be minimized using gradient descent. The Horn-Schunck quadratic penalty terms are generally too harsh for typical flow data, resulting in flow fields that are too smoothed, and which fail to capture discontinuities in the flow field which occur at object boundaries. More robust estimation can be achieved using $L^1$-like penalties.

For instance, a more recent model, implemented in the analysis below, is the energy functional used by Brox, Papenburg and Weickert 2004 [36]:

$$E_{data}[\mathcal{F}] = \int_\Omega \Psi \left( \| I^{t+1}(x + w) - I^t(x) \|^2 + \gamma \| \nabla I^{t+1}(x + w) - \nabla I^t(x) \|^2 \right) \, dx$$

and

$$E_{smooth}[\mathcal{F}] = \int_\Omega \Psi \left( \| \nabla^3 u \|^2 + \| \nabla^3 v \|^2 \right) \, dx$$

with that the total energy functional is

$$E[\mathcal{F}] = E_{data} + \alpha E_{smooth}.$$ 

The function $\Psi(\cdot)$ is taken to be $\Psi(s) = \sqrt{s + \epsilon^2}$, which results in a modified $L^1$ minimization. The small constant $\epsilon > 0$ is added to ensure that, once other linearizations are performed, the optimization is convex.
More generally, we can interpret the energy functional as coming from a Bayesian framework, that is, as a combination of a likelihood of $F$ given images $I^t$ and $I^{t+1}$ and prior probability of flow $F$:

$$p(F|I^{t+1}, I^t) \propto p(I^{t+1}|F, I^t) \cdot p(F|I^t)$$

where $p(F|I^t)$ is often taken as just $p(F)$. If we describe the flow likelihood given the next frame as an independent, Gaussian variable, we have:

$$p(I^{t+1}|F, I^t) \propto \exp \left[ \frac{1}{2\sigma^2} \sum_{ij} \left( I^{t+1}(i,j) - I^t(i+u, j+v) \right)^2 \right]$$

The Horn-Schunck model corresponds to a prior probability that represents a separable Markov random field.

### 7.4 Deformable object tracking

Instead, prior physical or object specific modes can be utilized to aid tracking. In this case, a common problem in computer vision is tracking the position and pose of a deformable object. Here we discuss approaches to this problem, focusing on face tracking in particular – an important and well studied computer vision problem. The general field of object tracking is vast, so the below approaches provide only a small sample of some relevance to our problem.

#### 7.4.1 Local estimation of structure from motion using state-space models

Using state space models described above objects can be tracked in an online fashion, in which a running estimate is updated frame-by-frame. These methods tend to be computationally less expensive, but can be less robust, as can be more perturbed by occlusions and other unmodeled effects. Throughout the late 1980s through to 2010 a number of state space models have been developed for this purpose. Kalman filters provide the basis for many online tracking problems. In this setup a state space of head poses and positions is defined, which is then estimated recursively.
Deformable object tracking

(updated frame by frame). In these cases an observation model is specified. Estimation is often made possibly by confining the range of head poses to a small dimensional space defining ‘eigenfaces’ [266], or ‘eigenheads’ [135, 157].

7.4.2 With physical models

Alternatively others employ more complex physics based approaches, including skin and muscle dynamics, to regularize the tracking problem. Terzopoulos, Witkin and Kass 1987[261] were the first to include physics based models to generate overconstrained 3D tracking of deformable models. The original paper in particular was concerned with objects with a particular symmetry, to further constrain the estimation. The physics model was implemented with a finite difference scheme. Horowitz and Pentland 1991[203] use the FEM method to construct a physical model of a deformable mesh which is then matched to the optic flow through a Kalman filter. The method decomposes the object into a set of free-vibration modes. They constrain the problem by only looking at a truncated number of these models, neglecting the high frequency modes. Terzopoulos and Water 1993 [260] specify a more complete model of the muscles of the face. How these muscles relate to the motion of distinctive contours (lips, eyebrows, hairline, etc) can then be identified in the image and used to infer the muscle activity. Metaxas and Terzopoulos 1993 [179] specifies a Lagrangian formulation of a soft-body physics model. They model the discrepancy of model and observations as manifesting as forces that deform the body to match it with observations and show that this can be made equivalent to a Kalman filter.

Finally, we mention Essa and Pentland 1994 [78]. Here, as in Horowitz and Pentland above, an FEM method is specified and a physics model in terms of muscle activation is described. This analysis doesn’t assume a low dimensional deformation space for the motion, instead the flow is matched to the object by assuming a face template. They also specify a set of muscles which are proposed to create the movement, and a Kalman filter is used for inference. After the geometric motion has been inferred with the Kalman filter, they then propose the muscles as a set of control inputs and, assuming the control is optimal, can infer some muscle strains that caused the motion.
Such a framework allows for more detailed facial expression classification in terms of muscle activations, rather than appearances alone[79].

7.4.3 Template matching

Finally, cases in which the object being tracked is not deformable but static may be solved by template matching. Dellaert et al 1998 [65] estimates both an object’s pose and its texture in a two stage Kalman filter. The first stage is an IEKF for estimating the pose given a fixed texture. The second stage estimates the texture given the pose, implemented as a normal KF. In Shodl et al 1998[223] a textured head is fit to a set of images. A 6 parameter rigid 3D head model is rendered using OpenGL and the difference between the rendered image and the input frame used as an error measure to be minimized. In Cascia et al 2000[44] a cylindrical model is fit to the face. Only the position and orientation of the head are estimated. The texture that is used as the reference is only estimated once, at the initialization stage, and is not updated later.

A combination of all these methods is in some sense the method known as G-flow presented in Marks et al 2010 [175, 174, 186]. A deformable 3D object using morph bases is specified. They specify a generative model which takes the 3D model and produces a set of output pixels. Part of the model is a texture map that is to be learned at the model proceeds. Thus the method is a combination of 'flow' based methods which only use information about pairs of frames at a time, and template-based methods which use information collected over the entire video sequence at a time. The authors split the problem into two inferences: the pose estimation given a fixed texture and texture estimation given a fixed pose, similar to [65]. The pose estimation is performed with a Rao-Blackwellized particle filter and a linear Gaussian filter is used for the texture estimation.
High-dimensional state space tracking model through GPU acceleration

8.1 Motivation

Large-scale recordings of neural activity in freely behaving animals promises to uncover much about the relationship between neural activity and behavior. Particularly exciting is the possibility of recording intracellular calcium of whole organisms in conjunction with unconstrained behavior (e.g. in the worm C. Elegans: Nguyen et al 2015, Venkatachalam et al 2016 and in the cnidarian Hydra: Dupre and Yuste 2015[192, 73, 267]). Yet tracking neurons throughout such recordings is a significant computer vision problem. Current approaches in both planar and volumetric imaging rely on semi-automatic, curated tracking algorithms, which must be manually checked for consistency [192, 56, 73, 267]. However, when a full complement of behavior is under investigation,
these approaches do not scale to larger organisms or to longer video sequences. In these cases robustly tracking neurons remains a significant bottleneck, which motivates the need for principled augmentations to current cell tracking algorithms. In the application considered here, we focus on cases where neuron tracking may be aided by additionally tracking the body of the animal. Tracking the body is also a prerequisite for other behavioral analyses, and of course for the important task of relating the neural activity to the organism’s behavior.

8.1.1 Hydra, the model cnidarian

In this and next chapter, we consider and neuron and body tracking problem in Hydra, a cnidarian (Figure 8.1). Cnidaria are an exclusively aquatic phylum of animals. The phylum includes coral, sea anenomes, jellyfish, and the, somewhat lesser known, hydra. Cnidaria are one of the most distantly related organisms from ourselves to possess a nervous system. Estimates of the last common ancestor (LCA) between cnidaria and ourselves place the divergence time somewhere around 824MYA, though range between 611MYA and 1035MYA\(^1\) (Figure ??). Thus as animals they differ significantly from most animals familiar to us. They do not possess bilateral symmetry

\(^1\)As a comparison the estimated LCA between ourselves and fish (chondrichthyes) is estimated to be around 465MYA. Estimates obtained from http://timetree.org, accessed April 10th 2017.
(are members or radiata, instead of bilateria), possess only two cell layers (diploblastic, instead of triploblastic), do not possess both a mouth and anus (just one ‘stome’). Structurally, cnidaria are very simple compared with higher animals. Cnidaria are named for their cnidocytes (or nematocytes)$^2$, barbs that can be used to paralyze and catch prey. Their nervous systems possess no apparent ganglia, no central nervous system, nor do they possess brains – rather the nervous system consists of a dispersed nerve net throughout their body and tentacles.

Hydra is suitable for studying basic principles of nervous system function for a number of reasons. First, its nerve net means that calcium imaging can be used to observe the neural activity of a significant proportion of the animal. Its body size (500μm to 1.5cm) means that it is small enough fit within the field of view of a traditional microscope. The Hydra does not noticeably age, making the generation of genetic lines easier to maintain. The Hydra also regenerates, making it less susceptible to photodamage during imaging.

8.1.2 Approach

In aiding the neuron tracking problem in Hydra, constraints obtained from the its pose may be useful. As the hydra is a highly elastic, jellyfish-like organism, here we seek to develop model-based motion estimation methods that can be used for tracking highly deformable objects. The

---

$^2$\textit{Cnida} can be traced to the Latin \textit{cnide}, for nettle, and the Greek \textit{knide}, of the same meaning.
model is based on a GPU implementation of a high dimensional extended Kalman filter. The GPU implementation allows significantly higher dimensional state-space model to be considered than previous work. While optical flow could be considered alone as a prior on neuron tracking, the approach adopted here allows for more general considerations to be incorporated in a principled way, also, including physical constraints and edge constraints – keeping the neurons within the outline of the animal.

Of course, deformable object tracking is an important problem in computer vision more generally. It finds application in medical imaging, face tracking, video compression and augmented reality. The methods developed here will share some of these applications.

8.2 Model

Similar to Dellaert et al 1998 [65], we propose a two stage Kalman filter approach. We present a model that is well suited to high $M$, reasonably high $N$ models. Here we describe the application to tracking a deformable body from video data. The observed data takes the form of video pixel intensities $z_k \in \mathbb{R}^m$ for images of dimensions $m_x, m_y$, such that $m = m_x \times m_y$, the pre-computed dense optic flow field $j_k^x, j_k^y \in \mathbb{R}^m$ generated between adjacent frames $z_k$ and $z_{k+1}$, and an object mask, $m_k \in \mathbb{R}^m$, denoting the pixels assigned to the object being tracked:

$$y_k \equiv (z_k, j_k^x, j_k^y, m_k)^T \in \mathbb{R}^M,$$

with $M = 4m$. We assume the subject is easily separable from the background and, given an initial parameterization of its pose, wish to track that parameterization throughout the video.

The state space:

$$x_k \equiv (x_1, y_1, \ldots, x_n, y_n, v_1^x, v_1^y, \ldots, v_n^x, v_n^y)^T \equiv \begin{bmatrix} q_k \\ v_k \end{bmatrix} \in \mathbb{R}^N,$$
8.2 Model

represents the positions and velocities of a set of \( n \) mesh points describing the object, such that \( N = 4n \). To initialize the model the points are Delaunay triangulated to generate a set of \( P \) faces, \( D = \{ D_p \}_{p=1}^P \), where each \( D_p \) is a triplet \( (d^1_p, d^2_p, d^3_p) \) indicating the face's corresponding vertex numbers, oriented clockwise, the mesh contains \( I \) edges. Let \( V \) denote the set of vertices. Each face is assigned a texture based on the initial appearance and parameterization of the model, \( T = \{ T_p \}_{p=1}^P \). The initial texture will be referred to as the reference texture. Each \( T_p \) consists of UV coordinates:

\[
T_p = (t^1_p, t^2_p, t^3_p).
\]

where each \( t^i_p \) indexes a point in the reference texture. To begin with, we consider a model in which these textures remain constant throughout the video, though this can be generalized.

8.2.1 Process model

8.2.1.1 Constant velocity dynamics

The prediction distribution embodies the physics of the states. In this case, the states represent a three dimensional object projected onto two dimensions, and as such do not obey an intuitively mechanical model \(^3\). To keep matters simple and to remain as agnostic as possible about the dynamics of the mesh points, we begin by implementing a constant velocity dynamical system, though this will be generalized later. The dynamics are therefore described as the following linear system:

\[
x_k = Fx_{k-1} + Ga_k,
\]

for

\[
F = \begin{bmatrix} I_{2n} & (\Delta t)I_{2n} \\ I_{2n} \\ \end{bmatrix}, \quad G = \begin{bmatrix} (\Delta t)^2I_{2n}/2 \\ (\Delta t)I_{2n} \end{bmatrix},
\]

\(^3\)Though, given a simple perspective model, it can be easily shown that any low-dimensional, in terms of morph bases, three dimensional mesh can be realized with a (possibly higher-dimensional) two-dimensional mesh [280].
with \( I_n \) representing the \( n \times n \) identity matrix, \((\Delta t)\) representing the timestep size and empty matrix entries representing zeros. Process \( a_k \in \mathbb{R}^{2n} \) represents a zero-mean, Gaussian distributed acceleration applied independently to each vertex, and thus a unit’s worth affects each velocity component by \( \Delta t \) but each position component by \( (\Delta t)^2/2 \). The model is therefore

\[
x_k = F x_{k-1} + \epsilon_k,
\]

where \( \epsilon_k \sim \mathcal{N}(0, Q) \) and

\[
Q = G G^T \sigma^2 = \begin{bmatrix}
(\Delta t)^4 I_{2n}/4 & (\Delta t)^3 I_{2n}/2 \\
(\Delta t)^3 I_{2n}/2 & (\Delta t)^2 I_{2n}
\end{bmatrix} \sigma^2.
\]

This model assumes the least about the underlying dynamics.

### 8.2.1.2 Mass-spring dynamics

However there are some constraints that we do want to enforce, even if not a literal mechanical model is to be implemented. The mesh must always maintain its continuity, with mesh points never crossing edges. Thus here we use a mass-spring like model, similar to [162]. Based on implicitly solving the dynamics equations. Some other possibilities include[187][225] [188].

The constant velocity dynamics model provides some minimal regularization to prevent gross deformations and unrealistic poses, however, beyond penalizing large changes in frame-to-frame velocity of each vertex, the dynamics do nothing to hold the object together. While we wish to consider objects that are highly deformable, and so want to make few physical assumptions about the object being tracking, its elasticity, etc, additional assumptions about the tracked object’s physics do help fill in individual vertex motion in cases when visual cues do not help update its position. Other deformable tracking algorithms do employ simple constant velocity dynamics, but these models compensate for the decrease in regularization by dramatically reducing the
dimension of the pose-space – e.g. restricting to a small number of deformation modes or morph bases. In our case, morph bases are not known and a small number of deformation modes

For this purpose, many other deformable object tracking algorithms employ a complete finite element method solution. In our case, in which large deformations are possible, a linear elasticity assumption may not be sufficient. Non-linear elasticity models are computationally more expensive. To keep a computationally simple physics model we do not implement such models. Our models, being a 2D projection of a 3D object are not physically consistent in the way normally considered by finite elements.

A mass-spring model (MSM) obeys non-linear dynamics:

\[ x_k = Fx_{k-1} + f(x_{k-1}) + \epsilon_k, \]

for force function \( f : \mathbb{R}^N \to \mathbb{R}^N \) which depends only on the mesh positions \( y_k \):

\[ f(x_k) = \begin{bmatrix} 0_{2n} \\ (\Delta t)M^{-1}f(q_k) \end{bmatrix}, \]

where \( 0_{2n} \) is the \( 2n \times 2n \) zero matrix, \( (\Delta t) \) is time step size, \( M^{-1} \) is the mass of each mesh point, and \( f : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \). Additive Gaussian noise \( \epsilon_k \) is defined as in the constant velocity case.

If \( f(x_k) \) represents Hookean spring interactions the model takes the following form. Let \( l_i \) represent tension on an edge \( i \) given by \( d_i = q_{i,1} - q_{i,2} \), so that

\[ l_i = -\kappa(1 - l_0/\|d_i\|)d_i \]

for rest length \( l_0 \) and spring stiffness \( \kappa \). Let \( L(q_k) = \|l_i \in \mathbb{R}^{2I} \) be the vertical concatenation of each edge tension, and \( d = \|d \) be the vertical concatenation of all the edge vectors. Then the force applied to each node is given by

\[ f(q_k) = (K' \otimes I_2)L(q_k), \]
for incidence matrix $K' \in \mathbb{R}^{n \times I}$, where $K'_{ij} = 1$ if edge $j$ points to node $i$ and $K'_{ij} = -1$ if edge $j$ points from node $i$, and $K'_{ij} = 0$ otherwise, and for Kronecker product $\otimes$ and $2 \times 2$ identity matrix $I_2$. The direction is arbitrary but, of course, must be consistent with each $l_i$. In what follows let $K \equiv K' \otimes I_2$.

As presented the model implements simple forward Euler integration, which is unstable for large forces/high spring tension. Thus we present a formulation of the dynamics for implicit, backward Euler integration:

$$x_k = x_{k-1} + \begin{bmatrix} (\Delta t)v_k \\ (\Delta t)M^{-1}f(q_k) \end{bmatrix},$$

which is a non-linear equation in $x_k$. We can use Newton’s method to solve for $x_k$:

$$g(x_k; x_{k-1}) \equiv x_k - x_{k-1} - \begin{bmatrix} (\Delta t)v_k \\ (\Delta t)M^{-1}f(q_k) \end{bmatrix} = 0$$

We must compute the Jacobian of $f$:

$$\frac{\partial f}{\partial q} = K \frac{\partial L}{\partial q}.$$

In the case of Hookean springs we have:

$$L = -\kappa \left[ \text{diag}_i (1 - l_o/\|d_i\|) \otimes I_2 \right] d$$

(or equivalently) $= -\kappa \text{diag}(d) \left[ \Psi_i \left(1 - l_o/\|d_i\|\right) \otimes 1_{2 \times 1} \right]$

$$\Rightarrow \frac{\partial L}{\partial q} = -\kappa \left[ \text{diag}_i (1 - l_o/\|d_i\|) \otimes I_2 \right] \frac{\partial d}{\partial q}$$

$$- \kappa \text{diag}(d) \frac{\partial}{\partial q} \left[ \Psi_i \left(1 - l_o/\|d_i\|\right) \otimes 1_{2 \times 1} \right].$$
Since we have that \( d = K^T q \) then the first derivative term of (8.1) is simply:

\[
\frac{\partial d}{\partial q} = K^T.
\]

The second derivative term of (8.1) is, for an edge \( i \):

\[
\frac{\partial}{\partial q} \left[ 1 - \frac{l_0}{\|d_i\|} \right] = -l_0 \frac{\partial}{\partial q} \left[ \frac{1}{\|d_i\|} \right].
\]

Let

\[
d_i = (K^T)_{[2i; 2i+1,:]} q = (K^T)_i q,
\]

which implies

\[
\|d_i\| = \left( (K^T)_i q^T (K^T)_i q \right)^{1/2}
\]

and therefore that

\[
\frac{\partial}{\partial q} \left[ \frac{1}{\|d_i\|} \right] = -1 \frac{\partial \|d_i\|}{\|d_i\|^2} \frac{\partial}{\partial q} = -1 \frac{1}{2 \|d_i\|^3} \frac{\partial (d_i^T d_i)}{\partial q} = -1 \frac{1}{2 \|d_i\|^3} \frac{\partial}{\partial q} \left( q^T [(K^T)_i]^T (K^T)_i q \right) = -\frac{1}{\|d_i\|^3} q^T [(K^T)_i]^T (K^T)_i.
\]

Putting everything together we have:

\[
\frac{\partial L}{\partial q} = -\kappa \left[ \text{diag}_i \left( 1 - \frac{l_0}{\|d_i\|} \right) \otimes I_2 \right] K^T - \kappa l_0 \text{diag}(d) \left[ \psi_i \frac{1}{\|d_i\|^3} q^T [(K^T)_i]^T (K^T)_i \otimes 1_{2 \times 1} \right]
\]
which implies that

\[
\frac{\partial f}{\partial q} = -\kappa K \left[ \text{diag}(1 - \frac{l_0}{\|d_i\|}) \otimes I_2 \right] K^T - \kappa l_0 K \text{diag}(d) \left[ \psi_i \frac{1}{\|d_i\|^3} q_T \left( (K^T)_i \right)^T \left( (K^T)_i \otimes 1 \right) \right] \tag{8.2}
\]

and that

\[
\frac{\partial g}{\partial x} = I_N - (\Delta t) \begin{bmatrix} 0_{2n} & I_{2n} \\ M^{-1} \frac{\partial f}{\partial q} & 0_{2n} \end{bmatrix}. \tag{8.3}
\]

Note that the first term of \( \frac{\partial f}{\partial q} \) is a weighted graph Laplacian, similar in form to the derivation presented in [162].

### 8.2.2 Observation model

#### 8.2.2.1 Enforcing edge constraints

We include as an additional constraint that the contour of the state should match, at least roughly, the contour of the image, to mitigate severe tracking drift. Other tracking methods incorporating contour information into the estimation include Brox, Rosenhahn and Cremers 2008[37]. Particle-filter based method, G-Flow [175], implements something quite similar, in that it explicitly models the background process, thus penalizing states for which there is discrepancy between the background and foreground pixels (as delineated by the object’s contour). The problem of identifying and tracking the contour alone can be tackled with so-called ‘active-contours’, or snakes [136].

Here we add, as an additional observation, the mask of the image identifying the tracked object. For the cases we consider, simple thresholding on image intensity suffices to identify the mask in the observed frames, but other foreground/background subtraction methods may be appropriate in other cases.
8.2.2.2 The model

The observation process \( y_k = h(x_k; D, T) \) involves rendering a predicted frame, a predicted optic flow field and an object mask. The function \( h(\cdot) \) thus returns the predicted image \( z_k \), given by

\[
z_k(i, j) = T(U^{-1}(i, j; x_k D)),
\]

for screen coordinates \((i, j)\) and \( UV \) mapping function \( U : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) that takes \( UV \) coordinates and current pose and returns screen coordinates:

\[
U(u, v; x_k, D) = (i, j).
\]

Function \( T : \mathbb{R}^2 \rightarrow \mathbb{R} \) returns the intensity for a given \( UV \) texture coordinate. Rendering each face \( D_p \) within the frame uses linear interpolation of the initialized texture \( T_p \) and the current vertices.

The horizontal flow field is given by

\[
j^x_k(i, j) = F^x(U^{-1}(i, j; x_k, D)),
\]

where \( F^x(\cdot) \) determines the flow by linearly interpolating the velocities at the vertices of the face indicated by inverse \( UV \) mapping \( U^{-1}(\cdot) \). The vertical flow field \( F^y(\cdot) \) is given similarly.

Finally, to penalize models that drift outside of the observed image contour, we render a mask

\[
m_k(i, j) = I(U^{-1}(i, j; x_k, D)),
\]

Computation of \( y_k \) is thus an expensive operation, though fortunately one that can be parallelized and executed on a GPU. Indeed the above description is a roundabout way of describing a rendering pipeline easily implementable with OpenGL.
8.2.2.3 Static observation noise

The observation covariance is considered to be a diagonal matrix

\[
\sigma_n^2 = \begin{bmatrix}
\sigma_z^2 I_m \\
\sigma_j^2 I_m \\
\sigma_j^2 I_m \\
\sigma_m^2 I_m
\end{bmatrix},
\]

where error in image observations are independent of error in the optic flow observations. Note that by changing the balance between \(\sigma_z^2\), \(\sigma_j^2\) and \(\sigma_m^2\) we change the relative contribution of the template matching, optic flow and contour matching to the update step. Similar to the particle filter based method, G-flow [175], the model thus represents a generalization of both template matching based methods and optic flow based object tracking methods. Consistent, unbiased estimation of \(\sigma_n^2\) could in principle be performed, for instance using an approach proposed by Mehra 1970[178]. Another option is to take a bootstrapping method such as Kondermann et al 2008 or Kybic et al 2011 [146, 151]. However, such approaches prove difficult in the high-dimensional cases. Thus, variances \(\sigma_j^2\), \(\sigma_z^2\) and \(\sigma_m^2\) are considered parameters to be estimated based on model performance in test sets presented below.

8.2.2.4 Adaptive observation noise

More generally, we can have observation noise that depends on the state:

\[
\sigma_n^2(x) = \begin{bmatrix}
\text{diag}(\sigma_z^2(x)) \\
\text{diag}(\sigma_j^2(x)) \\
\text{diag}(\sigma_j^2(x)) \\
\text{diag}(\sigma_m^2(x))
\end{bmatrix},
\]
for each \( \sigma_{\xi}^2 : \mathbb{R}^N \to \mathbb{R}^m, \sigma_{\eta}^2 : \mathbb{R}^N \to \mathbb{R}^m \) and \( \sigma_{\eta}^2 : \mathbb{R}^N \to \mathbb{R}^m \). This may be appropriate when there is a known relationship between the optic flow observation and the underlying state dynamics. This relationship which is explored below.

### 8.2.3 GPU implementation

The iterated form of the KF update,

\[
(W_{k+1}^{j})^{-1} = (W_k^{-1})^{-1} + H_{x_{k+1}}^T (\sigma_\eta^2)^{-1} H_{x_{k+1}}^{j} \\
\hat{x}_{k+1}^{j+1} = \hat{x}_{k+1}^{0} + W_{k+1}^{j} H_{x_{k+1}}^T (\sigma_\eta^2)^{-1} (y_k + 1 - h(\hat{x}_{k+1}^{j})) - W_{k+1}^{j} H_{x_{k+1}}^T (\sigma_\eta^2)^{-1} H_{x_{k+1}}^{j} (\hat{x}_{k+1}^{j} - \hat{x}_{k+1}^{j}) \tag{8.4}
\]

was derived because it is particularly convenient to parallelize and implement on a GPU. The matrix \( H \) represents a type of ‘Jacobian image’ [65], and in this case must be computed numerically, which is expensive. Further, it is \( M \times N \), which for reasonable resolution images and mesh sizes is somewhere between cumbersome and totally infeasible – explicit construction must be avoided. One approach, taken by Dellaert et al 1998 [65], is to execute the updates pixel by pixel, instead of updating based on the entire image at once, iterating until the change in the updates is sufficiently small.

This is unnecessary here since, fortunately, \( H^T \) has the form:

\[
H^T = \begin{bmatrix}
\frac{\partial y_1}{\partial x_1} & \frac{\partial y_2}{\partial x_1} & \cdots & \frac{\partial y_M}{\partial x_1} \\
\frac{\partial y_1}{\partial x_2} & \frac{\partial y_2}{\partial x_2} & \cdots & \frac{\partial y_M}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial y_1}{\partial x_N} & \frac{\partial y_2}{\partial x_N} & \cdots & \frac{\partial y_M}{\partial x_N}
\end{bmatrix}_{x = \hat{x}_{k+1}} \approx \begin{bmatrix}
\frac{(\hat{g}_1(x_1) - \hat{g}_1)}{\Delta x} & \frac{(\hat{g}_2(x_1) - \hat{g}_2)}{\Delta x} & \cdots & \frac{(\hat{g}_M(x_1) - \hat{g}_M)}{\Delta x} \\
\frac{(\hat{g}_1(x_2) - \hat{g}_1)}{\Delta x} & \frac{(\hat{g}_2(x_2) - \hat{g}_2)}{\Delta x} & \cdots & \frac{(\hat{g}_M(x_2) - \hat{g}_M)}{\Delta x} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{(\hat{g}_1(x_N) - \hat{g}_1)}{\Delta x} & \frac{(\hat{g}_2(x_N) - \hat{g}_2)}{\Delta x} & \cdots & \frac{(\hat{g}_M(x_N) - \hat{g}_M)}{\Delta x}
\end{bmatrix}_{x = \hat{x}_{k+1}},
\]

in which each row represents the ‘differential image’ given a change in state space, and which therefore permits a matrix-free approach. The component of the state update, \( Z = H^T (\sigma_\eta^2)^{-1} (y_{k+1} - \)
Figure 8.3: Computing a dot product using sequential addressing parallel reduction in CUDA. In words, \( N \) blocks of size \( S \) (a power of 2) are used to compute the reduction (dot product). The input vector, of length \( 2NS \) (padded with zeros if needed), is loaded into shared memory. Within each block, a step consists of each active thread summing two elements. Subsequent steps sum the preceding totals in a way that leaves all elements of the block added together at the final step. The block sum is written to an output vector and the \( N \) block sums are totaled on the CPU.

\[
\hat{y}_{k+1}^-, \quad \text{can thus be computed element-by-element in } N \text{ rendering operations:}
\]

\[
Z_i = \sum_{j=1}^{M} H_{ij}^T (y_{k+1,j} - \hat{y}_{k+1,j}^-) / \sigma_{\eta,j}^2, \quad i = 1, \ldots, N,
\]

assuming that the measurement covariance \( \sigma_{\eta}^2 \) is diagonal having entries \( \{\sigma_{\eta,m}^2\}_{m=1}^{M} \). Rendering \( \hat{y}_{k+1}^- \) and each \( \tilde{y}(x_i) \) in OpenGL and performing the dot product on the GPU, using CUDA (Compute Unified Device Architecture) or OpenCL, is fast and avoids GPU-CPU transfers. Parallel reduction [117] computes the dot product in \( \mathcal{O}(\log M) \) parallel steps, so is well suited to large \( M \) (high resolution) observation spaces. The method is summarized in Figure 8.3, adapted from Harris et al 2007 [117].

The final term in Equation 8.5 and the update to \( W_{k+1} \) involves construction of the \( N \times N \) matrix \( H = H^T (\sigma_{\eta}^2)^{-1} H \) which, naively, involves \( \mathcal{O}(N^2) \) rendering operations to compute.
However, the elements of $\mathcal{H}$ take the form:

$$\mathcal{H}_{ij} = \sum_{k=1}^{M} H_k^T H_{jk}/\sigma_{\eta,k}^2,$$

and thus each element represents the inner product between the differential images when state components $x_i$ and $x_j$ are varied. When $i$ and $j$ refer to vertices that are not connected according to the mesh $\mathcal{D}$ then they share no common face and their differential images will be orthogonal – $\mathcal{H}_{ij}$ will be zero.\(^4\)

Therefore only elements of $\mathcal{H}$ involving vertices that are connected according to the mesh $\mathcal{D}$ need to be computed. The Delaunay triangulation used means vertices are only connected to their neighbors and thus the number of connected vertices scales approximately linearly with the total number of vertices. This means $\mathcal{H}$ can be computed in $\mathcal{O}(N)$ rendering operations also. The reduction to compute each $\mathcal{H}_{ij}$ can similarly be performed on the GPU with CUDA or OpenCl, increasing speed and saving GPU-CPU transfer.

The simple parameterization of the state space in terms of explicit vertex positions and velocities – instead of in terms of ‘morph bases’ or finite element method (FEM) deformation modes – is highly redundant, introducing many degrees of freedom that are unlikely needed. Fortunately, this redundancy can be taken advantage of via the resulting sparsity in $H^T (\sigma_\eta^2)^{-1} H$, which goes some way to offsetting the increased dimensionality of the state space – again relative to a model based on morph bases or similar.

8.2.3.1 Multiple perturbations with one render

Numerically estimating the matrix $H$ involves perturbing the vertex positions and velocities by small increments. Significant gains can be made if multiple, independent perturbations are made within one render operation. For both the Jacobian and Hessian calculation this can be achieved by noting that the changes to images obtained by perturbing vertices that are not connected to

\(^4\)Note that provided the noise covariance matrix is diagonal, the result holds independent of the specific values of $\sigma_{\eta,k}^2$. That is, orthogonal vectors under one inner product, $\langle u, v \rangle_S = \sum u^T S v$, for diagonal $S$, will be orthogonal under any other inner product $\langle u, v \rangle_{S'}$ of the same form, since all we’re doing is rescaling coordinate axes.
one another in the mesh will occur in disjoint regions of the image. For the Jacobian calculation, we partition the vertices into groups such that each vertex within a group does not share an edge – and so can be perturbed independently within the one render operation. For this a queue is setup, consisting of each perturbation that needs to be made, and from which the partitions are generated (Algorithm 1).

Mathematically, we can express the idea as follows. Call $E$ one such partitioning of the vertices, $V$, i.e.: 

$$E = \{ e_j \}_{j=1}^{J}, \quad e_j = \{ v_i : v_i \}, \quad \cup_{j=1}^{J} e_j = V, \quad e_i \cap e_j = \emptyset \forall i \neq j.$$ 

Then for each element of the partition, $e_j = \{ v_1^j, \ldots v_d^j \}$, let $B^j \in \mathbb{Z}^{n \times M}$ be the matrix of masks:

$$B^j = \begin{pmatrix}
  v_1^j \rightarrow & m_1 & \ldots \\
  \vdots & \ddots & \vdots \\
  v_d^j \rightarrow & m_{d_j} & \ldots \\
  0 & \ldots & 0
\end{pmatrix},$$

where $m_i$ is the mask indicating whether each pixel in the frame is or is not affected by a perturbation in vertex $v_i^j$, that is, it is one for the pixels inside the faces $D(i)$ which contain vertex $v_i^j$ and zero otherwise. We will perturb x and y coordinates separately and so define

$$B^j_x = B^j \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad B^j_y = B^j \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$ 

Recall our goal is to compute

$$\mathcal{Z} = H^T (\sigma_\eta^2)^{-1} (y_{k+1} - \hat{y}_{k+1}).$$
8.2 Model

We’re free to compute entries in $Z_j$ corresponding to vertices in $e_j$ simultaneously. This is achieved by perturbing, separately in $x$ and $y$, all vertices in $e_j$ and computing $H^j \in \mathbb{R}^{M \times 1}$ from the one render operation, and then splitting it into the corresponding entries in $Z_j$ using the mask matrices $B^j_x$ and $B^j_y$:

$$Z = \sum_j B^j_x \text{diag}(H^j_x) \text{diag}(\sigma^2_n)^{-1}(y - \hat{y}) + B^j_y \text{diag}(H^j_y) \text{diag}(\sigma^2_n)^{-1}(y - \hat{y}).$$

Perturbations to velocities are made in the same fashion. Thus, the computation of $Z$ involves only $O(J)$ rendering operations, instead of $O(n)$. In fact, $J$ will be roughly a constant as a function of $n$.

Note that the $B^j$ are large matrices in themselves, but fortunately do not need to be constructed separately in practice. In practice the one image, $B^j \in \mathbb{Z}^{1 \times M}$ can be formed, which contains the superposition of all the other masks, something like:

$$B^j = \begin{bmatrix} 1 & 2 & \ldots & n \end{bmatrix} B^j,$$

which provides an image of the masks ‘colored’ by the numbers $1, \ldots, n$ and whose coloring can be used to separate the perturbation components in the CUDA summation code.

Note that a simple parallel reduction here is no longer possible, as the data is categorized by its face. The calculation performed is thus more akin to counting elements of a given class, as in the creation of a histogram.

For the Hessian calculation we use the following similar algorithm (Algorithm 2). This saves a large number of render operations, making the renders sub-linear in the number of mesh points, and thereby allowing large meshes to be used.

8.2.4 Implementation

Run on computer with NVIDIA Tesla Fermi C2075 cGPUs, 32GB RAM. x2 6-core Intel Xeon E5-2640, 2.5GHz. Source code can be found at https://github.com/benlansdell/hydra
Algorithm 1 Computation of Jacobian × residual

1: $q =$ all mesh points needing to be perturbed
2: while $q$ is not empty do
3:     $r = []$
4:     for $y \in q$ do
5:         if $y$ is independent of all points in $r$ then
6:             Add $y$ to $r$, remove $y$ from $q$
7:     end if
8: end for
9: Perturb all x-axis points in $r$
10: Render
11: Compute entries in Jacobian × residual vector
12: Perturb all y-axis points in $r$
13: Render
14: Compute entries in Jacobian × residual vector
15: end while

Algorithm 2 Computation of Hessian

1: $q =$ all pairs of mesh points needing to be perturbed according to $D$
2: while $q$ is not empty do
3:     $r = []$
4:     for $(y_1, y_2) \in q$ do
5:         if both $y_1$ and $y_2$ are independent of all points in $r$ then
6:             Add $(y_1, y_2)$ to $r$, remove $(y_1, y_2)$ from $q$
7:         end if
8:     end for
9: Perturb all x-axis points in $r$
10: Render
11: Compute entries in $H$
12: Perturb all y-axis points in $r$
13: Render
14: Compute entries in $H$
15: end while
8.3 Results

For each video the model is initialized using Delaunay triangulation. The outline of the Hydra is identified through simple thresholding on image intensity. The DistMesh method [204] is then used to generate a set of evenly distributed points in the interior which are then Delaunay triangulated. (Figure 8.4)

Following mesh initialization, the first frame of the video is used to construct the reference texture. The Kalman filter can then be executed, integrating each frame to provide an updated state estimate. The method is tried on test videos in which GCaMP6s is expressed in epithelial cells (which act as ). On the test mesh demonstrated here, the model integrates approximately one frame per minute, for a mesh consisting of approximately 80 points. The method works well when Hydra motion is relatively slow, which elongations and tentacle waving taking place over 10s of frame. (First ~130 frames of Figure 8.5) The method struggles however in cases where the Hydra contracts its body rapidly over a few frames (~135 frame of Figure 8.5). Unfortunately this
behaviour is common – to a first approximation the Hydra’s behavior consists of bursts of rapid whole body contraction and slower elongation.

8.4 Discussion

Thus the method works well for slow motion but fails for rapid motion. Further, the parameterization allows discontinuous (overlapping faces) meshes, which are unstable. These problems could likely be mitigated through using lower-dimensional parameterizations in terms of morph bases, either from a FEM model or from knowledge of typical Hydra positions. However, this may represent restrictive assumptions on the behavior of the Hydra we do not want to make – since its the behavior of the Hydra we are trying to identify. Nonetheless, a compromise between model stability and flexibility may exist.

In addition to such a fix, numerous avenues need to be explored before this method is a demonstrably viable solution to the tracking problem. In particular, its time complexity as a function of mesh size and image resolution needs to be tested. The 80 frame mesh demonstrated here is acceptable for the muscle imaged videos tested, but more detailed meshes of hundreds of points would be required for videos in which neural activity is imaged. Further, its performance needs to be tested on datasets where ground truth data is available in order to validate the method.

Nonetheless, the method provides a novel GPU implementation of the Kalman filter, reformulated in order to take advantage of GPU computations. Specifically, the GPU was utilized to perform the rendering and the subsequent matrix-matrix matrix-vector reduction related to the rendered images during updates. However the remainder of the implementation take place on CPU, in traditional serial fashion. It is worth mentioning that there is some work into more complete parallel implementations of Kalman filters utilizing GPU architecture. For instance Huang et al 2011 [128] perform matrix multiplications involved in the Kalman filter on GPU. In particular their method inverts the observation covariance matrix, which is $M \times M$ and thus takes the largest proportion of time in both CPU and GPU implementations. In the model presented here, the
8.4 Discussion

Figure 8.5: Example of Hydra tracking through 200 frames (20 seconds). Motion includes slow elongation of Hydra, which is captured well by the method. The rapid contraction (in a few frames, near frame 135) is difficult for the method to capture. This results in a discontinuous mesh – faces overlapping – which is an unstable configuration that cannot be recovered from.
largest matrix inversion that needs to be performed is $N \times N$ which, for large observation spaces (i.e. images), is significantly faster. Thus the method presented here should be implementable and faster in cases when there is a large observation space, such as in image processing applications, and in which it is reasonable to assume the observation noise is uncorrelated. Other work exploring similar ideas can be found in Rodr et al 2012 [218] and Lin et al 2016 [160].

8.5 Model notation

Please see Table 8.1.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basics</td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>state variable, $\mathbb{R}^N = \mathbb{R}^{4n}$</td>
</tr>
<tr>
<td>$q$</td>
<td>state positions, $\mathbb{R}^{2n}$</td>
</tr>
<tr>
<td>$v$</td>
<td>state velocities, $\mathbb{R}^{2n}$</td>
</tr>
<tr>
<td>$y$</td>
<td>observation variable, $\mathbb{R}^M$</td>
</tr>
<tr>
<td>$z$</td>
<td>observed image variable, $\mathbb{R}^m$</td>
</tr>
<tr>
<td>$j_x, j_y$</td>
<td>observed flows, $\mathbb{R}^m$</td>
</tr>
<tr>
<td>$m$</td>
<td>observed mask, $\mathbb{R}^m$</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>flow field observation function</td>
</tr>
<tr>
<td>$I$</td>
<td>mask observation function</td>
</tr>
<tr>
<td>$M, N$</td>
<td>observation and state dimensions</td>
</tr>
<tr>
<td>Kalman filter</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_k, W_k$</td>
<td>estimated state and covariance</td>
</tr>
<tr>
<td>$F, H$</td>
<td>prediction and observation Jacobian</td>
</tr>
<tr>
<td>$Z$</td>
<td>matrix vector product $Z = H^T(\sigma_n^2)^{-1}(y_{k+1} - \hat{y}_{k+1})$</td>
</tr>
<tr>
<td>$H$</td>
<td>matrix-matrix product $H^TH$</td>
</tr>
<tr>
<td>$\sigma_n^2, \sigma_i^2$</td>
<td>observation Gaussian noise variance, additive acceleration Gaussian noise, diagonal matrices</td>
</tr>
<tr>
<td>$\sigma_z^2, \sigma_j^2, \sigma_m^2$</td>
<td>observation Gaussian noise variance components, scalars</td>
</tr>
<tr>
<td>$f, h$</td>
<td>non-linear dynamics and observation process</td>
</tr>
<tr>
<td>$Q$</td>
<td>process covariance matrix</td>
</tr>
<tr>
<td>$\hat{x}_k^-, W_k^-$</td>
<td>predicted state and covariance matrix</td>
</tr>
<tr>
<td>$T, U$</td>
<td>reference texture, UV mapping function for current pose</td>
</tr>
<tr>
<td>$D$</td>
<td>set of mesh faces</td>
</tr>
<tr>
<td>$V$</td>
<td>set of mesh vertices</td>
</tr>
<tr>
<td>Mass-spring dynamics</td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td></td>
</tr>
<tr>
<td>$l_i$</td>
<td></td>
</tr>
<tr>
<td>$g$</td>
<td>implicit equation solved with Newton’s method</td>
</tr>
<tr>
<td>$K$</td>
<td>incidence matrix</td>
</tr>
<tr>
<td>$l_0$</td>
<td>rest spring length</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>spring stiffness constant</td>
</tr>
<tr>
<td>$M$</td>
<td>vertex mass</td>
</tr>
<tr>
<td>$E$</td>
<td>partition of vertices into groups in disconnected, $E = {e_j}$</td>
</tr>
<tr>
<td>$B^j$</td>
<td>matrix with rows corresponding to masks for each vertex perturbed in subset $e_j$</td>
</tr>
</tbody>
</table>

Table 8.1: Model notation
9.1 Introduction

The preceding chapter described a state space model to do deformable object tracking. It was shown to work in cases of slow motion or not extreme deformations. By formulating the model as a recursively estimated filter an inherent instability is constructed. As soon as the tracking model significantly deviates from the object being tracked, it is difficult for it to recover. The frame-by-frame integration of the Kalman filter provides no mechanism to reinitialize its tracking procedure when needed.

The problem may be better tackled, then, not as a problem of *tracking*, but as one of *registration*. Along these lines, by having a mechanism that can recognize when the Hydra is in a similar
position, we can register frames that may be temporally distant but positionally related to each other. This provides a mechanism to, in a sense, reinitialize the tracking procedure at appropriate moments throughout a video. This chapter develops this basic idea into a tracking method that is robust to severe deformations and can be applied to long video sequences.

9.2 Background

9.2.1 A primal-dual algorithm for convex optimization

Before describing the method and the relevant image segmentation and optic flow methods we introduce some necessary material from convex optimization. Let \( \mathbb{X}, \mathbb{Y} \) be two finite-dimensional real vector spaces having inner product spaces and norms \( \langle \cdot, \cdot \rangle_{\mathbb{X}}, \langle \cdot, \cdot \rangle_{\mathbb{Y}} \) and \( \|x\|_{\mathbb{X}}^2 = \langle x, x \rangle_{\mathbb{X}}, \|y\|_{\mathbb{Y}}^2 = \langle y, y \rangle_{\mathbb{Y}} \), respectively. Generally, whether the inner product applies to \( \mathbb{X} \) or to \( \mathbb{Y} \) can be inferred from the context so will not be denoted. Further let \( K \) be a linear map \( K : \mathbb{X} \rightarrow \mathbb{Y} \).

The problem we solve has the general form:

\[
\min_{x \in \mathbb{X}} \max_{y \in \mathbb{Y}} \langle Kx, y \rangle + G(x) - F^*(y),
\]

where

\[
G : \mathbb{X} \rightarrow [0, \infty) = \text{lower semi-continuous (LSC), convex}
\]
\[
F^* : \mathbb{Y} \rightarrow [0, \infty) = \text{LSC, convex}
\]

Note that this is the primal-dual version of the optimization:

\[
\min_{x \in \mathbb{X}} F(Kx) + G(x)
\]
and in dual form:

$$\max_{y \in Y} \left(-G^*(K^*y) + F^*(y)\right).$$

We denote by \((\hat{x}, \hat{y})\) the solution, which can be shown to satisfy:

$$K\hat{x} \in \partial F^*(\hat{y})$$
$$-(K^*\hat{y}) \in \partial G(\hat{x}).$$

In the above \(F^*\) and \(G^*\) represent the convex conjugates of functions \(F(y)\) and \(G(x)\), respectively, and \(K^*\) denotes the adjoint operator of \(K\). We define the resolvent, or proximal, operator (the resolvent is a generalization of proximal operator for maximal monotone operators, but this distinction won’t concern us here) of a convex function \(F\) as:

$$x = (I + \tau \partial F)^{-1}(y)$$
$$= \arg\min_x \left\{ \frac{\|x - y\|^2}{2\tau} + F(x) \right\}$$
$$= \text{prox}_{F}(y; \tau)$$

Note that if \(F\) is an indicator function then \(\text{prox}_{F}(y; \tau)\) is Euclidean projection onto the convex set indicated by \(F\).

Given the above preliminaries we describe what is sometimes called the Chambolle algorithm [48, 47, 46]. Generically, a proximal point algorithm has iterates of the following form:

$$x_{n+1} = (I + \lambda_n \partial F)^{-1}(x_n)$$

for convex function \(F\). This can be seen as solving the ‘root finding’ equation

$$0 \in \partial F(x)$$
through a sort of backward Euler (implicit) gradient descent method.

The above may be generalized to a system of equations:

$$0 \in T(x_{n+1}) + M^{-1}(x_{n+1} - x_n).$$

The Chambolle algorithm has a similar structure to the proximal point algorithm, and is exactly a proximal point algorithm for certain parameter choices. In particular, choosing

$$T = \begin{pmatrix} \partial G(x_{n+1}) + K^* y_{n+1} \\ \partial F(y_{n+1}) - K x_{n+1} \end{pmatrix}$$

and

$$M = \begin{pmatrix} T^{-1} & -K^* \\ -\theta K & \Sigma^{-1} \end{pmatrix},$$

gives the following algorithm:

### Algorithm 3 Chambolle’s algorithm

**Require:** $\tau, \sigma \geq 0, \tau \sigma L^2 < 1, \theta \in [0, 1], (x^0, y^0) \in X \times Y, \bar{x}^0 = x^0$

1: while not converged do
2: \hspace{1em} $y_{n+1} = (I + \sigma \partial F^*)^{-1}(y^n + \sigma(K\bar{x}^n))$
3: \hspace{1em} $x_{n+1} = (I + \tau \partial G)^{-1}(x^n - \tau K^* y_{n+1})$
4: \hspace{1em} $\bar{x}^{n+1} = x_{n+1} + \theta(x_{n+1} - x^n)$
5: end while

Thus application of the algorithm is straightforward, requiring simply computing the resolvent operators – the algorithm is therefore useful when these can be computed efficiently. We can easily generalize the algorithm to solve slightly more general problems of the form:

$$\min_{x \in X} \max_{y \in Y} \langle Kx, y \rangle + \langle g, x \rangle - \langle h, y \rangle + G(x) - F^*(y),$$

in which the algorithm simply becomes:
Algorithm 4 Slightly generalized Chambolle’s algorithm

Require: \( \tau, \sigma \geq 0, \tau \sigma L^2 < 1, \theta \in [0, 1], (x^0, y^0) \in X \times Y, \bar{x}^0 = x^0 \)

1: while not converged do
2: \( y^{n+1} = (I + \sigma \partial F^*)^{-1}(y^n + \sigma (K \bar{x}^n - h)) \)
3: \( x^{n+1} = (I + \tau \partial G)^{-1}(x^n - \tau (K^* y^{n+1} - g)) \)
4: \( \bar{x}^{n+1} = x^{n+1} + \theta(x^{n+1} - x^n) \)
5: end while

9.2.2 Applications to imaging

Let an image have dimensions \( M \times N \), so that \( X \in \mathbb{R}^{M \times N} \). Then we have the following operators

\[
\langle u, v \rangle = \sum_{ij} u_{ij} v_{ij}
\]

\[ \nabla : X \rightarrow Y \]

\[
(\nabla u)_{ij} = \begin{pmatrix} (\nabla u)_{ij}^1 \\ (\nabla u)_{ij}^2 \end{pmatrix}
\]

where

\[
(\nabla u)_{ij}^1 = \begin{cases} u_{i+1,j} - u_{ij}, & i < M; \\ 0, & i = M \end{cases}
\]

\[
(\nabla u)_{ij}^2 = \begin{cases} u_{i,j+1} - u_{ij}, & j < N; \\ 0, & j = N \end{cases}
\]

With these, one can show that

\[
\langle \nabla u, p \rangle_Y = \langle u, -\text{div} p \rangle,
\]

where, importantly, we must use \textit{backward} differencing for the \text{div} operator if we used \textit{forward} differencing for \( \nabla u \). Stability of the algorithm depends on the norm \( L \) of the operator \( K \):

\[
L^2 = \|\nabla\|^2 = \|\text{div}\|^2 = 8.
\]
Figure 9.1: Example of image segmentation. The Mumford-Shah model estimates regions of piecewise-constant color such that the total variation (perimeter of the partition) is minimized. Here $k = 16$ colors used.

### 9.2.3 Review of Mumford-Shah segmentation

The basic idea behind Mumford-Shah image segmentation is to fix a set of $k$ colors we are going to segment an image with in a way that avoids high spatial variability in color, while maintaining sharp transitions between regions of different color. The solution is to use a total-variation (TV) penalty. We let $\{c_i\}^k$ be our set of colors and let $g(x) : X \to \mathbb{R}_+$ be the function representing our image. Let $f \in \mathbb{R}_+^k$ be the vector of distance between the image and each of our colors:

$$f_l = \lambda \int |g(x) - c_l|^2 \, dx \quad l = 1, \ldots, k,$$

a measure of the error incurred by selecting color $l$ for a given region of the image.

Let $u(x) \in \mathbb{R}^k$ be our vector that weighs contributions from each color $c_i$, to produce a final pixel intensity at $x$. The segmented image can then be generated either as:

$$I(x) = u(x)^T c,$$

or as

$$I(x) = c(\text{argmax}_l u_l(x)).$$
We want the vector $\mathbf{u}$ to be sparsely varying as a function of $x$. We can set this up as the following optimization problem

$$\min_{\mathbf{u} \in U} \frac{1}{2} \sum_{l=1}^{k} \int_{\Omega} |D\mathbf{u}_l| + \sum_{l=1}^{k} \int_{\Omega} u_l f_l \, dx$$

subject to particular constraints described below.

**Why TV minimization?** In Equation 9.1 $\int_{\Omega} |Du|$ denotes the total variation of the function $u$, with $Du$ being the *distributional derivative* of $u$. For sufficiently smooth functions, $u \in W^{1,1}(\Omega)$, it reduces to:

$$\int_{\Omega} |Du| = \int_{\Omega} |\nabla u| \, dx.$$ 

There is a nice relation between total variation regularization and partition perimeter minimization. This is due to the fact that

$$\int_{\Omega} |Du| = \int_{-\infty}^{\infty} \text{Per}(\{u > s\}, \Omega) \, ds,$$

where $\text{Per}(\{u > s\}, \Omega)$ denotes the perimeter of the set $\{x : x \in \Omega, u(x) > s\}$. Thus the total variation of $u$ can be thought of as equivalent to the sum of the surfaces of its level sets, and there is therefore a relation between minimizing TV and minimizing the length of the boundaries of regions of contiguous color.

**Application to image segmentation** With this in mind, let $R = \{R_l\}_{l=1}^{k}$ denote a partition of the domain $\Omega$, with each partition having color $c_l$. The piece-wise constant, Mumford-Shah segmentation problem is then to solve

$$\min_{(R_l)_{l=1}^{k}, (c_l)_{l=1}^{k}} \frac{1}{2} \sum_{l=1}^{k} \text{Per}(R_l; \Omega) + \lambda \sum_{l=1}^{k} \int_{R_l} |g(x) - c_l|^2 \, dx.$$ 

The original specification treats the colors $c_l$ as unknowns. This is related to a model from statistical physics known as the *Potts model*, a type of multi-spin Ising model. This problem can be
shown to be NP-hard [48]. However a convex problem can be obtained by treating $c_l$ as known. (One easy way to choose sensible colors is to first choose a $k$ and to perform k-means clustering to pick the $c_l$s.) We instead focus on a convex relaxation, the vector total variation minimization:

$$\min \left( u_l \right)_{l=1}^k \int_{\Omega} u_l f_l \, dx, \quad u_l(x) \geq 0, \sum_{l=1}^k u_l(x) = 1, \forall x \in \Omega$$

(9.2)

where

$$f_l = \frac{\lambda}{2} |g(x) - c_l|$$

and $u(x)$ lies in the unit simplex:

$$u(x) \in U = \left\{ u_l(x) \geq 0, \sum_{l=1}^k u_l(x) = 1 \right\} \forall x \in \Omega$$

In the two color case ($k = 2$) this minimization and subsequent argmax projection in fact gives the exact same solution as the original MS problem, while for $k > 2$ the relation is not exact [194].

Different choices of energy $J(u)$ are possible. The simplest is to choose

$$J_1(u) = \frac{1}{2} \sum_{k=1}^l \int_{\Omega} |Du_k|,$$

and a more principled choice is

$$J_2(u) = \int_{\Omega} \Psi(Du),$$

where

$$\Psi(Du) = \sup_q \{ \langle p, q \rangle : |q_l - q_m| \leq 1, 1 \leq l < m \leq k \}.$$  

In this implementation we use the simpler functional $J_1(u).$ The derivative has the form:

$$|Du| = |\nabla u| = \sqrt{(\nabla u)_{ij}^1)^2 + (\nabla u)_{ij}^2)^2. $$
Thus, the minimization has the form

\[
\min_{u \in U} \frac{1}{2} \sum_{l=1}^{k} |\nabla u| + \sum_{l=1}^{k} \langle u_l, f_l \rangle
\]

From this we can identify \( G(u) = \delta_U(u), g = f, F(p) = \frac{1}{2} \sum_{l=1}^{k} |p_l| \) and we can apply the Chambolle algorithm to the problem. Note that the conjugate of a norm is the indicator function of the dual norm unit ball. So we have

\[
F^*(p) = \delta_P(p)
\]

with

\[
P = \left\{ p \in Y^k : \|p_l\|_\infty \leq \frac{1}{2} \right\}
\]

Dualizing the \( |\nabla u| \) gives the primal-dual problem:

\[
\min_{u=(u_l)_{l=1}^k} \max_{p=(p_l)_{l=1}^k} \left( \sum_{l=1}^{k} \langle \nabla u_l, p_l \rangle + \langle u_l, f_l \rangle \right) + \delta_U(u) - \delta_P(p). \tag{9.3}
\]

where the constraint has been expressed in terms of indicator function \( \delta_U(u) \). As above, \( U \) is the pixel-wise unit simplex:

\[
U = \left\{ u \in X^k : (u_l)_{i,j} \geq 0, \sum_{l=1}^{k} (u_l)_{i,j} = 1 \right\}
\]

and \( P \) is the set

\[
P = \left\{ p \in Y^k, \|p_l\|_\infty \leq \frac{1}{2} \right\}.
\]

To apply the algorithm we need the proximal operators

\[
\text{prox}_G(\tilde{u}; \tau) = \arg\min_u \left\{ \frac{\|u - \tilde{u}\|^2}{2\tau} + \delta_U(u) \right\}
\]

\[
= \text{(per pixel) projection onto unit simplex}
\]
and

$$\text{prox}_{F^*}(\tilde{p}; \sigma) = \arg\min_p \left\{ \frac{\|p - \tilde{p}\|^2}{2\sigma} + \delta_F(p) \right\}$$

$$= \text{(per pixel) projection onto unit balls}$$

Thus, specifically

$$p_{ij}^l = \frac{\tilde{p}_{ij}^l}{\max(1, 2|\tilde{p}_{ij}^l|)}$$

with

$$|p_{ij}^l| = \sqrt{(p_{1ij}^l)^2 + (p_{2ij}^l)^2}.$$

Since these are both pixel-wise operators the implementation of the algorithm is straightforward on a GPU.

9.3 Long term tracking with multi-image optic flow and segmentation

Dense tracking of an object over an extended video sequence is an important problem in computer vision. Dense tracking attempts to find correspondence between points in a sequence of video frames. A common problem encountered in any tracking method is the accumulation or errors as the length of the video is increased – tracking drift. Few existing methods provide drift-robust tracking of generic objects throughout video. This Chapter provides a novel method of mitigating tracking drift.

Optical flow is one method of solving tracking problems. It enables a dense set of correspondence points to be estimated at sub-pixel accuracy. The method is typically applied to pairs of frames, though multi-frame optic flow estimation methods also exist. Optical flow, besides image brightness constancy, and motion continuity, makes few assumptions about the details of the
objects tracked, which makes it useful for deformable object tracking. It has thus found use in medical imaging and computer assisted surgery.

Previous methods to mitigate tracking drift include DeCarlo et al [64], which enforces objects stay within a detected contour.

More recent approaches include the works by Beeler et al [24] and Li et al [159]. Beeler et al [24] developed the notion of ‘anchor frames’ in order to robustly track faces. The model makes an assumption that the face will return to a neutral position, thus providing a set of ‘anchor’ positions. These frames can be identified and tracking throughout a video can then be broken into tracking for smaller blocks of video between these anchor frames. Similarly, Li et al also uses the notion of an anchor frame. However it generalizes the notion to be able to deal not just with faces, but also generic objects. Their extension relies on the ability to recognize not just anchor frames, but also smaller, local, ‘anchor’ patches which may be similar to one another and which can be used to perform long-term registration.

This chapter represents a further generalization to the method presented in Li et al. Their method only uses a single reference frame. However, not all parts of an object may be visible in a single reference frame, owing to self-occlusion or obstruction, and large deformations may make the appearance of an object at other times unrecognizable based on a single reference frame. In applications in which the object does not return to a ‘neutral’ position this becomes important. Robust tracking of such objects may require more than one reference frame. Our approach does not make a distinction between anchor frames and anchor patches, treating all correspondences as being potentially either localized or global.

9.3.1 The method

Similar to Beeler et al [24] and Li et al [159], the method breaks down a video into a set of blocks. Multi-frame optic flow [96] is applied independently to each block, using the initial frame of the block as the reference. These sets of frames, similar to video compression, will be referred to as interframes. Then, using continuity between adjacent interframes, and using registration
methods between the interframes and a set of reference frames we register paths that are tracked within each block to points in one of the reference frames, thereby performing registration and tracking. When combined with multi-frame optic flow, or other temporal registration/tracking methods, we can think of applying this to a set of regularly spaced frames from a video. If we can successfully recognize regions of frames which correspond to parts of the reference frames then we can perform registration and tracking of objects over extended video sequences, which may include occlusions and large deformations. By dividing the problem into two sub-problems – local tracking over short intervals, and registration throughout the entire video – the method’s performance does not degrade as a function of video length.

The method relies on a way to register regions of two generic – not necessarily adjacent – frames with one another, and an accurate measure of how well we can do this. Similar frames can be mapped to one another using optic flow methods, which is the approach we take here. The method is therefore constrained by the performance and applicability of the optic flow method chosen. We use the DeepFlow [215] method to performs large-displacement optic flow estimation. It operates on the basis of a semi-dense set of correspondence points identified through a deep convolutional neural network (known as DeepMatching [215]). It provides state-of-the-art optic flow estimation, and the DeepMatching method can handle large deformations and repetitive textures [215].

To measure how well we can represent regions of one frame in terms of another we use a simple forward-backward optic flow estimation metric (applied in occlusion estimation methods and other related problems: [282, 141, 195, 17]). That is, between two images $k$ and $l$ let the estimated flow fields be $g_{kl}(x) \in \mathbb{R}^2$ and $g_{lk}(x) \in \mathbb{R}^2$, and let

$$f_{kl}(x) = |g_{lk}(g_{kl}(x)) - x|$$

be a measure of the error in optic flow tracking at a point $x$. The measure is based on the assumption that if we have estimated the flow fields accurately at a point $x$ then $g_{kl}$ and $g_{lk}$ should be inverses (Figure 9.2).
Figure 9.2: Left and center panels show forward and backward, respectively, optic flow estimation \( (g_{kl} \text{ and } g_{lk}) \) overlaid on the two source video frames. Hue and saturation represent the direction and magnitude of the flow, respectively. The right panel shows the error magnitude \( f_{kl}(x) \). Note that one tentacle was occluded in one but not the other source frame, and that this is reflected by the error field \( f_{kl} \).

Note that, of course, each image reconstructs itself perfectly:

\[
f_{l,l}(x) = 0, \forall 1 \leq l \leq K, x \in \Omega.
\]

We use \( f_{kl}(x) \) as a basis for determining identifications between regions of an interframe and a reference frame. One simple approach might be, at a position \( x \), to take the reference frame having smallest error \( \arg\min_k f_{kl}(x) \). However, simply choosing the minimum in this fashion provides pixel-level, and potentially noisy, registration. Ideally we would like larger, continuous regions to be registered with a reference frame. This motivates the use of total variation image segmentation methods described above.

Thus let \( u_{kl}(x) \) be the proportion we use image \( k \) to represent image \( l \) at position \( x \) (of image \( l \)). Then, we can think of our reconstruction error as

\[
\mathcal{L} = \frac{\lambda}{2} \sum_{k,l} \sum_{x} u_{kl}(x) f_{kl}(x) dx = \frac{\lambda}{2} \sum_{x} \sum \langle u_{kl}, f_{kl} \rangle.
\]

We impose a total variation penalty, and so we seek to find

\[
\min_{u \in U} \frac{1}{2} \sum_{k,l=1}^{K} \int_{\Omega} |Du_{kl}| dx + \frac{\lambda}{2} \langle u_{kl}, f_{kl} \rangle,
\]
with

\[
U = \left\{ u^{kl}(x) \geq 0, \quad \sum_{k=1}^{K} u^{kl}(x) = 1 \forall l, x \in \Omega \right\}.
\]

This, of course, simply breaks into \( K \) independent problems of the form solved in the previous section. But we want to use fewer than \( K \) frames to perform our reconstruction. Indeed, if we were using all \( K \) frames then the solution is trivial

\[
u_{kk}(x) = 1 \quad \forall x, k
\]

and thus \( \mathcal{L} = 0 \).

Here, we employ two strategies to identify fewer than \( K \) reference frames:

1. **Approach 1**: Choose by hand a set of reference frames \( K < L \) and perform image segmentation on each non-reference image.

2. **Approach 2**: Use a group LASSO penalty to perform the segmentation and reference frame selection simultaneously.

**Approach 1** is a straightforward application of the image segmentation method to each frame and needs no further attention. It may be feasible or desirable for some applications, and is of course the simplest approach.

**Approach 2** requires the additional of a group LASSO penalty, which does need further attention. The penalty takes the form of a \( L_{2,1} \) norm:

\[
\sum_{k=1}^{K} \left[ \sum_{l=1}^{K} (u_{ij}^{kl})^2 \right]^{1/2}
\]

thus

\[
\mathcal{L} = \sum_{k=1}^{K} \int_{\Omega} \frac{1}{2} \sum_{l=1}^{K} |Du^{kl}|^2 dx + \frac{\lambda_1}{2} \sum_{l=1}^{K} \langle u^{kl}, f^{kl} \rangle + \frac{\lambda_2}{2} \left[ \sum_{l=1}^{K} (u_{ij}^{kl})^2 \right]^{1/2}
\]

and, as above, we seek

\[
\min_{u \in U} \mathcal{L}(u; \lambda_1, \lambda_2).
\]
We explore one way of computing this minimization. To begin, we make the identification

\[
F(p) = \sum_{k=1}^{K} \frac{1}{2} \int_{\Omega} \sum_{l=1}^{K} |D u^{kl}| dx
\]

\[
g(u) = \sum_{k=1}^{K} \frac{\lambda_1}{2} \sum_{l=1}^{K} \langle u^{kl}, f^{kl} \rangle
\]

\[
G(u) = \sum_{k=1}^{K} \frac{\lambda_2}{2} \left[ \sum_{l=1}^{K} (u^{kl}_{ij})^2 \right]^{1/2} + \delta_U(u)
\]

from which it is clear we can apply the Chambolle algorithm. We need the resolvents. We have

\[
F^*(p) = \delta_P(p)
\]

with

\[
P = \left\{ p \in Y^k : \|p^{kl}\|_\infty \leq 1/2, \forall k, l \right\}
\]

Thus this resolvent, as before, takes the form of a projection onto unit balls per pixel. The resolvent for \(G(u)\) is now more involved. We need to solve the minimization

\[
\text{prox}_G(\tilde{u}) = \arg\min_u \left\{ \frac{\|u - \tilde{u}\|^2}{2\sigma} + \delta_U(u) + \frac{\lambda_2}{2} \sum_{k=1}^{K} \left[ \sum_{l=1}^{K} (u^{kl}_{ij})^2 \right]^{1/2} \right\}
\]

which takes the form of a constrained group LASSO problem [114].

We solve this with ADMM. We let \(v\) be our dual variable, such that we seek

\[
\min_{u,v} \sum_{k=1}^{K} \int_{\Omega} \frac{1}{2} \sum_{l=1}^{K} |D u^{kl}| dx + \frac{\lambda_1}{2} \sum_{l=1}^{K} \langle u^{kl}, f^{kl} \rangle + \frac{\lambda_2}{2} \left[ \sum_{l=1}^{K} (v^{kl}_{ij})^2 \right]^{1/2}
\]

subject to the constraint \(u = v\). To do this we form the augmented Lagrangian:

\[
\mathcal{L}(u, v, \Lambda) = \frac{\|u - \tilde{u}\|^2}{2\sigma} + \delta_U(u) + \frac{\lambda_2}{2} \sum_{k=1}^{K} \left[ \sum_{l=1}^{K} (v^{kl}_{ij})^2 \right]^{1/2} + \langle \Lambda, u - v \rangle + \frac{\rho}{2} \|u - v\|^2_\mathcal{F}
\]
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where we solve, in turn:

\[ u_{k+1} = \arg\min_u \mathcal{L}(u, v_k, \Lambda_k) \quad (9.4) \]
\[ v_{k+1} = \arg\min_v \mathcal{L}(u_{k+1}, v, \Lambda_k) \quad (9.5) \]
\[ \Lambda_{k+1} = \Lambda_k + \rho(u_{k+1} - v_{k+1}) \quad (9.6) \]

The first step, (9.4), is a simple per-pixel projection onto the unit simplex. The final step, (9.6), is of course trivial. The second step, (9.5), requires our attention. This step has the form of a group LASSO optimization. The proximal operator the group LASSO operator known, so this can be solved.

Specifically, for (9.4), we solve:

\[ u_{k+1} = \arg\min_u \frac{\|u - \tilde{u}\|^2_F}{2\sigma} + \delta_U(u) + \langle \Lambda, u \rangle + \frac{\rho}{2}\|u - v\|^2_F \]

where we have dropped irrelevant terms to the minimization. We can express this as a per-pixel per image optimization:

\[ u_{k+1}^{ij} = \arg\min_u \frac{\|u^{ij} - \tilde{u}^{ij}\|^2}{2\sigma} + \delta_U^{ij}(u^{ij}) + \langle \Lambda_{ij}^{ij}, u^{ij} \rangle + \frac{\rho}{2}\|u^{ij} - v^{ij}\|^2_F \]

which we write as

\[ u_{k+1}^{ij} = \arg\min_u \sum_{k=1}^K \left( (u_{ij}^{kl} - \tilde{u}_{ij}^{kl})^2 + \frac{\rho}{2}(u_{ij}^{kl} - v_{ij}^{kl})^2 + \Lambda_{ij}^{kl}u_{ij}^{kl} \right) + \delta_U^{ij}(u^{ij}). \]

Each of the \( k \) terms simplifies to (dropping the indices in the RHS for brevity)

\[ (u_{ij}^{kl} - \tilde{u}_{ij}^{kl})^2 + \Lambda_{ij}^{kl}u_{ij}^{kl} + \frac{\rho}{2}(u_{ij}^{kl} - v_{ij}^{kl})^2 = u^2 - 2u\tilde{u} + \tilde{u}^2 + \Lambda u + \frac{\rho}{2}(u^2 - 2uv + v^2) \]

\[ = (1 + \frac{\rho}{2}) \left[ u^2 + \frac{(\Lambda - 2\tilde{u} - \rho v)u}{(1 + \rho/2)} \right] + \text{terms not involving } u \]

\[ = (1 + \frac{\rho}{2}) \left[ u + \left( \frac{(\Lambda - 2\tilde{u} - \rho v)}{(1 + \rho/2)} \right)^2 \right] + \text{terms not involving } u \]
Which tells us we seek (again in vector form)

$$\arg\min_u \| u - \frac{(2\bar{u} + \rho v - \Lambda)}{2 + \rho} \|^2_F + \delta_U(u)$$

which, as stated above, is a projection onto the unit simplex.

For (9.4), we solve

$$v_{n+1} = \arg\min_v \mathcal{L}(u_{n+1}, v, \Lambda_n)$$

$$= \arg\min_v \frac{\lambda_2}{2} \sum_{k=1}^{K} \left[ \sum_{l=1}^{K} (v_{kl}^{ij})^2 \right]^{1/2} - \langle \Lambda, v \rangle + \frac{\rho}{2} \| u - v \|^2_F$$

We again rearrange, dropping indices for brevity, to obtain

$$\frac{\rho}{2} (u - v)^2 - \Lambda v = \frac{\rho}{2} u^2 - \rho uv + \frac{\rho}{2} v^2 - \Lambda v$$

$$= \frac{\rho}{2} [v^2 - 2uv + 2\Lambda v/\rho] + \text{terms not involving } v$$

$$= \frac{\rho}{2} [v - (u + \Lambda/\rho)]^2 + \text{terms not involving } v$$

giving

$$\arg\min_v \frac{\rho}{2} \| v - (u + \Lambda) \|^2_F + \frac{\lambda_2}{2} \sum_{k=1}^{K} \left[ \sum_{l=1}^{K} (v_{kl}^{ij})^2 \right]^{1/2}$$

which is in group LASSO proximal operator form. In general the group LASSO proximal operator is

$$\text{prox}_{GL}(W; \rho, \lambda_2) = \frac{W^k}{\|W^k\|_F} \left( \|W^k\|_F - \frac{\lambda_2}{2\rho} \right)^+. $$

In our case we use $\text{prox}_{GL}(u + \Lambda \rho; \rho, \lambda_2)$. So with this we can compute the ADMM iterates.

The other possible approach, instead of breaking down the Chambolle step into a ADMM sub-optimization, is perhaps to dualize the variable in the LASSO term. However this possibility requires further exploration.
Regardless of whether approach 1 or 2 is used, the resulting method can now be summarized as follows: (Figure 9.3)


2. Use DeepMatching and DeepFlow to identify blocks that are positionally related to one another. Construct DeepFlow error signal $f_{ij}(x)$.

3. From each block select a reference frame. By hand (Approach 1) or in a semi-automatic fashion (Approach 2).

4. Register regions of interframes with reference frames using image segmentation.

5. Using multi-frame optic flow (Step 1) and registration (Step 4), associate each locally tracked path with a point in one of the reference frames.

### 9.3.2 Continuity between adjacent interframes

The above described method only performs registration between interframes and reference frames, not between interframes and other interframes. However in some cases the tracking between adjacent interframes may be significantly better than a direct registration between interframes and reference frames. So this section presents an extension to the method that allows for paths to be registered either directly with a reference frame, or to be registered with a point in an adjacent interframe. Note that, to perform tracking through-out the whole video, each path will be associated with a point in a reference frame, the question is through which interframes this ultimate registration is to be made? This extension complicates the segmentation procedure.

First, between adjacent interframes we measure the multi-frame optic flow tracking error through the same forward and reverse flow metric. Designate this error by

$$c_{lk}(x) = |d_{lk}(d_{kl}(x)) - x|$$
9.3 Long term tracking with multi-image optic flow and segmentation

Step 1: Split video into blocks. Perform multi-frame optic flow tracking on each block.

Step 2: Cluster blocks with similar Hydra position (DeepMatching).

Step 3: Select reference frame from each cluster, register remaining frames with reference frames (DeepMatching and segmentation).

Step 4: Using multi-frame optic flow and segmentation, associate each tracking path in block with location in reference frame.

Figure 9.3: Proposed long-term tracking method.
where \( l = k + 1 \) or \( l = k - 1 \) (i.e. an adjacent interframe), and \( d_{lk}(x) \) is the estimation of the optic flow as performed by the multi-frame optic flow method for the block between interframes \( l \) and \( k \). By allowing registrations between interframes we extend the number of possible routes an association can be made with a point in a reference frame. Indeed we now need to consider all possible routes an association could be made.

To make this concrete, consider the following simple example. Assume that blocks 5 and 7 are designated reference frame blocks. A point \( x \) in block 2’s interframe can be associated with a point in block 5 or 7 through one of the following composite registrations:

- Associate with block 5 straight through multi-frame optic flow continuation \( d_{45}(d_{34}(d_{23}(x))) \)
- Associate with block 4 through multi-frame optic flow continuation, then with either block 5 or 7 through DeepMatching estimation \( g_{45}(d_{34}(d_{23}(x))) \) or \( g_{47}(d_{34}(d_{23}(x))) \)
- Associate with block 3 through multi-frame optic flow continuation, then with either block 5 or 7 through DeepMatching estimation \( g_{35}(d_{23}(x)) \) or \( g_{37}(d_{23}(x)) \)
- Associate with block 5 or 7 through DeepMatching estimation \( g_{25}(x) \) or \( g_{27}(x) \)
- Associate with block 1 through multi-frame optic flow continuation, then with either block 5 or 7 through DeepMatching estimation \( g_{15}(d_{21}(x)) \) or \( g_{17}(d_{12}(x)) \)

The process is summarized in Figure 9.4.

In general, the number of paths that need to be considered will scale roughly linearly with the number of interframes. Precisely, for \( K \) interframes and \( N \) reference frames \( \{n_i\}_{i=1}^{N} \) and an interframe \( k \), the number of paths that need to be considered is

\[
N(\min_{n_i > k}(n_i) - \max_{n_i < k}(n_i)).
\]

For long videos this may be an infeasible number of paths to consider. A workaround in this case would be to cap the number of multi-frame optic flow continuations that are permitted at some
9.3 Long term tracking with multi-image optic flow and segmentation

Figure 9.4: Example registration method with 7 blocks and 2 reference frames. A target pixel $x$ (red square) from the interframe of block 2 is registered with one of the two reference frames (5 or 7). A combination of registration through composition of multi-frame optic flow tracking from one adjacent block to the next, or direct registration with the reference frames through a two-frame optic flow method (here DeepMatching), means multiple paths can be taken to register pixel $x$. These paths are shown as separately colored lines. An error measure for each path is determined through the sum of the individual errors of each of the registrations that form the path composition. Image segmentation is then perform on these error signals to select the path taken for each target pixel in each interframe.
value $n_{max}$. In which case the maximum number of paths that would need to be considered for any interframe $k$ would be

$$2Nn_{max}.$$ 

Once the set of paths to be considered has been identified, a method to choose which path to choose is required. For this we need to extend our error measure $f_{kl}(x)$ and $d_{kl}(x)$ to compositions. The simplest approach, for a composite registration, is to take the sum of the errors of each of the individual maps estimated. Thus, a general composition from interframe $l$ to reference frame $k$ may consist of $p$ multi-frame optic flow continuations, $\{q_i\}_{i=0}^p$ where $q_0 = l$ and $q_i = q_{i-1} + 1 \forall i$ or $q_i = q_{i-1} - 1 \forall i$, following by a DeepMatching registration:

$$g_{q_p,k} \circ d_{q_{p-1},q_p} [p \text{ times}] \circ d_{q_0,q_1}(x).$$

With this composition we can associate the error:

$$\tilde{f}_{kl}(x) = f_{q_{p+1},k}(x) + \sum_{i=1}^{p} d_{q_{i-1},q_i}(x_i)$$

where $x_i$ is the position of the constructed registration after $i$ compositions.

We note that two simple extensions are possible here. First, we may weigh errors from one method more than the other, thus favoring registrations made through one more than the other. For instance, we may value continuity between adjacent blocks higher, in which case we may want to weight errors made through the multi-frame optic flow tracking less. We can introduce a simple weight $\alpha_M$ to accommodate this. Second, we may take simple non-linear functions of the two contributions to the error signal. For example, choosing a sigmoidal function or simple threshold function in one or both of the terms can encourage behavior such as: follow the multi-frame optic flow tracking, until errors exceed a given threshold, after which resort to the DeepMatching
registration. This may be desirable in some cases. This gives the more general form:

\[
\tilde{f}_{kl}(x) = \Gamma \left[ f_{q_p,k}(x_{p+1}) \right] + \alpha_M \Lambda \left[ \sum_{i=1}^{p} d_{q_{i-1},q_i}(x_i) \right],
\]

for non-linear scalar functions \(\Gamma(\cdot)\) and \(\Lambda(\cdot)\). After this error signal is constructed for each of the interframe, image segmentation and registration can proceed as above.

## 9.4 Results

The method is applied to an extended video sequence with GCaMP6 labeled neurons in Hydra, consisting of 5000 frames (500 seconds). Interframes are selected every 250 frames. To determine how well these interframes can be matched to one another, the DeepMatching error metric is computed between every pair of interframes, and the measure \(f_{ij}(x)\) is averaged over each entire image. This provides a frame-wide measure of frame similarity. This similarity matrix has a periodic structure that reflects the periodicity in the Hydra’s behavior – it alternates at fairly regular intervals between a contracted and elongated state. The similarity matrix is clustered to reveal two dominant clusters, corresponding in general to a contracted and elongated pose, confirming that the measure does indeed recognize when the Hydra is in a similar position (Figure 9.5 and Figure 9.6).

In a shorter segment of video, two reference frames are selected by increasing the group LASSO penalty parameter until only two frames are used for the registration. Once reference frames are chosen the image segmentation is performed. Some frames are best continued and some are best registered to the reference frames. This is combined with the multi-frame optic flow results to obtain tracking through-out the entire video (Figure 9.7).

The video demonstrates that the method is able to successfully recognize when the Hydra has return to its initial contracted configuration and associate points at these later times to points at the earlier times, regardless of the magnitude and duration of any intervening motion – thus providing a robust tracking approach.
Figure 9.5: Similarity between frames measured according to mean similarity metric $\langle f_{ij}(x) \rangle$. Left panel shows similarity with regularly spaced set of frames (every 250) from Hydra video sequence. Right panel shows this similarity matrix hierarchically clustered. Clustering reveals two dominant clusters. Examining the frames within these clusters shows an extended and contracted Hydra poses. The method can thus better map contracted frames to one another, and elongated frames to one another, as would be expected.

Figure 9.6: Interframes from the two dominant clusters. Generally, the clusters correspond to elongated poses, and to contracted poses.
Figure 9.7: Tracking Hydra with proposed optic flow/registration method. Two reference frames are chosen and for each a contour is identified based on intensity thresholding. From this contour a mesh is initialized. The two meshes are propagated through each of the blocks associated with their respective reference frames. The result is tracking in a contracted state (top row; green mesh), before the elongation means the multi-frame optic flow fails (top right frame), and the method switches to an elongated reference frame (middle two rows; blue mesh). When the Hydra contracts again, the method detects it can switch back to the contracted reference frame (bottom row). Note the tracking is dense, for every pixel, the non-dense meshes are used here just to aid visualization.
9.5 Discussion

As in the previous chapter, a number of things need to be performed before this approach can be demonstrated as a viable solution to Hydra body tracking. First, a ground truth dataset needs to be used to validate the model. This can be obtained from Garg et al 2013 or Li et al 2016[96, 159]. Second, the effect of different non-linearities in the composition cost function needs to be investigated. Third, the method needs to be tried on other datasets besides Hydra if it is to be valuable as a general tracking and registration method. As the method has the potential to handle occlusions it should be tested on datasets in which parts of the object of interest are not always visible. An interesting application would be tracking different an object as it rotates and different sides become visible at different times. In principle the method should be able to recognize these different sides and track them over an extended sequence.

It is important to note that the method provides a way for tracking the body of the Hydra, however unless the registration/tracking methods used are extremely accurate, then this method alone is not sufficient to solve the neuron registration problem. For this dataset the accuracy requires is beyond state-of-the-art tracking methods, so there will still be small movements in a motion compensated video that may make association of neurons very close to one another ambiguous. It is better thought of as a motion correction preprocessing step to be used in a neuron registration method. Once motion has been approximately accounted for using this method, it can then be input into a neuron registration method, similar to the registration method in Nguyen et al [191].

One issue is that, in the data presented here, neurons may not be visible for the entire recording, since it is their calcium activity that is imaged, and this is only visible when the neurons are active. This means that Nguyen’s method cannot be applied out of the box: even on motion corrected videos, there remains an ambiguity between a previously tracked neuron becoming visible (trackable) again, and a previously unobserved neuron becoming visible for the first time in a region close to previously observed neurons (possibly owing to fluctuations or errors in motion
Nonetheless, candidate approaches here include adopting the clustering method of Nguyen et al to this case, or adopting some other form of point-set registration (e.g. [189]) on the motion corrected frames and a set of reference frames. Since the motion has already been corrected for using the above method, the permissible deformations in the point-set registration could be made more rigid, which may help resolve some of the above ambiguity. Additional information about the detections (e.g. their radius, which should be fairly static) could also be added to the registration method as a way of handling further ambiguities.

Another issue with the Hydra data that makes it particularly challenging is that, due to the transparency of the organism, both a front and a back side may be visible at the same time. This means that there may be relative motion between the front and back layer that will manifest as a violation of the motion continuity assumed by all optic flow and point-set registration methods. Thus at the moment any relative motion between front and back layers creates errors in registration. This would not be an issue if particle tracking methods were applied, however particle tracking methods are not viable in cases where a neuron is visible, then due to inactivity becomes invisible. Reassociating the neuron with its original particle track when it becomes visible again requires a very accurate measure of where the neuron is in the body and the position of the body at all times. When front and back layers move relative to one another, these layers need therefore be tracked separately. A possible way of achieving this is through recently published dual-layer optic flow estimation methods (e.g. Yang et al 2016 [283]).

Regardless, the method presented here is an important step in solving the neuron tracking problem in this challenging case, and may find application in a number of tracking problems under occlusion and large deformation.
Conclusions

“In its ideas about itself... as in all of its other endeavors, the mind goes from mastery to enslavement. By an irresistible movement, which imitates the attraction death exercises over life, thought again and again uses the instruments of its own freedom to bind itself in chains.”

—Roberto Unger, Knowledge and Politics

This thesis has explored, in a number of guises, how neural activity may come to represent features of the external world and behavior, and how this understanding may inform an application of brain-computer interfaces. The last section of the thesis focused on developing methods that allow for tracking and extraction of neural activity from a significant proportion of an organism’s neurons. In general, such studies have potential to change our view of nervous system function,
Conclusions

and may change how we view some aspects of neural encoding: if more complete views of neural activity in, say, motor cortex can be obtained then will encoding relationships between reach direction and primary motor units come to be seen as epiphenomenal? If more satisfactory mechanistic models can be created instead, does the role of representation and computation remain the same?

Computational neuroscience is a multi-faceted discipline, comprising many different methods and analyses from computer science, theoretical physics, applied mathematics, biophysical modeling/simulation, etc. This work has provided a limited cross-section: the retinal waves work utilized theoretical models and analysis, while the dual-control BCI work obviously incorporated experimental analysis and computational/statistical analysis, and the Hydra project presented computational methods that will one day aid in analyzing optical imaging experiments. Software engineer Jim Gray would describe these analyses as lying somewhere within three ‘traditional’ paradigms of science – theory, experiment, computation. Gray also identifies a fourth, nascent paradigm that could be loosely called data science/machine learning, separate from the other three [123]. In this paradigm more weight may be given to identifying patterns and structure from large quantities of data with less explicit incorporation of domain specific knowledge – “it’s the data, stupid.” Large datasets, and accompanying methods to deal with the quantity of data, are thus necessary. Often questions of prediction benefit most from these approaches, while questions of inference may benefit less so. Many domains in science, neuroscience being no exception, are undergoing a transition from data-poor to data-rich, with an accompanying shift towards data-intensive approaches. But there is more to science than prediction, and each field must grapple with how to incorporate vast quantities and novel qualities of data in order to also provide scientific insight.

For its part, neuroscience is changing rapidly. Neuroscience last century made tremendous progress towards understanding individual neurons as units of computation, perception and motor control. However, as described in the introductory chapter in the context of primary motor cortex, theories of nervous system function are necessarily constrained by the availability of experimental
data to test them. Advances in electrophysiological recording, optical imaging and stimulation techniques now allow for the simultaneous recording and stimulation of large populations of neurons. This permits the consideration of theories of nervous system function on an entirely different scale and, perhaps, of a completely different nature, to those previously considered. It is an open problem, in cases where comprehensive measures of neural activity are available, how best to utilize this information to learn principles of nervous system function. Projects like the Hydra imaging work presented here are important first steps in this direction.

Returning to the computational metaphor described in Chapter 1. While new experimental data and methods may soon provide unprecedented detail about network connectivity, neural dynamics, learning mechanisms, gene expression profiles, etc, determining how these details fit into neural computational frameworks that tell us how the brain solves particular problems will remain a challenge. Indeed such data amount to a more detailed physical picture of processes occurring within the brain. This may allow more accurate models which facilitate greater predictive ability. Yet just as machine learning methods heralding dramatic advances in prediction do not guarantee that advances in scientific insight follow, so too does a more detailed physical picture of the brain not guarantee advances in understanding how such processes relate to neural computation. The cognitive and computing revolutions share an intertwined history [14], with computational neuroscience in a sense being a natural expression of this intersection, but how this relation will adapt in the age of large-scale, data-driven neuroscience remains to be seen. Thus amidst the changes it is pertinent to keep in mind the question: what might cognition be, if not computation?
Proof of Results

A.1 Radially symmetric stimuli and auto-correlation

Let $x$ be a stationary process then let $s$ be a length $n$ sequence of that process ($s = (x_1, \ldots, x_n)$), having distribution $f_S(s)$. Then the auto-correlation matrix $\Gamma$ is a scalar multiple of the identify matrix ($\Gamma_{ij} = \sigma^2_x \delta_{ij}$) if $f_S(s)$ is radially symetric. The converse is not necessarily true, since the second order moments being spherical (a scalar multiple of the identity matrix) says nothing about higher order moments.
Proof: Assume that $f_S(s)$ is radially symmetric: $f_S(s) = f_r(|s|)$. Then for $i \neq j$ the function $g_{ij}(s_1, \ldots, s_n) = s_i s_j f_S(s)$ is an odd function in $s_j$ (or $s_i$) since

$$g_{ij}(s_1, \ldots, -s_j, \ldots, s_n) = - s_i s_j f_S(s_1, \ldots, -s_j, \ldots, s_n)$$

$$= - s_i s_j f_r(|s_1, \ldots, -s_j, \ldots, s_n|) = - s_i s_j f_r(|s_1, \ldots, s_j, \ldots, s_n|)$$

$$= - g_{ij}(s_1, \ldots, s_j, \ldots, s_n)$$

meaning that

$$\langle s_i s_j \rangle = \int_{\mathbb{R}^2} s t f_{S_i S_j}(s, t) \, ds \, dt$$

$$= 0.$$ 

For $i = j$: 

$$\langle s_i^2 \rangle = \sigma^2$$

by second-order stationarity of $x$. □

A.2 Equivalence between standard Kalman filter formulation and presented filter

Recall the Woodbury lemma:

$$(A + UCV)^{-1} = A^{-1} - A^{-1} U (C^{-1} + VA^{-1} U)^{-1} VA^{-1}$$

for conformable matrices $A, U, C$ and $V$. Thus from Equation (7.6) we obtain

$$W_{k+1} = W_{k+1}^- - W_{k+1}^- H^T (\sigma_\eta^2 + HW_{k+1}^- H^T)^{-1} HW_{k+1}^-,$$
which gives the update equation:

\[
\hat{x}_{k+1} = \hat{x}_{k+1}^- + W_{k+1}^- \left( I - H^T (\sigma_\eta^2 + HW_{k+1}^- H^T)^{-1} HW_{k+1}^- \right) H^T \left( \sigma_\eta^2 \right)^{-1} (y_{k+1} - \hat{y}_{k+1}^-).
\]

Denoting the gain matrix by \( K \) gives:

\[
K = W_{k+1}^- \left( I - H^T (\sigma_\eta^2 + HW_{k+1}^- H^T)^{-1} HW_{k+1}^- \right) H^T \left( \sigma_\eta^2 \right)^{-1}
\]

\[
= W_{k+1}^- H^T \left( \left( \sigma_\eta^2 \right)^{-1} - (\sigma_\eta^2 + HW_{k+1}^- H^T)^{-1} HW_{k+1}^- H^T \left( \sigma_\eta^2 \right)^{-1} \right)
\]

\[
= W_{k+1}^- H^T \left( \left( \sigma_\eta^2 \right)^{-1} - \left( \sigma_\eta^2 \right)^{-1} \left( I + (\sigma_\eta^2)^{-1} HW_{k+1}^- H^T \right)^{-1} (HW_{k+1}^- H^T) \left( \sigma_\eta^2 \right)^{-1} \right)
\]

(Woodbury lemma)

\[
= W_{k+1}^- H^T \left( HW_{k+1}^- H^T + \sigma_\eta^2 \right)^{-1}.
\]

Where the ultimate line is the standard definition of the gain (7.10). The covariance update:

\[
W_{k+1}^- = W_{k+1}^- - W_{k+1}^- H^T (\sigma_\eta^2 + HW_{k+1}^- H^T)^{-1} HW_{k+1}^- 
\]

\[
= (I - KH) W_{k+1}^-,
\]

can similarly be expressed in standard form. \( \square \)


