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Richard Wiebe
Civil and Environmental Engineering

Modern aerospace systems are increasingly being designed with composite panels and plates to achieve light weight and high specific strength and stiffness. For constrained panels, thermally-induced axial loading may cause buckling of the structure, which can lead to nonlinear and potentially chaotic behavior. When post-buckled composite plates experience snap-through, they are subjected to large-amplitude deformations and in-plane compressive loading. These phenomena pose a potential threat to the structural integrity of composite structures.

In this work, the nonlinear dynamic behavior of post-buckled composite plates was investigated experimentally and computationally. For the experimental work, an electrodynamic shaker was used to apply harmonic loads and the dynamic response of plate specimens was measured using a single-point displacement-sensing laser, a double-point laser vibrometer (velocity-sensing), and a set of digital image correlation cameras. Both chaotic and periodic steady-state snap-through behaviors were investigated. The experimental data were used to characterize snap-through behaviors of the post-buckled specimens and their boundaries in the harmonic forcing parameter space.

The nonlinear behavior of post-buckled plates was modeled using the classical laminated plate theory (CLPT) and the von Kármán strain-displacement relations. The static equi-
librium paths of the post-buckled plates were analyzed using an arc-length method with a branch-switching technique. For the dynamic analysis, the nonlinear equations of motion were derived based on CLPT and the nonlinear finite element model of the equations was constructed using the Hermite cubic interpolation functions for both conforming and non-conforming elements. The numerical analyses were conducted using the model and were compared with the experimental data.
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Chapter 1

INTRODUCTION

1.1 Overview

The primary focus of this work is the characterization of dynamic snap-through of post-buckled thin laminated composite plates under harmonic loads. Snap-through behaviors can be categorized as chaotic and periodic snap-through [1, 2, 3, 4]. When a post-buckled plate is subjected to a relatively small amplitude harmonic loading, the plate oscillates around one of its stable equilibria (i.e., a single-well response). As the forcing amplitude increases, the plate begins to show chaotic snap-through behavior (i.e., a cross-well response) and with a further increase in the load, the response shifts to periodic snap-through. The first and second thresholds are labeled chaotic and periodic snap-through boundaries, respectively [1, 3, 4, 5, 6, 7].

Chapter 2 introduces lamina and laminate constitutive relations and develops nonlinear equations of motion using the classical laminated plate theory (CLPT) and von Kármán strains. To solve those coupled equations, a nonlinear finite element model (FEM) was constructed using the Hermite cubic interpolation functions as discussed in Chapter 4. Using the model, the static equilibrium paths of post-buckled plates were found for the cases of both shallow and deep arches. In those analyses, an arc-length method and a branch-switching technique were adopted. For the dynamic analysis, the Newmark-beta method was applied to the nonlinear FEM in conjunction with the Newton-Raphson method for intra-time step
Chapter 3 describes the in-house fabrication of laminated composite plate specimens and the process of validating the material properties of the specimens. Then, an exploratory experiment investigating the nonlinear dynamics of a post-buckled plate using a single-point displacement-sensing laser is introduced. Since the full-field measurement of the buckled and deflected shapes of the specimen could not be obtained from the experiment, the data collected from the exploration was not used for modeling; however, the analysis of the experiment demonstrates the important characteristics of the snap-through boundaries of the post-buckled plate specimen. Subsequently, another set of experimental data obtained using a laser vibrometer (velocity-sensing) and a set of digital image correlation (DIC) cameras are analyzed. The full-field measurement of the buckled shape and nonlinear dynamic behaviors of a post-buckled specimen was obtained using a DIC technique. In addition, the snap-through boundary of the specimen was investigated using the data collected by the vibrometer. In Chapter 5, the experimental data are compared with the numerical analysis results of the nonlinear FEM.

1.2 Motivation

There are two key topics in this work: (i) laminated composite plates, and (ii) nonlinear dynamics and snap-through of post-buckled plates. In this section, the motivations behind the selection of these topics are introduced.

1.2.1 Composite material applications

The industrial applications of composite materials have grown significantly during the last half century due to their high strength and low density [10]. The Boeing 787, which is the first commercial airliner having a composite fuselage and composite wings, is a compelling example of the structural application of composite materials in the aerospace industry. As shown in Figure 1.1a, fifty percent of its primary structures, including the fuselage and
wings, is made up of carbon fiber reinforced polymer (CFRP) [11]. This design has led to a 20 percent reduction of weight and a 30 percent reduction in airframe maintenance costs [8]. In the civil engineering industry, all-composite bridge deck systems are currently available and fiber reinforced polymer (FRP) is being used for rehabilitation of old bridges (Figure 1.1b) and as tendons for prestressed concrete structures [12].

Despite the increasing demands for and applications of the composite structures, their failure mechanisms are still difficult to determine in many applications. Considerable efforts to develop accurate failure theories of composites and to prove their validity have been made in the so-called World Wide Failure Exercise (WWFE-I: 1996-2004, WWFE-II: 2007-2013, and WWFE-III: 2013-Present); however, no composite material failure criteria are making accurate predictions of damage and failure of composite materials, and a global consensus about the validity of the leading theories has yet to be reached [11, 13]. Thus, the investigation of micro- and macro-mechanics of composite materials is still regarded as a challenging research area.

Figure 1.1: Composite material applications in the aerospace and civil engineering industries.
1.2.2 Nonlinear dynamics and snap-through of post-buckled plates

For constrained panels, thermally-induced axial loading such as aerodynamic heating during flight may cause buckling of those panels [14, 15]. For example, it was observed that after its multiple high-temperature flights due to Mach 3 speed, an SR-71 Blackbird (Figure 1.2a) had permanently buckled surface panels on the underside of its wing due to the deformation of the structure as shown in Figure 1.2b. It had remained uncertain for a long time whether such post-buckled panels as observed on the SR-71 exhibit snap-through during high speed flights. A research team at the Air Force Research Laboratory, however, recently succeeded in observing dynamic snap-through of a thermally buckled alloy steel plate inside a Mach 2 wind tunnel [16, 17].

When such post-buckled composite plates experience snap-through, they are subjected to large-amplitude deformations and significant in-plane compressive loading. These phenomena pose a potential threat to the structural integrity of composite structures; for example, axial compression may accelerate delamination growth which can lead to loss of global sta-
bility [18]. Delamination, which appears as a debonding of adjacent layers in laminated composites, is a very important failure mode in composite laminates [11] and one of the most frequently occurring failures of laminated composite structures [19]. In addition, snap-through makes abrupt curvature changes, which possibly lead to a considerable decrease in fatigue life [1, 2]. Therefore, understanding the post-buckled behavior of composite structures and the circumstances where the snap-through is likely to occur can be a pivotal step to guarantee the safety of these structures.

1.3 Nonlinear dynamics

Nonlinear systems possess distinctive characteristics which are not observed in familiar linear systems. In this section, some of the characteristics of nonlinear dynamics systems relevant to this work are discussed.

1.3.1 Single-well and cross-well responses of bi-stable systems

A post-buckled structure can demonstrate nonlinear and potentially chaotic behavior, including snap-through between its stable equilibria as shown in Figure 1.3a. The characteristics of the bi-stability of such post-buckled structure are illustrated on the energy plot of Strogatz [20] in Figure 1.3b, where there are two basins of attraction around the two stable equilibria. With a small energy input (i.e., a small amplitude loading), the system oscillates around the equilibrium in one of the basins. That oscillation can be plotted as a single-well response on the phase plane. With a larger energy input, the response may move to the other basin and oscillate around the other stable equilibrium within the basin. For a very large energy input, the response travels above the two basins and continuously oscillates between the two stable equilibria. This response can be observed as periodic snap-through (i.e., a cross-well response).
1.3.2 Chaotic response and post-buckled snap-through

Linear systems under harmonic loading generate harmonic response having the frequency same as the loading frequency with a phase shift. On the other hand, nonlinear systems under harmonic loading can generate non-harmonic response with the frequency different from the loading frequency. Chaotic response is a representative example of such phenomenon. One of the degrees of freedom of a post-buckled specimen with bi-stable equilibria may oscillate within one of the two basins (i.e., a single-well response in Figure 1.3b) over short time spans, occasionally jumping to the other basin (i.e., a cross-well response), which is observed as snap-through. The average frequency of the chaotic snap-through is typically lower (and unpredictable) than persistent periodic snap-through.

The experimental observation of this phenomenon is shown in Figure 1.4, which was obtained from an experiment of a post-buckled plate specimen in the Structural Vibrations Lab at the University of Washington. The transverse displacement degree of freedom of the midpoint of the specimen had two stable equilibria approximately at +1.1 and -1.1 mm as shown in Figure 1.4b. The 14.3 g-105 Hz harmonic loads (Figure 1.4a) which were inertially applied to the specimen generated the chaotic response of the degree of freedom
(a) Time-loading amplitude plot of a 14.3 g-105 Hz harmonic loading input.

(b) Time-response amplitude of a chaotic output corresponding to the input in Figure 1.4a. The response was observed from oscillation of the midpoint of the specimen.

Figure 1.4: Harmonic loading input and corresponding chaotic response output.

with intermittent snap-through as shown in Figure 1.4b.
Chapter 2

NONLINEAR EQUATIONS OF MOTION AND FINITE ELEMENT MODEL USING CLASSICAL LAMINATED PLATE THEORY

2.1 Introduction

The structural behaviors of plates have been investigated by many well-known researchers. For static analysis, Timoshenko presented robust analytic analyses of various shapes of both isotropic and anisotropic plates in his monograph [21]. Whitney further developed theories on anisotropic plates in [22]. Regarding dynamic analysis, Leissa, in collaboration with National Aeronautics and Space Administration (NASA), reviewed and analyzed various analytic solutions for linear dynamic behaviors of isotropic plates in [23]. Chia exhaustively discussed the nonlinear static and dynamic behaviors of both isotropic and anisotropic plates in [24]. Although many new works have been added since these works were published, most of current researches still rely on these classical developments.

Many different types of laminated composite plate theories have been proposed or discussed in the literature, such as the classical laminated plate theory (CLPT), first-order shear deformation theory (FSDT), higher-order shear deformation theories (HOSDTs), and layerwise theory (LT) [10]. Reddy comprehensively explored linear and nonlinear static and dynamic response of these theories in [25], where he categorized the first three as the equivalent single layer (ESL) plate theories and the last one as the three-dimensional (3-D) elasticity theory. Following his description, the ESL plate theories make assumptions for the kinematics of deformation or the stress states along the thickness of plates and then reduce
a 3-D problem to a two-dimensional (2-D) one based on the 3-D elasticity theory.

CLPT is based on the Kirchhoff plate hypothesis and some of its major assumptions are [11]:
• The thickness $h$ of the plate is much smaller than the length along plate edges, $a$ and $b$. The dimensions of plates are illustrated in Figure 2.1.
• The displacements $u$, $v$, and $w$ are small compared with $h$.
• The in-plane strains $\varepsilon_{xx}$, $\varepsilon_{yy}$, and $\gamma_{xy}$ are small compared with unity.
• The transverse shear strains ($\gamma_{xz}$ and $\gamma_{yz}$) and the transverse normal strain ($\varepsilon_{zz}$) are negligible.
• The transverse shear stresses $\tau_{xz}$ and $\tau_{yz}$ vanish on the plate surface.

One of the key limitations of CLPT is the disregard of interlaminar stresses ($\tau_{xz}$, $\tau_{yz}$, $\sigma_{zz}$) that are responsible for delamination which is an important failure mode in composite structures. Interlaminar stresses of CLPT, however, may be computed using the equilibrium equations of 3-D elasticity [11, 25].

FSDT allows the computation of interlaminar shear stresses directly through constitutive equations; however, the stresses do not match in general those derived from equilibrium while HOSDTs can yield more accurate interlaminar stress distribution although they require considerably more computational effort [25]. Thus, despite the advantages of other theories,
CLPT is still frequently preferred to model behaviors of thin laminated composite plates since their global response can often be accurately determined by CLPT [10, 25]. In this work, CLPT was adopted to model the nonlinear dynamic behaviors of thin laminated composite plate specimens.

\section*{2.2 Lamina and laminate constitutive relations}

In this section, the lamina and laminate constitutive relations are presented following the description of Gibson in [11]. For the experiment described in Chapter 3, a plain weave prepreg\textsuperscript{1}, which has orthotropic material properties, was used to fabricate the plate specimens. In a specially orthotropic lamina (Figure 2.2a), the directions of fibers (1-2 axes) are coincident with the directions of loading (\(x-y\) axes). On the other hand, in a generally orthotropic lamina (Figure 2.2b), the directions of fibers are not parallel to the directions of loading [27].

\begin{figure}[h]
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\caption{Specially and generally orthotropic laminae.}
\end{figure}
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\begin{footnote}
Following the definition in [26], a prepreg is an abbreviation of pre-impregnated fibers. Prepregs are manufactured maintaining specified resin and fiber contents, and fiber orientations. Prepreg sheets can be produced by impregnating woven/braided/knitted fabric, cloth, and unidirectional fibers with resin.
\end{footnote}
2.2.1 Lamina constitutive relation of a specially orthotropic lamina

The lamina constitutive relation of a specially orthotropic lamina is given by

\[
\begin{pmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}
\end{pmatrix} =
\begin{bmatrix}
S_{11} & S_{12} & 0 \\
S_{21} & S_{22} & 0 \\
0 & 0 & S_{66}
\end{bmatrix}
\begin{pmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{pmatrix} =
\begin{bmatrix}
\frac{1}{E_{11}} & -\frac{\nu_{12}}{E_{11}} & 0 \\
-\frac{\nu_{12}}{E_{22}} & \frac{1}{E_{22}} & 0 \\
0 & 0 & \frac{1}{G_{12}}
\end{bmatrix}
\begin{pmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{pmatrix},
\]

(2.1)

or

\[
\begin{pmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{pmatrix} =
\begin{bmatrix}
Q_{11} & Q_{12} & 0 \\
Q_{21} & Q_{22} & 0 \\
0 & 0 & 2Q_{66}
\end{bmatrix}
\begin{pmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}/2
\end{pmatrix},
\]

(2.2)

in which

\[
Q_{11} = \frac{S_{22}}{S_{11}S_{22} - S_{12}^2} = \frac{E_{11}}{1 - \nu_{12}\nu_{21}},
\]

\[
Q_{12} = -\frac{S_{12}}{S_{11}S_{22} - S_{12}^2} = \frac{\nu_{12}E_{22}}{1 - \nu_{12}\nu_{21}} = Q_{21},
\]

\[
Q_{22} = \frac{S_{11}}{S_{11}S_{22} - S_{12}^2} = \frac{E_{22}}{1 - \nu_{12}\nu_{21}},
\]

\[
Q_{66} = \frac{1}{S_{66}} = G_{12}.
\]

(2.3)

2.2.2 Lamina constitutive relation of a generally orthotropic lamina

The lamina constitutive relation of a generally orthotropic lamina is given by

\[
\begin{pmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\gamma_{xy}
\end{pmatrix} =
\begin{bmatrix}
\bar{S}_{11} & \bar{S}_{12} & \bar{S}_{16} \\
\bar{S}_{12} & \bar{S}_{22} & \bar{S}_{26} \\
\bar{S}_{16} & \bar{S}_{26} & \bar{S}_{66}
\end{bmatrix}
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\tau_{xy}
\end{pmatrix},
\]

(2.4)
in which

\[ S_{11} = S_{11}c^4 + (2S_{12} + S_{66})s^2c^2 + S_{22}s^4, \]
\[ S_{12} = S_{12}(s^4 + c^4) + (S_{11} + S_{22} - S_{66})s^2c^2, \]
\[ S_{22} = S_{11}s^4 + (2S_{12} + S_{66})s^2c^2 + S_{22}c^4, \]
\[ S_{16} = (2S_{11} - 2S_{12} - S_{66})sc^3 - (2S_{22} - 2S_{12} - S_{66})s^3c, \]
\[ S_{26} = (2S_{11} - 2S_{12} - S_{66})s^3c - (2S_{22} - 2S_{12} - S_{66})sc^3, \]
\[ S_{66} = 2(2S_{11} + 2S_{22} - 4S_{12} - S_{66})s^2c^2 + S_{66}(s^4 + c^4), \] (2.5)

in which \( s = \sin \theta, c = \cos \theta, \) and \( \theta \) is an angle between the 1-2 axes and the \( x-y \) axes as shown in Figure 2.2b. The relation in Equation (2.4) can be expressed as

\[
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\tau_{xy}
\end{pmatrix} =
\begin{bmatrix}
\bar{Q}_{11} & \bar{Q}_{12} & \bar{Q}_{16} \\
\bar{Q}_{12} & \bar{Q}_{22} & \bar{Q}_{26} \\
\bar{Q}_{16} & \bar{Q}_{26} & \bar{Q}_{66}
\end{bmatrix}
\begin{pmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\gamma_{xy}
\end{pmatrix},
\] (2.6)

in which

\[ \bar{Q}_{11} = Q_{11}c^4 + 2(Q_{12} + 2Q_{66})s^2c^2 + Q_{22}s^4, \]
\[ \bar{Q}_{12} = Q_{12}(s^4 + c^4) + (Q_{11} + Q_{22} - 4Q_{66})s^2c^2, \]
\[ \bar{Q}_{22} = Q_{11}s^4 + 2(Q_{12} + 2Q_{66})s^2c^2 + Q_{22}c^4, \]
\[ \bar{Q}_{16} = (Q_{11} - Q_{12} - 2Q_{66})sc^3 - (Q_{22} - Q_{12} - 2Q_{66})s^3c, \]
\[ \bar{Q}_{26} = (Q_{11} - Q_{12} - 2Q_{66})s^3c - (Q_{22} - Q_{12} - 2Q_{66})sc^3, \]
\[ \bar{Q}_{66} = (Q_{11} + Q_{22} - 2Q_{12} - 2Q_{66})s^2c^2 + Q_{66}(s^4 + c^4). \] (2.7)
2.3 Kirchhoff hypothesis and von Kármán strains

In this section, the Kirchhoff hypothesis and von Kármán strains are introduced following the description of Reddy in [25, 28]. The Kirchhoff hypothesis requires that the strains of plates vary linearly through the plate thickness and that the stresses in the direction normal to the plate middle surface (i.e., $\sigma_{xz}$, $\sigma_{yz}$, and $\sigma_{zz}$) are negligible. Thus, the hypothesis requires the displacements $(u, v, w)$ to be such that

$$
\begin{align*}
  u(x, y, z, t) &= u_0(x, y, z) - z \frac{\partial w_0}{\partial x}, \\
  v(x, y, z, t) &= v_0(x, y, z) - z \frac{\partial w_0}{\partial y}, \\
  w(x, y, z, t) &= w_0(x, y, t),
\end{align*}
$$

(2.8)

in which $(u_0, v_0, w_0)$ are the displacements along the coordinate lines of a material point on the $x$-$y$ plane (i.e., the midplane displacements).

The nonlinear strains based on the Green-Lagrange strain tensor are

$$
\begin{align*}
  E_{xx} &= \frac{\partial u}{\partial x} + \frac{1}{2} \left[ (\frac{\partial u}{\partial x})^2 + (\frac{\partial v}{\partial x})^2 + (\frac{\partial w}{\partial x})^2 \right], \\
  E_{yy} &= \frac{\partial v}{\partial y} + \frac{1}{2} \left[ (\frac{\partial u}{\partial y})^2 + (\frac{\partial v}{\partial y})^2 + (\frac{\partial w}{\partial y})^2 \right], \\
  E_{zz} &= \frac{\partial w}{\partial z} + \frac{1}{2} \left[ (\frac{\partial u}{\partial z})^2 + (\frac{\partial v}{\partial z})^2 + (\frac{\partial w}{\partial z})^2 \right], \\
  E_{xy} &= \frac{1}{2} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial u}{\partial x} \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \frac{\partial v}{\partial y} + \frac{\partial w}{\partial x} \frac{\partial w}{\partial y} \right), \\
  E_{xz} &= \frac{1}{2} \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} + \frac{\partial u}{\partial x} \frac{\partial u}{\partial z} + \frac{\partial v}{\partial x} \frac{\partial v}{\partial z} + \frac{\partial w}{\partial x} \frac{\partial w}{\partial z} \right), \\
  E_{yz} &= \frac{1}{2} \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} + \frac{\partial u}{\partial y} \frac{\partial u}{\partial z} + \frac{\partial v}{\partial y} \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \frac{\partial w}{\partial z} \right),
\end{align*}
$$

(2.9)

or in the index form [29],

$$
E_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} + \frac{\partial u_k}{\partial x_i} \frac{\partial u_k}{\partial x_j} \right).
$$

(2.10)
Based on the aforementioned assumption of CLPT, in case the terms $\frac{\partial u}{\partial x}$, $\frac{\partial u}{\partial y}$, $\frac{\partial v}{\partial x}$, $\frac{\partial v}{\partial y}$, and $\frac{\partial w}{\partial z}$ are of the order of small strains $\varepsilon \ll 1$ (i.e., $O(\varepsilon)$), the terms of $O(\varepsilon^2)$ in Equation (2.9) are negligible. However, for moderate rotations ($10^\circ$ to $15^\circ$) of transverse normals ($\frac{\partial w}{\partial x}$ and $\frac{\partial w}{\partial y}$), the terms ($\frac{\partial w}{\partial x}$)$^2$, ($\frac{\partial w}{\partial y}$)$^2$, and $\frac{\partial w}{\partial x} \frac{\partial w}{\partial y}$ of $O(\varepsilon^2)$ are not negligible. Thus, the strain-displacement relations for small strains and moderate rotations can be given by

$$
\begin{align*}
\varepsilon_{xx} &= \frac{\partial u}{\partial x} + \frac{1}{2} (\frac{\partial w}{\partial x})^2, \\
\varepsilon_{yy} &= \frac{\partial v}{\partial y} + \frac{1}{2} (\frac{\partial w}{\partial y})^2, \\
\varepsilon_{zz} &= \frac{\partial w}{\partial z}, \\
\varepsilon_{xy} &= \frac{1}{2} (\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial w}{\partial x} \frac{\partial w}{\partial y}), \\
\varepsilon_{xz} &= \frac{1}{2} (-\frac{\partial w}{\partial x} + \frac{\partial w}{\partial x}), \\
\varepsilon_{yz} &= \frac{1}{2} (-\frac{\partial w}{\partial y} + \frac{\partial w}{\partial y}).
\end{align*}
\tag{2.11}
$$

Substituting Equation (2.8) into Equation (2.11) yields

$$
\begin{align*}
\varepsilon_{xx} &= \frac{\partial u_0}{\partial x} + \frac{1}{2} (\frac{\partial w_0}{\partial x})^2 - z \frac{\partial^2 w_0}{\partial x^2}, \\
\varepsilon_{yy} &= \frac{\partial v_0}{\partial y} + \frac{1}{2} (\frac{\partial w_0}{\partial y})^2 - z \frac{\partial^2 w_0}{\partial y^2}, \\
\varepsilon_{zz} &= 0, \\
\varepsilon_{xy} &= \frac{1}{2} (\frac{\partial u_0}{\partial y} + \frac{\partial v_0}{\partial x} + \frac{\partial w_0}{\partial x} \frac{\partial w_0}{\partial y}) - z \frac{\partial^2 w_0}{\partial x \partial y}, \\
\varepsilon_{xz} &= \frac{1}{2} (-\frac{\partial w_0}{\partial x} + \frac{\partial w_0}{\partial x}) = 0, \\
\varepsilon_{yz} &= \frac{1}{2} (-\frac{\partial w_0}{\partial y} + \frac{\partial w_0}{\partial y}) = 0.
\end{align*}
\tag{2.12}
$$
The strains in Equation (2.12) are called the von Kármán strains, which are accurate enough for moderately large vibrations of plates. The expressions in Equation (2.12) can be categorized as

\[
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\gamma_{xy}
\end{bmatrix} =
\begin{bmatrix}
\varepsilon_{xx}^{(0)} \\
\varepsilon_{yy}^{(0)} \\
\gamma_{xy}^{(0)}
\end{bmatrix} + z
\begin{bmatrix}
\kappa_{xx} \\
\kappa_{yy} \\
2\kappa_{xy}
\end{bmatrix},
\]

(2.13)
in which the membrane strains \((\varepsilon_{xx}^{(0)}, \varepsilon_{yy}^{(0)}, \gamma_{xy}^{(0)})\) are given by

\[
\begin{bmatrix}
\varepsilon_{xx}^{(0)} \\
\varepsilon_{yy}^{(0)} \\
\gamma_{xy}^{(0)}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial u_0}{\partial x} + \frac{1}{2} \left(\frac{\partial w_0}{\partial x}\right)^2 \\
\frac{\partial u_0}{\partial y} + \frac{1}{2} \left(\frac{\partial w_0}{\partial y}\right)^2 \\
\frac{\partial u_0}{\partial y} + \frac{\partial v_0}{\partial x} + \frac{\partial w_0}{\partial x} \frac{\partial w_0}{\partial y}
\end{bmatrix},
\]

(2.14)
and the flexural (or bending) strains \((\kappa_{xx}, \kappa_{yy}, \kappa_{xy})\), known as the curvatures, are given by

\[
\begin{bmatrix}
\kappa_{xx} \\
\kappa_{yy} \\
\kappa_{xy}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial^2 w_0}{\partial x^2} \\
\frac{\partial^2 w_0}{\partial y^2} \\
\frac{\partial^2 w_0}{\partial x \partial y}
\end{bmatrix},
\]

(2.15)
2.3.1 Laminate constitutive relation

The in-plane force (or membrane stress) resultants $N_{ij}$ and the flexural (or bending) moment resultants $M_{ij}$ are given by

\[
\begin{cases}
N_{xx} \\
N_{yy} \\
N_{xy}
\end{cases} = \int_{-h/2}^{h/2} \begin{cases}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{xy}
\end{cases} dz,
\tag{2.16}
\]

\[
\begin{cases}
M_{xx} \\
M_{yy} \\
M_{xy}
\end{cases} = \int_{-h/2}^{h/2} \begin{cases}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{xy}
\end{cases} z dz.
\tag{2.17}
\]

Applying the aforementioned lamina constitutive relations to Equations (2.16) and (2.17), the laminate constitutive relation can be defined as

\[
\begin{bmatrix}
N_{xx} \\
N_{yy} \\
N_{xy}
\end{bmatrix} = \begin{bmatrix}
A_{11} & A_{12} & A_{16} & B_{11} & B_{12} & B_{16} \\
A_{12} & A_{22} & A_{26} & B_{12} & B_{22} & B_{26} \\
A_{16} & A_{26} & A_{66} & B_{16} & B_{26} & B_{66}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{0xx} \\
\varepsilon_{0yy} \\
\gamma_{0xy}
\end{bmatrix},
\tag{2.18}
\]

in which the laminate extensional stiffnesses are given by

\[
A_{ij} = \int_{-t/2}^{t/2} \bar{Q}_{ij} dz = \sum_{k=1}^{N} (\bar{Q}_{ij})_k (z_k - z_{k-1}),
\tag{2.19}
\]

the laminate bending-extensional coupling stiffnesses are given by

\[
B_{ij} = \int_{-t/2}^{t/2} \bar{Q}_{ij} z dz = \frac{1}{2} \sum_{k=1}^{N} (\bar{Q}_{ij})_k (z_k^2 - z_{k-1}^2),
\tag{2.20}
\]
and the laminate-bending stiffnesses are given by

\[ D_{ij} = \int_{-t/2}^{t/2} \tilde{Q}_{ij} z^2 dz = \frac{1}{3} \sum_{k=1}^{N} (\tilde{Q}_{ij})_k (z_k^3 - z_{k-1}^3). \] (2.21)

Inverting Equation (2.18) yields

\[
\begin{bmatrix}
\varepsilon^0_{xx} \\
\varepsilon^0_{yy} \\
\gamma^0_{xy} \\
\kappa_{xx} \\
\kappa_{yy} \\
\kappa_{xy}
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} & a_{16} & b_{11} & b_{12} & b_{16} \\
a_{12} & a_{22} & a_{26} & b_{12} & b_{22} & b_{26} \\
a_{16} & a_{26} & a_{66} & b_{16} & b_{26} & b_{66} \\
b_{11} & b_{12} & b_{16} & d_{11} & d_{12} & d_{16} \\
b_{12} & b_{22} & b_{26} & d_{12} & d_{22} & d_{26} \\
b_{16} & b_{26} & b_{66} & d_{16} & d_{26} & d_{66}
\end{bmatrix}
\begin{bmatrix}
N_{xx} \\
N_{yy} \\
N_{xy} \\
M_{xx} \\
M_{yy} \\
M_{xy}
\end{bmatrix}.
\] (2.22)

Applying the von Kármán strains in Equation (2.13), (2.14), and (2.15) to the laminate constitutive relation in Equation (2.18) yields

\[
\begin{bmatrix}
N_{xx} \\
N_{yy} \\
N_{xy} \\
M_{xx} \\
M_{yy} \\
M_{xy}
\end{bmatrix} =
\begin{bmatrix}
A_{11} & A_{12} & A_{16} & \frac{\partial w_0}{\partial x} + \frac{1}{2} (\frac{\partial w_0}{\partial x})^2 \\
A_{12} & A_{22} & A_{26} & \frac{\partial w_0}{\partial y} + \frac{1}{2} (\frac{\partial w_0}{\partial y})^2 \\
A_{16} & A_{26} & A_{66} & \frac{\partial w_0}{\partial y} + \frac{\partial w_0}{\partial x} + \frac{\partial w_0}{\partial x} + \frac{\partial w_0}{\partial y} + \frac{\partial w_0}{\partial y} + \frac{\partial w_0}{\partial x}
\end{bmatrix}
\begin{bmatrix}
B_{11} & B_{12} & B_{16} \\
B_{12} & B_{22} & B_{26} \\
B_{16} & B_{26} & B_{66}
\end{bmatrix}
\begin{bmatrix}
-N_{xx} \frac{\partial^2 w_0}{\partial x^2} \\
-N_{yy} \frac{\partial^2 w_0}{\partial y^2} \\
-N_{xy} \frac{\partial^2 w_0}{\partial x \partial y}
\end{bmatrix},
\]

\[
\begin{bmatrix}
M_{xx} \\
M_{yy} \\
M_{xy}
\end{bmatrix} =
\begin{bmatrix}
B_{11} & B_{12} & B_{16} & \frac{\partial w_0}{\partial x} + \frac{1}{2} (\frac{\partial w_0}{\partial x})^2 \\
B_{12} & B_{22} & B_{26} & \frac{\partial w_0}{\partial y} + \frac{1}{2} (\frac{\partial w_0}{\partial y})^2 \\
B_{16} & B_{26} & B_{66} & \frac{\partial w_0}{\partial y} + \frac{\partial w_0}{\partial x} + \frac{\partial w_0}{\partial x} + \frac{\partial w_0}{\partial y} + \frac{\partial w_0}{\partial y} + \frac{\partial w_0}{\partial x}
\end{bmatrix}
\begin{bmatrix}
D_{11} & D_{12} & D_{16} \\
D_{12} & D_{22} & D_{26} \\
D_{16} & D_{26} & D_{66}
\end{bmatrix}
\begin{bmatrix}
-N_{xx} \frac{\partial^2 w_0}{\partial x^2} \\
-N_{yy} \frac{\partial^2 w_0}{\partial y^2} \\
-N_{xy} \frac{\partial^2 w_0}{\partial x \partial y}
\end{bmatrix}.
\] (2.23)
2.4 Nonlinear equations of motion in CLPT

In this section, the derivation of the nonlinear equations of motion is presented based on Reddy’s work in [25, 28]. Based on Hamilton’s principle, the principle of virtual displacements can be stated as: *if a system, which is in equilibrium under the action of a set of forces, is subjected to a virtual displacement, then the total work done by the forces will be zero* [30], i.e.,

\[ \delta U + \delta V = \delta W = 0, \] (2.24)

in which the virtual strain energy \( \delta U \) is given by

\[
\delta U = \int_{\Omega_0} \int_{-\frac{h}{2}}^{\frac{h}{2}} \left[ \sigma_{xx} \delta \varepsilon_{xx} + \sigma_{yy} \delta \varepsilon_{yy} + 2\sigma_{xy} \delta \varepsilon_{xy} \right] dz \, dx \, dy
\]

\[
= \int_{\Omega_0} \left\{ \int_{-\frac{h}{2}}^{\frac{h}{2}} \left[ \sigma_{xx}(\delta \varepsilon_{xx}^{(0)} + z\delta \kappa_{xx}) + \sigma_{yy}(\delta \varepsilon_{yy}^{(0)} + z\delta \kappa_{yy}) + \sigma_{xy}(\delta \gamma_{xy}^{(0)} + 2z\delta \kappa_{xy}) \right] dz \right\} dx \, dy, \quad (2.25)
\]

and the virtual work \( \delta V \) due to the applied forces is given by

\[
\delta V = - \int_{\Omega_0} \left[ q_b(x, y) \delta w(x, y, \frac{h}{2}) + q_t(x, y) \delta w(x, y, -\frac{h}{2}) \right] dx \, dy
\]

\[
- \int_{\Gamma} \left[ \hat{\sigma}_{nn} \delta u_n + \hat{\sigma}_{ns} \delta u_s + \hat{\sigma}_{nz} \delta w \right] dz \, ds
\]

\[
= - \int_{\Omega_0} \left\{ \left[ q_b(x, y) + q_t(x, y) \right] \delta w_0(x, y) \right\} dx \, dy
\]

\[
- \int_{\Gamma} \left[ \hat{\sigma}_{nn} \left( \delta u_{0n} - z \frac{\partial \delta w_0}{\partial n} \right) + \hat{\sigma}_{ns} \left( \delta u_{0s} - z \frac{\partial \delta w_0}{\partial s} \right) + \hat{\sigma}_{nz} \delta w_0 \right] dz \, ds, \quad (2.26)
\]

in which

- \( \Gamma \) is the closed boundary of the total domain \( \Omega \) of the plate,
- \( \Omega_0 \) denotes the undeformed midplane of \( \Omega \),
Figure 2.3: Coordinate system on the curved boundary.

- \( n \) and \( s \) in Figure 2.3 denote the normal and tangential directions from a point on \( \Gamma \), respectively,
- \( \Gamma_\sigma \) is the portion of \( \Gamma \) on which applied stress components \( (\hat{\sigma}_{nn}, \hat{\sigma}_{ns}, \hat{\sigma}_{nz}) \) are specified while \( \Gamma_u \) is the portion of \( \Gamma \) whose displacements are prescribed,
- \( q_b \) and \( q_t \) are the distributed forces at the bottom and at the top of the laminate, respectively, and
- \( \delta u_{0n} \) and \( \delta u_{0s} \) are the virtual displacements along the normal and tangential directions on \( \Gamma \), respectively.

The dynamic version of the principle of virtual work can be defined as

\[
0 = \int_0^T (\delta U + \delta V - \delta K) dt, \tag{2.27}
\]

in which the virtual kinetic energy \( \delta K \) is given by

\[
\delta K = \int_{\Omega_0} \int_{-\frac{b}{2}}^{\frac{b}{2}} \rho_0 \left[ (\dot{u}_0 - z \frac{\partial \dot{u}_0}{\partial x}) \left( \delta \dot{u}_0 - z \frac{\partial \delta \dot{u}_0}{\partial x} \right) + (\dot{v}_0 - z \frac{\partial \dot{v}_0}{\partial y}) \left( \delta \dot{v}_0 - z \frac{\partial \delta \dot{v}_0}{\partial y} \right) \right] dz dx dy, \tag{2.28}
\]
in which \( \rho_0 \) is the density of the plate material. Substituting \( \delta U \), \( \delta V \), and \( \delta K \) into Equation (2.27),

\[
0 = \int_0^T \int_{\Omega_0} \left\{ N_{xx} \delta \varepsilon_{xx}^{(0)} + M_{xx} \delta \kappa_{xx} + N_{yy} \delta \varepsilon_{yy}^{(0)} + M_{yy} \delta \kappa_{yy} + N_{xy} \delta \gamma_{xy}^{(0)} 
+ M_{xy} \delta 2 \kappa_{xy} - q \delta w_0 - I_0(\dot{u}_0 \delta \dot{u}_0 + \dot{v}_0 \delta \dot{v}_0 + \dot{w}_0 \delta \dot{w}_0)
+ I_1 \left( \frac{\partial \delta \dot{u}_0}{\partial x} \dot{u}_0 + \frac{\partial \delta \dot{v}_0}{\partial y} \dot{v}_0 + \frac{\partial \delta \dot{w}_0}{\partial y} \dot{v}_0 \right)
- I_2 \left( \frac{\partial \delta \dot{w}_0}{\partial x} \frac{\partial \delta \dot{w}_0}{\partial y} \right) \right\} dxdy
- \int_{\Gamma_\sigma} (\dot{N}_{nn} \delta u_0 n + \dot{N}_{ns} \delta u_0 s - \dot{M}_{nn} \frac{\partial \delta w_0}{\partial n} - \dot{M}_{ns} \frac{\partial \delta w_0}{\partial s} + \dot{Q}_n \delta w_0) ds \} dt,
\]

in which \( q = q_b + q_t \) is the total transverse load, the in-plane force resultants on \( \Gamma_\sigma \) are given by

\[
\begin{align*}
\begin{bmatrix} \dot{N}_{mn} \\ \dot{N}_{ns} \end{bmatrix} &= \int_{-h/2}^{h/2} \begin{bmatrix} \dot{\sigma}_{mn} \\ \dot{\sigma}_{ns} \end{bmatrix} \, dz, \\
\end{align*}
\]

(2.30)

the moment resultants on \( \Gamma_\sigma \) are given by

\[
\begin{align*}
\begin{bmatrix} \dot{M}_{nn} \\ \dot{M}_{ns} \end{bmatrix} &= \int_{-h/2}^{h/2} \begin{bmatrix} \dot{\sigma}_{nn} \\ \dot{\sigma}_{ns} \end{bmatrix} \, z \, dz,
\end{align*}
\]

(2.31)

the transverse force resultant \( Q_n \) is given by

\[
\dot{Q}_n = \int_{-h/2}^{h/2} \dot{\sigma}_{nz} \, dz,
\]

(2.32)
and the mass moments of inertia \((I_0, I_1, I_2)\) are given by

\[
\begin{cases}
I_0 \\
I_1 \\
I_2
\end{cases} = \int_{-h/2}^{h/2} \begin{cases}
1 \\
z \\
z^2
\end{cases} \rho_0 dz.
\tag{2.33}
\]

Applying the von Kármán strains in Equations (2.13), (2.14), and (2.15) to Equation (2.29) and then collecting terms with respect to the virtual displacements \((\delta u_0, \delta v_0, \delta w_0)\),

\[
0 = \int_0^T \left\{ \int_{\Omega} \left[ \begin{array}{c}
- N_{xx,x} + N_{xy,y} - I_0 \delta u_0 + I_1 \frac{\partial \delta u_0}{\partial x} \\
- \left( N_{xy,x} + N_{yy,y} - I_0 \delta v_0 + I_1 \frac{\partial \delta v_0}{\partial y} \right) \\
- \left( M_{xx,xx} + 2M_{xy,xy} + M_{yy,yy} + \frac{\partial}{\partial y} (N_{xx} \frac{\partial \delta w_0}{\partial x} + N_{xy} \frac{\partial \delta w_0}{\partial y}) \\
+ \frac{\partial}{\partial y} (N_{xy} \frac{\partial \delta w_0}{\partial x} + N_{yy} \frac{\partial \delta w_0}{\partial y}) \right) + q - I_0 \delta w_0 - I_1 \frac{\partial \delta w_0}{\partial x} + I_2 \frac{\partial^2 \delta w_0}{\partial x^2} + I_2 \frac{\partial^2 \delta w_0}{\partial y^2} \right] \delta w_0 \\
+ \int_{\Gamma_d} \left[ (N_{xx} n_x + N_{xy} n_y) \delta u_0 + (N_{xy} n_x + N_{yy} n_y) \delta v_0 \\
+ (M_{xx,xx} n_x + M_{xy,xy} n_x + M_{yy,yy} n_y + M_{xy,x} n_y) \\
+ (N_{xx} \frac{\partial \delta w_0}{\partial x} + N_{xy} \frac{\partial \delta w_0}{\partial y}) n_x + (N_{xy} \frac{\partial \delta w_0}{\partial x} + N_{yy} \frac{\partial \delta w_0}{\partial y}) n_y \\
- I_1 \delta w_0 - I_1 \delta v_0 + I_2 \frac{\partial \delta w_0}{\partial x} + I_2 \frac{\partial \delta w_0}{\partial y} \right] ds \\
- \left( M_{xx} n_x + M_{xy} n_y \right) \frac{\partial \delta w_0}{\partial x} - \left( M_{xy} n_x + M_{yy} n_y \right) \frac{\partial \delta w_0}{\partial y} \right] ds \right) \right\} dt.
\tag{2.34}
\]
2.4.1 Equations of motion

Setting the coefficients of $\delta u_0$, $\delta v_0$, and $\delta w_0$ over $\Omega_0$ in Equation (2.34) to zero separately since they are independent, the nonlinear equations of motion are given by

$$
\delta u_0 : \frac{\partial N_{xx}}{\partial x} + \frac{\partial N_{xy}}{\partial y} = I_0 \frac{\partial^2 u_0}{\partial t^2} - I_1 \frac{\partial^2}{\partial t^2} \left( \frac{\partial w_0}{\partial x} \right),
$$
\[(2.35)\]

$$
\delta v_0 : \frac{\partial N_{xy}}{\partial x} + \frac{\partial N_{yy}}{\partial y} = I_0 \frac{\partial^2 v_0}{\partial t^2} - I_1 \frac{\partial^2}{\partial t^2} \left( \frac{\partial w_0}{\partial y} \right),
$$
\[(2.36)\]

$$
\delta w_0 : \frac{\partial^2 M_{xx}}{\partial x^2} + 2 \frac{\partial^2 M_{xy}}{\partial y \partial x} + \frac{\partial^2 M_{yy}}{\partial y^2} + \frac{\partial}{\partial x} \left( N_{xx} \frac{\partial w_0}{\partial x} + N_{xy} \frac{\partial w_0}{\partial y} \right) + \frac{\partial}{\partial y} \left( N_{xy} \frac{\partial w_0}{\partial x} + N_{yy} \frac{\partial w_0}{\partial y} \right) + q = I_0 \frac{\partial^2 w_0}{\partial t^2} - I_1 \frac{\partial^2}{\partial t^2} \left( \frac{\partial^2 w_0}{\partial x^2} + \frac{\partial^2 w_0}{\partial y^2} \right) + I_2 \frac{\partial^2}{\partial t^2} \left( \frac{\partial u_0}{\partial x} + \frac{\partial v_0}{\partial y} \right).
$$
\[(2.37)\]

2.4.2 Boundary conditions

The boundary conditions are obtained by collecting the coefficients of the virtual displacements and their derivatives on the boundary $\Gamma_\sigma$ in Equation (2.34).

As shown in Figure 2.3, since the angle between the unit outward normal vector $\hat{n}$ and the $x$-axis is $\theta$, its direction cosines are given by $n_x = \cos \theta$ and $n_y = \sin \theta$. The transformation between the coordinate systems $(n, s, r)$ and $(x, y, z)$ are given by Equation (2.38).

$$
\hat{e}_x = \cos \theta \hat{e}_n - \sin \theta \hat{e}_s = n_x \hat{e}_n - n_y \hat{e}_s,
$$

$$
\hat{e}_y = \sin \theta \hat{e}_n + \cos \theta \hat{e}_s = n_y \hat{e}_n + n_x \hat{e}_s,
$$
\[(2.38)\]

$$
\hat{e}_z = \hat{e}_r.
$$

Using the transformation, the displacements $(u_0, v_0)$ and the derivatives $(w_{0,x}, w_{0,y})$ can be expressed in terms of $(u_{0n}, v_{0s})$ and $(w_{0n}, w_{0s})$, respectively as shown in Equations (2.39)
and Equations (2.40).

\[
\begin{align*}
    u_0 &= n_x u_{0n} - n_y u_{0s}, \\
    v_0 &= n_y u_{0n} + n_x u_{0s}.
\end{align*}
\]  

\[ (2.39) \]

\[
\begin{align*}
    \frac{\partial w_0}{\partial x} &= n_x \frac{\partial w_0}{\partial n} - n_y \frac{\partial w_0}{\partial s}, \\
    \frac{\partial w_0}{\partial y} &= n_y \frac{\partial w_0}{\partial n} + n_x \frac{\partial w_0}{\partial s}.
\end{align*}
\]  

\[ (2.40) \]

Using the stress transformation, \[
\begin{pmatrix}
\sigma_{nn} \\
\sigma_{ns}
\end{pmatrix} = \begin{pmatrix}
n_x^2 & n_y^2 & 2n_x n_y \\
n_x^2 & n_y^2 & 2n_x n_y
\end{pmatrix} \begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{xy}
\end{pmatrix}.
\]  

\[ (2.41) \]

Substituting Equation (2.41) into Equations (2.16) and (2.17) yields \[
\begin{align*}
    \begin{pmatrix}
    N_{nn} \\
    N_{ns}
    \end{pmatrix} &= \begin{pmatrix}
n_x^2 & n_y^2 & 2n_x n_y \\
n_x^2 & n_y^2 & 2n_x n_y
\end{pmatrix} \begin{pmatrix}
    N_{xx} \\
    N_{yy} \\
    N_{xy}
    \end{pmatrix}, \\
    \begin{pmatrix}
    M_{nn} \\
    M_{ns}
    \end{pmatrix} &= \begin{pmatrix}
n_x^2 & n_y^2 & 2n_x n_y \\
n_x^2 & n_y^2 & 2n_x n_y
\end{pmatrix} \begin{pmatrix}
    M_{xx} \\
    M_{yy} \\
    M_{xy}
    \end{pmatrix}.
\end{align*}
\]  

\[ (2.42) \]

\[ (2.43) \]
Substituting Equations (2.42) and (2.43) to the boundary integrals in Equation (2.34),

\[
0 = \int_0^T \int_{\Gamma} \left[ (N_{nn} - \hat{N}_{nn}) \delta u_{0n} + (N_{ns} - \hat{N}_{ns}) \delta u_{0s} \\
+ \left( M_{xx,x} n_x + M_{xy,y} n_x + M_{yy,y} n_y + M_{xy,x} n_y \right) \\
+ (N_{xx} \frac{\partial w_0}{\partial x} + N_{xy} \frac{\partial w_0}{\partial y}) n_x + (N_{xy} \frac{\partial w_0}{\partial x} + N_{yy} \frac{\partial w_0}{\partial y}) n_y \right] dsdt.
\]

(2.44)

Thus, the natural boundary conditions \(^2\) are given by

\[
N_{nn} - \hat{N}_{nn} = 0, \\
N_{ns} - \hat{N}_{ns} = 0, \\
Q_n - \hat{Q}_{nn} = 0, \\
M_{nn} - \hat{M}_{nn} = 0, \\
M_{ns} - \hat{M}_{ns} = 0,
\]

on \(\Gamma_{\sigma}\), in which

\[
Q_n = \left( M_{xx,x} + M_{xy,y} - I_1 \ddot{w}_0 + I_2 \frac{\partial \dot{w}_0}{\partial x} + N_{xx} \frac{\partial w_0}{\partial x} + N_{xy} \frac{\partial w_0}{\partial y} \right) n_x \\
+ \left( M_{yy,y} + M_{xy,x} - I_1 \ddot{w}_0 n_y + I_2 \frac{\partial \dot{w}_0}{\partial y} + N_{xy} \frac{\partial w_0}{\partial x} + N_{yy} \frac{\partial w_0}{\partial y} \right) n_y.
\]

(2.46)

From Equation (2.44), the primary variables (i.e., generalized displacements) are

\[
u_n, \ u_s, \ w_0, \ \frac{\partial w_0}{\partial n}, \ \frac{\partial w_0}{\partial s},
\]

(2.47)

\(^2\)Essential boundary conditions require \(u\) and its derivatives (primary variables) to vanish at the boundary while natural boundary conditions require the specification of the coefficients (secondary variables) of \(u\) and its derivatives [31].
and secondary variables (i.e., generalized forces) are

\[ N_{nn}, N_{ns}, Q_n, M_{nn}, M_{ns}. \]  

(2.48)

The generalized displacements are specified on \( \Gamma_u \), which constitutes the essential (or geometric) boundary conditions.

The history and thorough derivation of the Kirchhoff shear resultant is explained in detail by Tuttle in [32]. For the completeness, the Kirchhoff shear resultant is given here by

\[ V_n = Q_n + \frac{\partial M_{ns}}{\partial s}, \]

(2.49)

which should be balanced by the applied force \( \hat{Q}_n \). This boundary condition is known as the Kirchhoff free-edge boundary condition given by

\[ V_n = \hat{Q}_n. \]

(2.50)

Applying the Kirchhoff shear resultant into Equations (2.47) and (2.48), the boundary conditions of CLPT are given by

Essential (or geometric) boundary condition: \( u_n, u_s, w_0, \frac{\partial w_0}{\partial n} \),

(2.51)

Natural (or static) boundary condition: \( N_{nn}, N_{ns}, V_n, M_{nn} \).

(2.52)

2.5 Nonlinear Finite Element Model of CLPT

In this section, the nonlinear finite element model (FEM) based on the nonlinear equations of motion (Equations (2.35), (2.36), and (2.37)) are derived based on Reddy’s work in [25, 28, 31, 33, 34].
2.5.1 Integration-by-parts, gradient and divergence theorems

Using integration-by-parts,
\[ \int_a^b w \frac{dv}{dx} dx = - \int_a^b v \frac{dw}{dx} dx + \int_a^b \frac{d}{dx} (wv) dx. \] (2.53)
in which \( u, v, \) and \( w \) are sufficiently differentiable functions.

Let \( F(x, y) \) and \( G(x, y) \) be scalar functions in the 2-D domain \( \Omega \). Using the gradient theorem,
\[ \int_\Omega \nabla F dx dy = \oint_\Gamma \hat{n} F ds, \] (2.54)
\[ \int_\Omega \left( \hat{e}_x \frac{\partial F}{\partial x} + \hat{e}_y \frac{\partial F}{\partial y} \right) dx dy = \oint_\Gamma (n_x \hat{e}_x + n_y \hat{e}_y) F ds. \] (2.55)
in which the gradient operator \( \nabla \) is \( \nabla = \hat{e}_x \frac{\partial}{\partial x} + \hat{e}_y \frac{\partial}{\partial y} \), \( \hat{e}_x \) and \( \hat{e}_y \) denote the unit basis vectors along the \( x \) and \( y \) coordinates, respectively. In addition, \( \hat{n} \) denotes the unit vector normal to the surface \( \Gamma \) of the domain \( \Omega \), and then the direction cosines \( n_x \) and \( n_y \) of the unit vector \( \hat{n} \) are given by
\[ n_x = \cos(x, \hat{n}) = \hat{e}_x \cdot \hat{n}, \quad n_y = \cos(y, \hat{n}) = \hat{e}_y \cdot \hat{n}. \] (2.56)
in which \( \cos(x, \hat{n}) \) denotes the cosine of the angle between the positive \( x \) direction and the unit vector \( \hat{n} \) while \( \cos(y, \hat{n}) \) denotes the cosine of the angle between the positive \( y \) direction and the unit vector \( \hat{n} \).

The fact that the two vectors shown in Equation (2.55) are equal if and only if their components are equal leads to
\[ \int_\Omega \frac{\partial F}{\partial x} dx dy = \oint_\Gamma n_x F ds, \quad \int_\Omega \frac{\partial F}{\partial y} dx dy = \oint_\Gamma n_y F ds. \] (2.57)
Using the divergence theorem,

$$\int_{\Omega} \nabla \cdot \mathbf{G} \, dxdy = \oint_{\Gamma} \hat{n} \cdot \mathbf{G} \, ds, \quad (2.58)$$

$$\int_{\Omega} \left( \frac{\partial G}{\partial x} + \frac{\partial G}{\partial y} \right) \, dxdy = \oint_{\Gamma} (n_x G_x + n_y G_y) \, ds. \quad (2.59)$$

Using integration-by-parts, gradient and divergence theorems in Equations (2.53), (2.57), and (2.59),

$$\int_{\Omega} (\nabla G)w \, dxdy = - \int_{\Omega} (\nabla w)G \, dxdy + \oint_{\Gamma} \hat{n} wG \, ds. \quad (2.60)$$

Using Equation (2.57), the component forms of Equation (2.60) are give by

$$\int_{\Omega} w \frac{\partial G}{\partial x} \, dxdy = - \int_{\Omega} \frac{\partial w}{\partial x} G \, dxdy + \oint_{\Gamma} n_x wG \, ds, \quad (2.61)$$

$$\int_{\Omega} w \frac{\partial G}{\partial y} \, dxdy = - \int_{\Omega} \frac{\partial w}{\partial y} G \, dxdy + \oint_{\Gamma} n_y wG \, ds. \quad (2.62)$$

### 2.5.2 Weak form of nonlinear equations of motion

To derive the nonlinear FEM, taking the weak forms of the nonlinear equations of motion in Equation (2.35), (2.36), and (2.37),

$$0 = \int_{\Omega} \delta u_0 \left[ - \frac{\partial N_{xx}}{\partial x} - \frac{\partial N_{xy}}{\partial y} + I_0 \frac{\partial^2 u_0}{\partial t^2} - I_1 \frac{\partial^2}{\partial t^2} \left( \frac{\partial w_0}{\partial x} \right) \right] \, dxdy, \quad (2.63)$$

$$0 = \int_{\Omega} \delta v_0 \left[ - \frac{\partial N_{xy}}{\partial x} - \frac{\partial N_{yy}}{\partial y} + I_0 \frac{\partial^2 v_0}{\partial t^2} - I_1 \frac{\partial^2}{\partial t^2} \left( \frac{\partial w_0}{\partial y} \right) \right] \, dxdy, \quad (2.64)$$
\[ 0 = \int_{\Omega} \delta w_0 \left[ -\frac{\partial^2 M_{xx}}{\partial x^2} - 2\frac{\partial^2 M_{xy}}{\partial y\partial x} - \frac{\partial^2 M_{yy}}{\partial y^2} - \frac{\partial}{\partial x}(N_{xx}\frac{\partial w_0}{\partial x} + N_{xy}\frac{\partial w_0}{\partial y}) \\
- \frac{\partial}{\partial y}(N_{xy}\frac{\partial w_0}{\partial x} + N_{yy}\frac{\partial w_0}{\partial y}) + q + I_0 \frac{\partial^2 w_0}{\partial t^2} - I_2 \frac{\partial^2 w_0}{\partial x^2} + \frac{\partial^2 w_0}{\partial y^2} \right] dxdy. \] (2.65)

in which the virtual displacements \((\delta u_0, \delta v_0, \delta w_0)\) take the role of weight functions in the development of weak forms.

Using integration-by-parts and the gradient and divergence theorems in Equations (2.61) and (2.62), Equations (2.63), (2.64), and (2.65) are modified as

\[ 0 = \int_{\Omega} \frac{\partial \delta u_0}{\partial x} N_{xx} + \frac{\partial \delta u_0}{\partial y} N_{xy} + I_0 \delta u_0 \frac{\partial^2 u_0}{\partial t^2} - I_1 \delta u_0 \frac{\partial^2}{\partial t^2} \left( \frac{\partial w_0}{\partial x} \right) dxdy \\
- \oint_{\Gamma^e} (N_{xx}n_x + N_{xy}n_y)\delta u_0 ds, \] (2.66)

\[ 0 = \int_{\Omega} \left[ \frac{\partial \delta v_0}{\partial x} N_{xy} + \frac{\partial \delta v_0}{\partial y} N_{yy} + I_0 \delta v_0 \frac{\partial^2 v_0}{\partial t^2} - I_1 \delta v_0 \frac{\partial^2}{\partial t^2} \left( \frac{\partial w_0}{\partial y} \right) \right] dxdy \\
- \oint_{\Gamma^e} (N_{xy}n_x + N_{yy}n_y)\delta v_0 ds, \] (2.67)

\[ 0 = \int_{\Omega} \left[ -\frac{\partial^2 \delta w_0}{\partial x^2} M_{xx} - 2\frac{\partial^2 \delta w_0}{\partial y\partial x} M_{xy} - \frac{\partial^2 \delta w_0}{\partial y^2} M_{yy} + \frac{\partial \delta w_0}{\partial x} (N_{xx}\frac{\partial w_0}{\partial x} + N_{xy}\frac{\partial w_0}{\partial y}) \\
+ \frac{\partial \delta w_0}{\partial y} (N_{xy}\frac{\partial w_0}{\partial x} + N_{yy}\frac{\partial w_0}{\partial y}) - \delta w_0 q + I_0 \delta w_0 \frac{\partial^2 w_0}{\partial t^2} \\
+ I_2 \left( \frac{\partial \delta w_0}{\partial x} \frac{\partial^3 w_0}{\partial x\partial t^2} + \frac{\partial w_0}{\partial x} \frac{\partial^3 w_0}{\partial y\partial t^2} \right) - I_1 \left( \frac{\partial \delta w_0}{\partial x} \frac{\partial^2 w_0}{\partial t^2} + \frac{\partial \delta w_0}{\partial y} \frac{\partial w_0}{\partial t^2} \right) \right] dxdy \\
- \oint_{\Gamma^e} \left[ \left( \frac{\partial M_{xx}}{\partial x} + \frac{\partial M_{xy}}{\partial y} + N_{xx}\frac{\partial w_0}{\partial x} + N_{xy}\frac{\partial w_0}{\partial y} \right) n_x \\
+ \left( \frac{\partial M_{xy}}{\partial x} + \frac{\partial M_{yy}}{\partial y} + N_{xy}\frac{\partial w_0}{\partial x} + N_{yy}\frac{\partial w_0}{\partial y} \right) n_y \\
+ \left( I_1 \frac{\partial^2 w_0}{\partial t^2} - I_2 \frac{\partial^3 w_0}{\partial x\partial t^2} \right) n_x + \left( I_1 \frac{\partial^2 w_0}{\partial t^2} - I_2 \frac{\partial^3 w_0}{\partial y\partial t^2} \right) n_y \right] \delta w_0 ds \\
+ \oint_{\Gamma^e} \left[ \frac{\partial \delta w_0}{\partial x} (M_{xx} + n_x) + M_{xy} n_y \right] + \frac{\partial \delta w_0}{\partial y} \left( M_{xy} n_x + M_{yy} n_y \right) ds. \] (2.68)
2.5.3 Finite element model of CLPT

The approximate solutions to Equations (2.66), (2.67), and (2.68) can be expressed in terms of the nodal displacements \( u^e_j, v^e_j, \) and \( \Delta^e_j, \) and can be given by

\[
\begin{align*}
    u_0(x,y) &= \sum_{j=1}^{m} u^e_j \psi^e_j(x,y), \\
    v_0(x,y) &= \sum_{j=1}^{m} v^e_j \psi^e_j(x,y), \\
    w_0(x,y) &= \sum_{j=1}^{m} \Delta^e_j \varphi^e_j(x,y).
\end{align*}
\] (2.69)

in which \( \psi^e_j \) are the Lagrange interpolation functions for the nodal degrees of freedom of \( u^e_j \) and \( v^e_j, \) and \( \varphi^e_j \) are the Hermite interpolation functions satisfying \( C^1 \) continuity of \( \Delta^e_j. \)

Applying the laminate constitutive relation in Equation (2.23) and the approximation solutions in Equation (2.69) to Equations (2.66), (2.67) and (2.68), and rearranging the equations in a coupled matrix form, the nonlinear FEM of CLPT is given by

\[
[M^e]\{\ddot{u}^e\} + [K^e]\{u^e\} = \{F^e\},
\] (2.70)

or in an expanded form,

\[
\begin{bmatrix}
[M^{11}] & [0] & [M^{13}] \\
[0] & [M^{22}] & [M^{23}] \\
[M^{13}]^T & [M^{23}]^T & [M^{33}] \\
\end{bmatrix}
\begin{bmatrix}
\{\ddot{u}\} \\
\{\ddot{v}\} \\
\{\ddot{\Delta}\} \\
\end{bmatrix}
+ 
\begin{bmatrix}
[K^{11}] & [K^{12}] & [K^{13}] \\
[K^{21}] & [K^{22}] & [K^{23}] \\
[K^{31}] & [K^{32}] & [K^{33}] \\
\end{bmatrix}
\begin{bmatrix}
\{u\} \\
\{v\} \\
\{\Delta\} \\
\end{bmatrix}
= 
\begin{bmatrix}
\{F^1\} \\
\{F^2\} \\
\{F^3\} \\
\end{bmatrix},
\] (2.71)

in which the nonzero elements of the stiffness matrix \([K^e], \) mass matrix \([M^e], \) and force vectors \([F]\) are defined as follows:

\[
K^{11}_{ij} = \int_{\Omega^e} \left[ A_{11} \frac{\partial \psi^e_i}{\partial x} \frac{\partial \psi^e_j}{\partial x} + A_{66} \frac{\partial \psi^e_i}{\partial y} \frac{\partial \psi^e_j}{\partial y} + A_{16} \left( \frac{\partial \psi^e_i}{\partial x} \frac{\partial \psi^e_j}{\partial y} + \frac{\partial \psi^e_i}{\partial y} \frac{\partial \psi^e_j}{\partial x} \right) \right] \, dx \, dy,
\] (2.72)

\[
K^{12}_{ij} = \int_{\Omega^e} \left[ A_{12} \frac{\partial \psi^e_i}{\partial x} \frac{\partial \psi^e_j}{\partial y} + A_{66} \frac{\partial \psi^e_i}{\partial y} \frac{\partial \psi^e_j}{\partial x} + A_{26} \frac{\partial \psi^e_i}{\partial y} \frac{\partial \psi^e_j}{\partial y} + A_{16} \frac{\partial \psi^e_i}{\partial x} \frac{\partial \psi^e_j}{\partial x} \right] \, dx \, dy = K^{21}_{ji},
\] (2.73)
\[ K_{ij}^{13} = - \int_{\Omega_e} \left[ \frac{\partial \psi_i^e}{\partial x} \left( B_{11} \frac{\partial^2 \varphi^e_j}{\partial x^2} + B_{12} \frac{\partial^2 \varphi^e_j}{\partial y^2} + 2B_{16} \frac{\partial^2 \varphi^e_j}{\partial x \partial y} \right) \\
+ \frac{\partial \psi_i^e}{\partial y} \left( B_{16} \frac{\partial^2 \varphi^e_j}{\partial x^2} + B_{26} \frac{\partial^2 \varphi^e_j}{\partial y^2} + 2B_{66} \frac{\partial^2 \varphi^e_j}{\partial x \partial y} \right) \right] dxdy \\
+ \frac{1}{2} \int_{\Omega_e} \left\{ \frac{\partial \psi_i^e}{\partial x} \left[ A_{11} \frac{\partial w_0}{\partial x} \frac{\partial \varphi^e_j}{\partial x} + A_{12} \frac{\partial w_0}{\partial y} \frac{\partial \varphi^e_j}{\partial y} \right] \\
+ A_{16} \left( \frac{\partial w_0}{\partial x} \frac{\partial \varphi^e_j}{\partial y} + \frac{\partial w_0}{\partial y} \frac{\partial \varphi^e_j}{\partial x} \right) \right\} dxdy, \]  

(2.74)

\[ K_{ij}^{22} = \int_{\Omega_e} \left[ A_{22} \frac{\partial \psi_i^e}{\partial y} \frac{\partial \psi_j^e}{\partial y} + A_{66} \frac{\partial \psi_i^e}{\partial x} \frac{\partial \psi_j^e}{\partial x} + A_{26} \left( \frac{\partial \psi_i^e}{\partial x} \frac{\partial \varphi^e_j}{\partial y} + \frac{\partial \psi_j^e}{\partial x} \frac{\partial \psi_i^e}{\partial y} \right) \right] dxdy, \]  

(2.75)

\[ K_{ij}^{23} = - \int_{\Omega_e} \left[ \frac{\partial \psi_i^e}{\partial y} \left( B_{12} \frac{\partial^2 \varphi^e_j}{\partial x^2} + B_{22} \frac{\partial^2 \varphi^e_j}{\partial y^2} + 2B_{26} \frac{\partial^2 \varphi^e_j}{\partial x \partial y} \right) \\
+ \frac{\partial \psi_i^e}{\partial x} \left( B_{16} \frac{\partial^2 \varphi^e_j}{\partial x^2} + B_{26} \frac{\partial^2 \varphi^e_j}{\partial y^2} + 2B_{66} \frac{\partial^2 \varphi^e_j}{\partial x \partial y} \right) \right] dxdy \\
+ \frac{1}{2} \int_{\Omega_e} \left\{ \frac{\partial \psi_i^e}{\partial y} \left[ A_{12} \frac{\partial w_0}{\partial x} \frac{\partial \varphi^e_j}{\partial x} + A_{22} \frac{\partial w_0}{\partial y} \frac{\partial \varphi^e_j}{\partial y} \right] \\
+ A_{26} \left( \frac{\partial w_0}{\partial x} \frac{\partial \varphi^e_j}{\partial y} + \frac{\partial w_0}{\partial y} \frac{\partial \varphi^e_j}{\partial x} \right) \right\} dxdy, \]  

(2.76)

\[ K_{ij}^{31} = - \int_{\Omega_e} \left[ \frac{\partial \psi_i^e}{\partial x} \left( B_{11} \frac{\partial^2 \varphi^e_j}{\partial x^2} + B_{12} \frac{\partial^2 \varphi^e_j}{\partial y^2} + 2B_{16} \frac{\partial^2 \varphi^e_j}{\partial x \partial y} \right) \\
+ \frac{\partial \psi_i^e}{\partial y} \left( B_{16} \frac{\partial^2 \varphi^e_j}{\partial x^2} + B_{26} \frac{\partial^2 \varphi^e_j}{\partial y^2} + 2B_{66} \frac{\partial^2 \varphi^e_j}{\partial x \partial y} \right) \right] dxdy \\
+ \int_{\Omega_e} \left\{ \frac{\partial \psi_i^e}{\partial x} \left[ A_{11} \frac{\partial w_0}{\partial x} \frac{\partial \varphi^e_j}{\partial x} + A_{12} \frac{\partial w_0}{\partial y} \frac{\partial \varphi^e_j}{\partial y} \right] \\
+ A_{16} \left( \frac{\partial w_0}{\partial x} \frac{\partial \varphi^e_j}{\partial y} + \frac{\partial w_0}{\partial y} \frac{\partial \varphi^e_j}{\partial x} \right) \right\} dxdy, \]  

(2.77)
\[ K_{ij}^{32} = - \int_{\Omega^e} \left[ \frac{\partial \psi_j^e}{\partial y} \left( B_{12} \frac{\partial^2 \varphi_i^e}{\partial x^2} + B_{22} \frac{\partial^2 \varphi_i^e}{\partial y^2} + 2B_{16} \frac{\partial^2 \varphi_i^e}{\partial x \partial y} \right) \\
+ \frac{\partial \psi_j^e}{\partial x} \left( B_{16} \frac{\partial^2 \varphi_i^e}{\partial x^2} + B_{26} \frac{\partial^2 \varphi_i^e}{\partial y^2} + 2B_{66} \frac{\partial^2 \varphi_i^e}{\partial x \partial y} \right) \right] dxdy \\
+ \int_{\Omega^e} \left\{ \frac{\partial \psi_i^e}{\partial y} \left[ A_{12} \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial x} + A_{22} \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial y} \right] \\
+ A_{26} \left( \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial y} + \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial x} \right) \right\] dxdy \]

\[ (2.78) \]

\[ K_{ij}^{33} = - \int_{\Omega^e} \left[ \frac{\partial^2 \varphi_i^e}{\partial x^2} \left( D_{11} \frac{\partial^2 \varphi_i^e}{\partial y^2} + D_{12} \frac{\partial^2 \varphi_i^e}{\partial x^2} + 2D_{16} \frac{\partial^2 \varphi_i^e}{\partial x \partial y} \right) \\
+ \frac{\partial^2 \varphi_i^e}{\partial y^2} \left( D_{12} \frac{\partial^2 \varphi_i^e}{\partial x^2} + D_{22} \frac{\partial^2 \varphi_i^e}{\partial y^2} + 2D_{66} \frac{\partial^2 \varphi_i^e}{\partial x \partial y} \right) \\
+ 2 \frac{\partial^2 \varphi_i^e}{\partial x \partial y} \left( D_{16} \frac{\partial^2 \varphi_i^e}{\partial x^2} + D_{26} \frac{\partial^2 \varphi_i^e}{\partial y^2} + 2D_{66} \frac{\partial^2 \varphi_i^e}{\partial x \partial y} \right) \right] dxdy \\
+ \frac{1}{2} \int_{\Omega^e} \left\{ \left[ A_{11} \left( \frac{\partial w_0}{\partial x} \right)^2 + A_{12} \left( \frac{\partial w_0}{\partial y} \right)^2 + 2A_{16} \frac{\partial w_0}{\partial x} \frac{\partial w_0}{\partial y} \right] \frac{\partial \varphi_i^e}{\partial x} \frac{\partial \varphi_i^e}{\partial y} \\
+ \left[ A_{16} \left( \frac{\partial w_0}{\partial x} \right)^2 + A_{26} \left( \frac{\partial w_0}{\partial y} \right)^2 + 2A_{66} \frac{\partial w_0}{\partial x} \frac{\partial w_0}{\partial y} \right] \frac{\partial \varphi_i^e}{\partial x} \frac{\partial \varphi_i^e}{\partial y} \right\} dxdy \]

\[ - \int_{\Omega^e} \left\{ \frac{\partial \varphi_i^e}{\partial x} \left[ \frac{\partial w_0}{\partial x} \left( B_{11} \frac{\partial^2 \varphi_j^e}{\partial x^2} + B_{12} \frac{\partial^2 \varphi_j^e}{\partial y^2} + 2B_{16} \frac{\partial^2 \varphi_j^e}{\partial x \partial y} \right) \\
+ \frac{\partial w_0}{\partial y} \left( B_{16} \frac{\partial^2 \varphi_j^e}{\partial x^2} + B_{26} \frac{\partial^2 \varphi_j^e}{\partial y^2} + 2B_{66} \frac{\partial^2 \varphi_j^e}{\partial x \partial y} \right) \right] \\
+ \frac{\partial \varphi_i^e}{\partial y} \left( B_{12} \frac{\partial^2 \varphi_j^e}{\partial x^2} + B_{22} \frac{\partial^2 \varphi_j^e}{\partial y^2} + 2B_{26} \frac{\partial^2 \varphi_j^e}{\partial x \partial y} \right) \\
+ \frac{\partial \varphi_i^e}{\partial x} \left( B_{16} \frac{\partial^2 \varphi_j^e}{\partial x^2} + B_{26} \frac{\partial^2 \varphi_j^e}{\partial y^2} + 2B_{66} \frac{\partial^2 \varphi_j^e}{\partial x \partial y} \right) \right\} ] dxdy \\
- \frac{1}{2} \int_{\Omega^e} \left\{ \frac{\partial^2 \psi_i^e}{\partial x^2} \left[ B_{11} \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial x} + B_{12} \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial y} + B_{16} \left( \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial x} + \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial y} \right) \right] \\
+ \frac{\partial^2 \psi_i^e}{\partial y^2} \left[ B_{12} \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial x} + B_{22} \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial y} + B_{26} \left( \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial x} + \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial y} \right) \right] \\
+ 2 \frac{\partial^2 \psi_i^e}{\partial x \partial y} \left[ B_{16} \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial x} + B_{26} \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial y} + B_{66} \left( \frac{\partial w_0}{\partial x} \frac{\partial \varphi_i^e}{\partial x} + \frac{\partial w_0}{\partial y} \frac{\partial \varphi_i^e}{\partial y} \right) \right] \right\} ] dxdy, \]
\[
M_{ij}^{11} = \int_{\Omega^e} I_0 \psi_i^e \psi_j^e dxdy, \quad (2.80)
\]
\[
M_{ij}^{13} = -\int_{\Omega^e} I_1 \psi_i^e \frac{\partial \psi_j^e}{\partial x} dxdy, \quad (2.81)
\]
\[
M_{ij}^{22} = \int_{\Omega^e} I_0 \psi_i^e \psi_j^e dxdy, \quad (2.82)
\]
\[
M_{ij}^{23} = -\int_{\Omega^e} I_1 \psi_i^e \frac{\partial \psi_j^e}{\partial y} dxdy, \quad (2.83)
\]
\[
M_{ij}^{33} = \int_{\Omega^e} \left[ I_0 \varphi_i^e \varphi_j^e + I_1 \left( \frac{\partial \varphi_i^e}{\partial x} \frac{\partial \varphi_j^e}{\partial x} + \frac{\partial \varphi_i^e}{\partial y} \frac{\partial \varphi_j^e}{\partial y} \right) \right] dxdy, \quad (2.84)
\]
\[
F_i^1 = \oint_{\Gamma^e} N_n \psi_i^e ds, \quad (2.85)
\]
\[
F_i^2 = \oint_{\Gamma^e} N_s \psi_i^e ds, \quad (2.86)
\]
\[
F_i^3 = \oint_{\Omega^e} q \varphi_i^e dxdy + \oint_{\Gamma^e} \left( V_n \varphi_i^e - M_n \frac{\partial \varphi_i^e}{\partial n} \right) ds, \quad (2.87)
\]
in which
\[
N_n = N_{xx} n_x + N_{xy} n_y, \quad (2.88)
\]
\[
N_s = N_{xy} n_x + N_{yy} n_y, \quad (2.89)
\]
\[
V_n = Q_n + \frac{\partial M_{ns}}{\partial s} + \left( N_{xx} \frac{\partial w_0}{\partial x} + N_{xy} \frac{\partial w_0}{\partial y} \right) n_x + \left( N_{xy} \frac{\partial w_0}{\partial x} + N_{yy} \frac{\partial w_0}{\partial y} \right) n_y, \quad (2.90)
\]
\[
M_n = M_{xx} n_x + M_{xy} n_y, \quad (2.91)
\]
\[
M_s = M_{xy} n_x + M_{yy} n_y. \quad (2.92)
\]
The FEM in Equation (2.70) is nonlinear since \([K^e]\) depends on displacements.
2.5.4 Transformation of derivatives

In this work, the FEM in Equations (2.70) to (2.92) were formulated using the isoparametric form [35, 36]. The first derivatives can be transformed between real elements (in terms of $x$ and $y$) and reference elements (in terms of $\xi$ and $\eta$) using the well-known Jacobian matrix $[J]$:

$$
\begin{bmatrix}
\frac{\partial}{\partial \xi} \\
\frac{\partial}{\partial \eta}
\end{bmatrix} = 
\begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{bmatrix}
= 
\begin{bmatrix}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{bmatrix}
= [J]
\begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{bmatrix},
$$

(2.93)

$$
\begin{bmatrix}
\frac{\partial}{\partial \xi} \\
\frac{\partial}{\partial \eta}
\end{bmatrix}
= 
\begin{bmatrix}
j_{11} & j_{12} \\
j_{21} & j_{22}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial}{\partial \xi} \\
\frac{\partial}{\partial \eta}
\end{bmatrix}
= [j]
\begin{bmatrix}
\frac{\partial}{\partial \xi} \\
\frac{\partial}{\partial \eta}
\end{bmatrix},
$$

(2.94)

$$
[j] = [J]^{-1}.
$$

(2.95)

The transformation of the second derivatives is explained in [34] and [36]. Following the method of Dhatt in [36],

$$
\begin{bmatrix}
\frac{\partial^2}{\partial x^2} \\
\frac{\partial^2}{\partial y^2} \\
\frac{\partial^2}{\partial x \partial y}
\end{bmatrix}
= [T_1]
\begin{bmatrix}
\frac{\partial}{\partial \xi} \\
\frac{\partial}{\partial \eta}
\end{bmatrix}
+ [T_2]
\begin{bmatrix}
\frac{\partial^2}{\partial \xi^2} \\
\frac{\partial^2}{\partial \eta^2} \\
\frac{\partial^2}{\partial \xi \partial \eta}
\end{bmatrix},
$$

(2.96)
in which $[T_1]$ and $[T_2]$ are

$$[T_1] = -[T_2][C_1][j], \quad (2.97)$$

$$[T_2] = \begin{bmatrix}
  j_{11}^2 & j_{12}^2 & 2j_{11}j_{12} \\
  j_{21}^2 & j_{22}^2 & 2j_{21}j_{22} \\
  j_{11}j_{21} & j_{12}j_{22} & j_{11}j_{22} + j_{12}j_{21}
\end{bmatrix}, \quad (2.98)$$

$$[C_1] = \begin{bmatrix}
  \frac{\partial}{\partial \xi} < J_{11} J_{12} > \\
  \frac{\partial}{\partial \eta} < J_{21} J_{22} > \\
  \frac{1}{2} \left( \frac{\partial}{\partial \eta} < J_{11} J_{12} > + \frac{\partial}{\partial \xi} < J_{21} J_{22} > \right)
\end{bmatrix}, \quad (2.99)$$

### 2.6 Summary

This chapter derived the necessary governing equations (Equations (2.35) to (2.37)) and its boundary conditions (Equations (2.51) and (2.52)). Then, the nonlinear FEM (Equations (2.70) to (2.92)) was developed based on the governing equations. Applying high-precision cubic Hermite elements to this model and then solving the model for static and dynamic analyses are discussed in Chapter 4.
Chapter 3

EXPERIMENT OF SNAP-THROUGH OF POST-BUCKLED THIN LAMINATED COMPOSITE PLATES

3.1 Introduction

Unlike isotropic materials such as steel and aluminum which have well-defined material properties, the material properties of composite structures are notoriously variable. Thus, in experiments using composite specimens, controlling the quality of the specimens (e.g., designed angles of layers, uniform thickness of laminates, removal of undesired substances between layers, etc.), and finding and verifying the material properties of the specimens are important steps.

In this work, laminated composite plate specimens were fabricated in the Composites Lab at the University of Washington (UW). The in-house fabrication led to quality assurance and enabled the specimens to have complicated shapes including spacers. In addition, the material properties of the specimens were verified through: (i) tensile load tests; (ii) static cantilever tests, and (iii) free vibration tests.

The experiments of post-buckled thin laminated composite plate specimens were conducted in the UW Structural Vibrations Lab (named the UW Lab) and at the Air Force Research Laboratory (named AFRL). The test data from the UW Lab were obtained using a single-point displacement-sensing laser, Micro-epsilon optoNCDT 1700-500. The test was exploratory to acquire a qualitative understanding and to describe experimental methods since the full-field measurement of the buckled shape used in the test could not be char-
acterized and thus the test data could not be compared quantitatively with the modeling results. The snap-through boundaries were established using the data and then their characteristics were investigated. The experimental data from AFRL were collected using a double-point laser vibrometer (velocity-sensing), Polytec OFV 512, and two digital image correlation (DIC) cameras, Photron FASTCAM SA5. The equipment used in the two labs is listed in Table 3.1. The DIC technique was applied to obtain the full-field measurement of the buckled shape and dynamic response of the post-buckled specimen. The technique inherently generates a large data set and thus leads to high computational costs of transferring and analyzing the data. As a result, to find snap-through boundaries of the post-buckled specimen, frequency-sweep tests were performed using the vibrometer instead of using the DIC cameras. Some of the vibrometer measurements were compared to the corresponding DIC data for verification purposes.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Model Name</th>
<th>Named</th>
<th>Test Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>One single-point optical displacement-sensing laser</td>
<td>Micro-epsilon optoNCDT 1700-500</td>
<td>Single-point laser</td>
<td>UW Lab</td>
</tr>
<tr>
<td>One double-point Polytec OFV 512 laser vibrometer (velocity-sensing)</td>
<td></td>
<td>Vibrometer</td>
<td>AFRL</td>
</tr>
<tr>
<td>Two DIC cameras</td>
<td>Photron FASTCAM SA5</td>
<td>DIC cameras</td>
<td>AFRL</td>
</tr>
</tbody>
</table>

### 3.2 Fabrication of Laminated Composite Plate Specimens

All the specimens tested in this work were fabricated in-house to achieve controlled quality assurance and to create complicated specimen shapes. The specimens had the shape of a ‘castle’ in chess, as shown in Figures 3.2a and 3.2c, since the shape includes spacers (or shims)
to prevent slippage along clamped boundaries as shown in Figure 3.2b. In the fabrication process, prepregs were cut using the fabric cutter (Figure 3.1a) to make precise dimensions and straight edges. After laying the cut layers according to designed angles (Figure 3.1b), the laid-up prepregs were put in the hot press and cured following the temperature cycles specified by the manufacturer (Figure 3.1c).

Since the clamps used in the UW Lab and at AFRL had different dimensions, two types of plate specimens were fabricated as shown in Table 3.2 and Figure 3.2. The one used in the UW Lab was named the UW plate while the other used at AFRL was labeled the AFRL plate.
Figure 3.2: *UW plate* and *AFRL plate* specimens.

Table 3.2: Geometrical properties of the specimens

<table>
<thead>
<tr>
<th></th>
<th>UW Plate</th>
<th>AFRL Plate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>T800H-6K/3900-2</td>
<td>T800H-6K/3900-2</td>
</tr>
<tr>
<td>Layup</td>
<td>[45]_4</td>
<td>[45]_4</td>
</tr>
<tr>
<td>Length, a</td>
<td>254 mm</td>
<td>228.6 mm</td>
</tr>
<tr>
<td>Width, b</td>
<td>101.6 mm</td>
<td>127 mm</td>
</tr>
<tr>
<td>Thickness, h</td>
<td>0.72 mm</td>
<td>0.72 mm</td>
</tr>
</tbody>
</table>

### 3.3 Evaluation and verification of material properties

#### 3.3.1 Predicted material properties

All the laminated composite plate specimens tested in this work were fabricated using the woven prepreg, TORAYCA T800H-6K/3900-2 (BMS 8-276) (named *the weave*), which has
a plain weave pattern as shown in Figure 3.3. The fabric pattern is the simplest available and is the most commonly used [32]. The material properties of the unidirectional prepreg (named the uni) consisting of the same fibers and epoxy used in the weave were reported in several papers [38, 39, 40]; however, the properties of this weave have not been found in the literature. In this work, to address this issue, it was assumed that the material properties of the weave (thickness $t$) can be estimated by calculating material properties of a symmetric laminate $[0/90]_S$ having $n$ uni layers (thickness $t/n$) as illustrated in Figure 3.4. The material properties predicted based on this assumption were verified by three types of tests described in the following sections.

The material properties of the uni tabulated in Table 3.3 were obtained from the work of Kobayashi et al. in [38]. Using the properties, the effective properties of the weave were calculated by following Tuttle’s work in [32]. He explained that considering a laminate subjected to uni-axial loading $N_{xx}$ and using Equation (2.22), the effective extensional Young’s

---

10 and 90 indicate the fiber angle of the corresponding layers. $\frac{n}{4}$ represents the number of repetition of the $[0/90]$ sequence. The subscript $S$ means a symmetric stack sequence. For example, $[0/90]_{2S}$ can be expanded as $[0/90/0/90/0/90/0/90/0]$. 

---
Figure 3.4: A symmetric laminate consisting of \( n \) unidirectional laminae and its corresponding weave lamina.

Table 3.3: Material properties of the uni presented in [38]

<table>
<thead>
<tr>
<th>Material property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal Young’s Modulus, ( E_{11} )</td>
<td>143 GPa</td>
</tr>
<tr>
<td>Transverse Young’s Modulus, ( E_{22} )</td>
<td>7.99 GPa</td>
</tr>
<tr>
<td>In-plane Shear Modulus, ( G_{12} )</td>
<td>3.96 GPa</td>
</tr>
<tr>
<td>In-plane Poisson’s Ratio, ( \nu_{12} )</td>
<td>0.345</td>
</tr>
<tr>
<td>Out-of-plane Poisson’s Ratio, ( \nu_{12} )</td>
<td>0.490</td>
</tr>
</tbody>
</table>

modulus in the \( x \)-axis direction, \( \bar{E}^{ex}_{xx} \), is given by

\[
\bar{E}^{ex}_{xx} = \frac{\bar{\sigma}_{xx}}{\bar{\varepsilon}_{xx}} = \frac{N_{xx}/t}{a_{11}N_{xx}} = \frac{1}{ta_{11}}. \tag{3.1}
\]

In addition, assuming an isotropic plate under a pure bending, i.e., \( E_{11} = E_{22} = E \), \( \nu_{12} = \nu_{21} \), and \( G_{12} \), the effective flexural Young’s modulus in the \( x \)-direction, \( \bar{E}^{fl}_{xx} \), is given
For the completeness, the effective extensional properties of a composite laminate Tuttle defined in [32] are given by

\[
\bar{E}_{xx}^{ex} = \bar{\sigma}_{xx} \frac{1}{\bar{\varepsilon}_{xx}} = \frac{1}{ta_{11}}, \quad \bar{E}_{yy}^{ex} = \bar{\sigma}_{yy} \frac{1}{\bar{\varepsilon}_{yy}} = \frac{1}{ta_{22}},
\]

\[
\bar{\nu}_{xy}^{ex} = -\frac{\bar{\varepsilon}_{yy}}{\bar{\varepsilon}_{xx}} \bar{\varepsilon}_{xx} \frac{1}{a_{11}}, \quad \bar{\nu}_{yx}^{ex} = -\frac{\bar{\varepsilon}_{xx}}{\bar{\varepsilon}_{yy}} \bar{\varepsilon}_{yy} \frac{1}{a_{22}},
\]

\[
\bar{G}_{xy} = \bar{\tau}_{xy} \frac{1}{\gamma_{xy}} = \frac{1}{ta_{66}},
\]

and the effective flexural properties are given by

\[
\bar{E}_{xx}^{fl} = \frac{12}{d_{11}t^3}, \quad \bar{E}_{yy}^{fl} = \frac{12}{d_{22}t^3},
\]

\[
\bar{\nu}_{xy}^{fl} = -\frac{d_{12}}{d_{11}}, \quad \bar{\nu}_{yx}^{fl} = -\frac{d_{12}}{d_{22}}.
\]

Applying the properties presented in Table 3.3 into Equations (3.3) and (3.4), the effective extensional properties and the effective flexural properties were calculated. Both properties converged to the same value as the number of plies \(n\) went to the infinity. Based on the initial assumption, the material properties of the weave were assumed to agree with these effective properties which are tabulated in Table 3.4. The superscripts \(e\) and \(f\) were removed from the table since they are identical.

### 3.3.2 Tensile load test

To verify the computed properties in Table 3.4, tensile tests were conducted using an Instron 5585H and an extensometer as shown in Figure 3.5. Four specimens having the dimensions
Table 3.4: Computed material properties of the weave

<table>
<thead>
<tr>
<th>Material property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal Young’s Modulus, $E_{xx}$</td>
<td>75.9 GPa</td>
</tr>
<tr>
<td>Transverse Young’s Modulus, $E_{yy}$</td>
<td>75.9 GPa</td>
</tr>
<tr>
<td>In-plane Shear Modulus, $G_{xy}$</td>
<td>3.96 GPa</td>
</tr>
<tr>
<td>In-plane Poisson’s Ratio, $\nu_{xy}$</td>
<td>0.037</td>
</tr>
<tr>
<td>Out-of-plane Poisson’s Ratio, $\nu_{yx}$</td>
<td>0.037</td>
</tr>
</tbody>
</table>

of 254 mm x 25.4 mm x 0.9 mm were tested. Two of them were [0]$_5$, with the others being [45]$_5$. The strains obtained from the tensile load tests and the strains predicted using the material properties shown in Table 3.4 are compared in Table 3.5. The specimens 1, 3, and 4 which were pulled up to $\varepsilon_e \simeq 0.0055$ and which did not fail showed errors within 2.8% while the specimen 2 which failed at $\varepsilon_e = 0.01071$ as shown in Figure 3.5c demonstrated a relatively larger error, 6.79%.

Table 3.5: Tensile load test results of the specimens (254 mm x 25.4 mm x 0.9 mm)

<table>
<thead>
<tr>
<th>Layup</th>
<th>Load (kN)</th>
<th>Experimental Strain ($\varepsilon_e$)</th>
<th>Modeling Strain ($\varepsilon_m$)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specimen 1</td>
<td>[0]$_5$</td>
<td>10.0</td>
<td>0.00545</td>
<td>0.005587</td>
</tr>
<tr>
<td>Specimen 2</td>
<td>[0]$_5$</td>
<td>20.9</td>
<td>0.01071 (failed)</td>
<td>0.011437</td>
</tr>
<tr>
<td>Specimen 3</td>
<td>[45]$_5$</td>
<td>1.8</td>
<td>0.00553</td>
<td>0.005377</td>
</tr>
<tr>
<td>Specimen 4</td>
<td>[45]$_5$</td>
<td>1.9</td>
<td>0.00564</td>
<td>0.005733</td>
</tr>
</tbody>
</table>

3.3.3 Static cantilever test

Using the material properties shown in Table 3.4 and Equations (2.19), (2.20), and (2.21), the laminate stiffnesses of a cantilever specimen (Figure 3.6a) were evaluated and are tabulated in Table 3.6.
(a) Instron 5585H.  
(b) Extensometer.  
(c) Final fracture of the specimen.

Figure 3.5: Tensile load test using an Instron 5585H and an extensometer.

Table 3.6: Laminate stiffnesses of the cantilever specimen (170 mm x 89.5 x 0.72 mm)

<table>
<thead>
<tr>
<th></th>
<th>Extensional stiffnesses (Pa-m)</th>
<th>Coupling stiffnesses (Pa-m²)</th>
<th>Bending stiffnesses (Pa-m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( A_{11} ) ( 0.31225 \times 10^8 )</td>
<td>( B_{11} ) 0</td>
<td>( D_{11} ) ( 0.13489 \times 10^4 )</td>
</tr>
<tr>
<td></td>
<td>( A_{12} ) ( 0.25523 \times 10^8 )</td>
<td>( B_{12} ) 0</td>
<td>( D_{12} ) ( 0.11026 \times 10^4 )</td>
</tr>
<tr>
<td></td>
<td>( A_{16} ) 0</td>
<td>( B_{16} ) 0</td>
<td>( D_{16} ) 0</td>
</tr>
<tr>
<td></td>
<td>( A_{22} ) ( 0.31225 \times 10^8 )</td>
<td>( B_{22} ) 0</td>
<td>( D_{22} ) ( 0.13489 \times 10^4 )</td>
</tr>
<tr>
<td></td>
<td>( A_{26} ) 0</td>
<td>( B_{26} ) 0</td>
<td>( D_{26} ) 0</td>
</tr>
<tr>
<td></td>
<td>( A_{66} ) ( 0.26349 \times 10^8 )</td>
<td>( B_{66} ) 0</td>
<td>( D_{66} ) ( 0.11383 \times 10^4 )</td>
</tr>
</tbody>
</table>

In the experiment, the displacements of the cantilever under static loading applied to the middle of the tip were measured using the single-point laser. A nonlinear FEM created using Equations (2.70) to (2.92) was evaluated using MATLAB [41]. In the model, the cantilever
specimen was modeled using 3,900 elements (65 in $x$-axis $\times$ 60 in $y$-axis) as shown in Figure 3.7c. Self-weight loading was first applied as illustrated in Figure 3.7a to capture the initial displacement due to gravity and then additional point loading was applied to the middle of the tip of the cantilever as illustrated in 3.7b.

The experimental and modeling results of the cantilever test are tabulated in Table 3.7 and are illustrated in Figure 3.8. The modeling results showed typically less than 6% variance from the test results. At the end of the loading range, the load-displacement curve of the model showed a trend of deviating from the experimental curve since the model predicted more stiffness hardening (i.e., more nonlinearity) in that loading range than the experimental data showed.

3.3.4 Free vibration test

As the final step of the verification of the material properties presented in Table 3.4, free vibration tests of the cantilever specimen were conducted using the same experimental setup.
shown in Figure 3.6b. In the experiment, the specimens were subjected to impact loading at the middle of the tip and the dynamic response of the cantilever specimen was measured using the single-point laser. The fast Fourier transform (FFT) of the response was taken to obtain the natural frequency of the specimen. Although the free vibration decay response is not steady-state, the FFT provides a good approximation. The nonlinear FEM illustrated in Figure 3.7c was used to evaluate the natural frequency of the specimen. The experimental and modeling results are illustrated in Figure 3.9 and are tabulated in Table 3.8.
Figure 3.8: Load vs. transverse displacement curves from the experimental data and modeling results.

Table 3.7: Transverse displacements of the cantilever specimen measured from the experiment and model

<table>
<thead>
<tr>
<th>Load (N)</th>
<th>Experiment (mm)</th>
<th>Modeling (mm)</th>
<th>Variance (mm)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.075</td>
<td>1.2775</td>
<td>1.3963</td>
<td>-0.1188</td>
<td>-9.30</td>
</tr>
<tr>
<td>0.180</td>
<td>2.8043</td>
<td>2.9521</td>
<td>-0.1478</td>
<td>-5.27</td>
</tr>
<tr>
<td>0.229</td>
<td>3.4897</td>
<td>3.6757</td>
<td>-0.1860</td>
<td>-5.33</td>
</tr>
<tr>
<td>0.278</td>
<td>4.2375</td>
<td>4.3668</td>
<td>-0.1293</td>
<td>-3.05</td>
</tr>
<tr>
<td>0.320</td>
<td>4.9542</td>
<td>4.9442</td>
<td>0.0100</td>
<td>0.20</td>
</tr>
<tr>
<td>0.369</td>
<td>5.5462</td>
<td>5.5835</td>
<td>-0.0373</td>
<td>-0.67</td>
</tr>
<tr>
<td>0.418</td>
<td>6.4186</td>
<td>6.1995</td>
<td>0.2191</td>
<td>3.41</td>
</tr>
<tr>
<td>0.467</td>
<td>7.0418</td>
<td>6.7945</td>
<td>0.2473</td>
<td>3.51</td>
</tr>
<tr>
<td>0.491</td>
<td>7.1976</td>
<td>7.0677</td>
<td>0.1299</td>
<td>1.80</td>
</tr>
<tr>
<td>0.540</td>
<td>7.7896</td>
<td>7.6359</td>
<td>0.1537</td>
<td>1.97</td>
</tr>
<tr>
<td>0.589</td>
<td>8.5686</td>
<td>8.1879</td>
<td>0.3807</td>
<td>4.44</td>
</tr>
<tr>
<td>0.638</td>
<td>9.2541</td>
<td>8.7250</td>
<td>0.5291</td>
<td>5.72</td>
</tr>
<tr>
<td>0.687</td>
<td>9.8149</td>
<td>9.2485</td>
<td>0.5664</td>
<td>5.77</td>
</tr>
<tr>
<td>0.736</td>
<td>10.3446</td>
<td>9.7595</td>
<td>0.5851</td>
<td>5.66</td>
</tr>
</tbody>
</table>
Table 3.8: First natural frequency of the specimen from the experiment and model

<table>
<thead>
<tr>
<th>Boundary Condition</th>
<th>Experiment</th>
<th>Model</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFFF</td>
<td>18.349 Hz</td>
<td>17.569 Hz</td>
<td>4.44%</td>
</tr>
</tbody>
</table>

(a) Time-response plot of the free vibration test.

(b) Fourier transform plot of the free vibration test.

Figure 3.9: Free vibration test results.
3.3.5 Results of the verification of material properties

As presented in the previous sections, the experimental results obtained from the tensile load tests, static cantilever tests, and free vibration tests showed a good agreement with the modeling results computed using the material properties shown in Table 3.4. In case of metal, which possesses well-known material properties and whose uniform quality is assured, this argument would be readily challenged. However, considering that the material properties of anisotropic composite laminates are notoriously nonuniform and variable, the errors between the experimental data and modeling results presented in this section can be deemed reasonable and acceptable. Thus, these material properties were used in Chapter 4 to model snap-through of post-buckled composite plates.

3.4 Exploratory investigation of snap-through boundaries

The experiments of snap-through of post-buckled plate specimens conducted at the UW Lab used the single-point laser. Since the full-field measurement of the initially buckled shape and deformed shapes of the specimen could not be obtained, this experiment was exploratory and thus the experimental data were not compared with the modeling results. However, the snap-through boundaries established using the data provide a good sense of the important characteristics of the behavior of post-buckled plates.

3.4.1 Experimental Setup

In this experiment, the UW plate (Figure 3.2a and Table 3.2) was used as the specimen. The specimen was clamped along $x = 0$ and $x = a$ and was free along $y = 0$ and $y = b$ as shown in Figure 3.11, in which $a$ and $b$ are specified in Table 3.2. Thus, the boundary conditions are CCFF, in which C and F stand for clamped and free, respectively.

As shown in Figure 3.10, the clamp was mounted on the electrodynamic shaker, MB C10 which applied a harmonic loading to the clamp. Consequently, the loading was inertially
applied to the specimen in the clamp. The corresponding dynamic response of the specimen was captured by the single-point laser.

The plate specimen was buckled by pushing the small tab protruding from the top of the clamp downward with an axial load as shown in Figure 3.12. While applying axial loading,
the axial load and buckled depth of the midpoint of the specimen were monitored by the load cell and laser. The final peak-to-peak displacement of the midpoint was 1.90 mm and the corresponding axial load was 54.6 N.

3.4.2 Experimental data

In this section, the methodology of the snap-through boundary analysis is explained by taking an example of the forcing amplitude-ramp experiment with the 105 Hz forcing frequency. Figure 3.13 illustrates the dynamic response of the midpoint of the plate specimen under 105 Hz harmonic loading. At a small loading amplitude, the plate showed a single-well response. As the loading amplitude was continuously increased, the response amplitude also increased. When the loading amplitude reached 13.6 g, the plate began to demonstrate chaotic behaviors with chaotic snap-through. When the loading amplitude was further increased to 25.4 g, the plate started to show periodic snap-through. Considering the thickness of the plate is 0.72 mm, the peak-to-peak response amplitude of the periodic snap-through, 6.76 mm, is significant. After reaching this threshold (named the threshold 1) where a transition from
chaotic snap-through to periodic snap-through occurs, the loading amplitude was set to continuously decrease. At 14.3 g, the plate stopped showing the periodic snap-through and began to demonstrate chaotic snap-through again. This is another threshold (named the threshold 2) where a transition from periodic snap-through to chaotic snap-through occurs. Thus, the transition at the threshold 2 happens in the reverse direction compared to the transition at the threshold 1. Once these thresholds are found at the other frequencies in the frequency domain and are marked in the harmonic forcing parameter space (loading amplitude vs. loading frequency), the thresholds 1 and 2 create boundaries on the space and are named periodic snap-through boundaries as shown in Figure 3.15. The data points on the space were connected to visualize the boundary clear. The boundary connecting the thresholds 1 (named Periodic snap starts) where periodic snap-through starts generally appear higher than the boundary connecting the thresholds 2 (named Periodic snap stops) where periodic snap-through stops under decreasing load. As the loading amplitude was further decreased, the chaotic snap-through stopped and the midpoint of the plate settled into a single-well response at 13.6 g. Based on these data, the snap-through boundaries at the 105 Hz loading frequency are illustrated in Figure 3.14.

Figure 3.13: Dynamic response under 105 Hz harmonic loading.
Figure 3.14: Snap-through boundaries under 105 Hz harmonic loading: (↑) indicates the boundaries found while increasing the loading amplitude while (↓) indicates the ones observed while decreasing the amplitude.

The aforementioned process was repeated at frequencies from 30 to 110 Hz to find snap-through boundaries in the harmonic forcing parameter space as shown in Figure 3.15. As discussed previously, the boundaries encountered while increasing the loading amplitude are located higher than are the boundaries found while decreasing the loading amplitude. Consequently, coexisting responses [3, 5, 6, 7, 42] exist between these boundaries. This phenomenon is not unanticipated since the dynamic response of the post-buckled specimen is nonlinear. As seen in Figure 3.15, the chaotic and periodic snap-through responses exist together between the red and green boundaries (Periodic snap starts (↑) and Chaotic snap starts (↑), respectively). In addition, the periodic snap-through and single-well responses exist together between the green and blue boundaries (Chaotic snap starts (↑) and Periodic snap stops (↓), respectively).

Although the data collected by the single-point laser could not provide enough information to compare the experimental data with the modeling results, this exploratory investigation of the snap-through boundaries shown in Figure 3.15 provided a useful experimental analysis on the characterization of snap-through boundaries and relevant nonlinear behaviors.
3.5 Full-field measurement of the nonlinear dynamic response of a post-buckled plate

To further develop the exploratory investigation of the snap-through boundaries, full-field measurement of the nonlinear dynamic response of a post-buckled plate specimen was conducted at AFRL. The experimental data were collected using the vibrometer and the two DIC cameras. The vibrometer data obtained from frequency-sweep tests were used to find snap-through boundaries of the specimen. The DIC technique was used to find the buckled shape of the specimen and to collect the full-field measurement data of the dynamic response of the specimen. Since the technique is data-intensive as previously discussed, to find the snap-through boundaries of the post-buckled specimen, frequency-sweep tests were performed using the vibrometer instead of using the DIC cameras. Some of the vibrometer measurements were compared to the corresponding DIC data to verify the validity of the vibrometer data. These experiments are outlined in Table 3.9.
Table 3.9: An outline of the experiments at AFRL

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Equipment</th>
<th>Purpose</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>DIC cameras</td>
<td>Buckled shape</td>
<td>N/A</td>
</tr>
<tr>
<td>Force-dwell</td>
<td>DIC cameras and</td>
<td>Comparison between</td>
<td>5 g-85 Hz,</td>
</tr>
<tr>
<td></td>
<td>vibrometer</td>
<td>the two data sets</td>
<td>7 g-75 Hz,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 g-180 Hz</td>
</tr>
<tr>
<td>Frequency-sweep</td>
<td>Vibrometer</td>
<td>Investigation of snap-through</td>
<td>Frequency: 50 to 180 Hz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>boundary</td>
<td>Amplitude: 2 to 7 g</td>
</tr>
</tbody>
</table>

3.5.1 Experimental setup

The AFRL plate (Figure 3.2b and Table 3.2) was used as a specimen in this experiment. The specimen was clamped along $x = 0$ and $x = a$ and was free along $y = 0$ and $y = b$ as shown in Figure 3.16b, in which $a$ and $b$ are specified in Table 3.2. Thus, the boundary conditions were CCFF. As shown in Figure 3.16a, the clamp was mounted onto the shake table of the electrodynamic shaker. The shaker applied a harmonic loading to the clamp and the loading was inertially applied to the specimen in the clamp. The corresponding dynamic response of the specimen was captured by the two DIC cameras (Figure 3.17a) and by the vibrometer (Figure 3.17b).

3.5.2 Digital image correlation (DIC) technique

In this experiment, the DIC technique, particularly the binocular stereovision technique, was used to obtain the full-field measurement of the dynamic response of the plate specimen. Binocular stereovision is a technique for reconstructing a 3-D structure from two (or more) different viewpoints of a binocular stereovision sensor which is made up of two cameras positioned in such a way that their field of view intersects [43]. As shown in Figure 3.16a, the two DIC cameras traced the random speckle pattern on the surface of the plate with a
Figure 3.16: Experimental setup for the full-field measurement.

Figure 3.17: Equipment employed for the full-field measurement.

2,000 Hz sampling frequency. Figure 3.18 shows the digital images taken by the two cameras. The two left and right pairs demonstrate the fields of views of the left and right cameras, respectively. The bottom two screens show the 99 sampling points on the specimen during the forced vibration of the specimen. The 95 points were placed on the plate while the other
Figure 3.18: DIC controller screens: digital images of the specimen taken by the two cameras (top pictures) and sampling points on the images (bottom pictures).

4 points traced the movement of the clamp to measure the displacement of the specimen relative to the base (i.e. the clamp) motion.

3.5.3 Experimental data: the DIC technique

The DIC technique was used to measure the buckled shape and to collect data from the dynamic experiments with three types of loading: dwelling at (a) 5 g-85 Hz, (b) 7 g-75 Hz, and (c) 4 g-180 Hz.

Static measurement of the buckled shape

The initially-flat plate was buckled and was clamped as shown in Figure 3.16b. The plate could not be buckled as shown in Figure 3.12 at AFRL. Alternatively, one edge of the plate was clamped first and then the plate was pressed down by a hand. While maintaining the pressure on the plate, the other edge was clamped to the frame. Figure 3.19 shows the
(a) Buckled shape of the specimen reconstructed by the static full-field measurement with 13,475 sampling points.

(b) Buckled shape of the specimen along the length.  
(c) Buckled shape of the specimen along the width.

Figure 3.19: Static full-field measurement of the buckled shape of the specimen.

buckled shape of the specimen reconstructed by the static full-field measurement with 13,475 sampling points before the specimen was subjected to harmonic load (at $t = 0$). It can be
observed from Figure 3.19b that the buckled shape was not symmetric along the length and was slightly biased to one side. In addition, Figure 3.19c shows that the buckled depth (i.e., transverse displacement) was not symmetric along the width. The buckled depth at the midspan varied from 1.3 to 2.1 mm. It is suspected that these phenomena occurred due to uneven pressure during clamping. This sloped buckled shape showed interesting behaviors including twisting deformation, which is further discussed in the following sections. Although this complexity made modeling more challenging, considering buckling is hardly expected to occur uniformly in reality, analyzing the experimental data and modeling results of this buckled specimen can be expected to provide more insights into the dynamic response of post-buckled plates.
Full-field measurement of the dynamic response

Since the DIC technique generates a large size of data as discussed earlier, the number of the sampling points used in the static measurement could not be maintained for the dynamic test. Instead, just 99 points were used to capture the dynamic response as shown in Figure 3.18; however, those points were enough to trace the dynamic deformation of the reconstructed initial shape. The sampling points are superimposed on the plate in Figure 3.20.

Figure 3.21 illustrates the full-field measurement at a snapshot of the dynamic response of the specimen subjected to 5 g-85 Hz harmonic loading. The displacement of the 95 sampling points was added to the corresponding points in the buckled shape and then the deformed shape was reconstructed as shown in Figure 3.21a. The entire deformed shape was reconstructed by interpolating the shape from the positions of the sampling points using MATLAB as shown in Figure 3.21b.
Figure 3.22: Transverse displacement of the midpoint (sampling point number 51 in Figure 3.20) $w_{\text{mid}}$ subjected to 5 g-85 Hz harmonic loading.

**DIC force-dwell 1: 5 g-85 Hz harmonic loading**

The sampling point number 51 in Figure 3.20 whose buckled depth was 1.39 mm was chosen as the (nominal) midpoint of the plate. Figure 3.22 shows the transverse displacement of the midpoint ($w_{\text{mid}}$) over a period of 8.74 seconds when the plate specimen was subjected to 5 g-85 Hz harmonic loading. In the figure, it is observed that the post-buckled plate demonstrated chaotic snap-through under the given loading amplitude and frequency. The midpoint recurrently oscillated around one of its stable equilibria and then snapped into the other stable equilibrium point in a chaotic manner. When it oscillated around a stable equilibrium point (i.e., a single-well response), the peak-to-peak response was approximately 0.8 mm; however, the peak-to-peak displacement of the frequent snap-through events was around 4.1 mm, a significant increase compared to the single-well response.

Figure 3.23 shows the state-space of the midpoint. The sampling frequency, 2,000 Hz, was too low to capture smooth curves in the state-space. Considering the state-space and
the transverse displacement in Figure 3.22, the separatrix\(^2\) of \(w_{\text{mid}}\) appears to be located (nominally) at between \(w_{\text{mid}} = -1.0\) and \(-0.5\) mm. Since the separatrix is higher-dimensional, the discussion on the separatrix in this section relates to \(w_{\text{mid}}\). As an approximation, it was also observed that the upper equilibrium point (\(w_{\text{mid}} \simeq 1.0\) mm) was closer to the neutral point (\(w_{\text{mid}} = 0\) mm) than was the lower equilibrium point (\(w_{\text{mid}} \simeq -2.0\) mm). The neutral point was located on the flat plane (\(w = 0\) mm) connecting the two fixed boundaries.

Figure 3.23: State-space of the midpoint subjected to 5 g-85 Hz harmonic loading.

Figure 3.24 demonstrates a part of the chaotic transverse response in Figure 3.22 over a period of 0.45 seconds and the snapshots of the corresponding interpolated deflected shapes of the plate specimen. At the peak (1), the plate in Figure 3.24b oscillated around the upper equilibrium point and the first mode dominated the response. When the plate approached the assumed separatrix (\(w_{\text{mid}} \simeq -0.5\) to \(-1.0\) mm) at (2), the dominance of the second mode was observed (Figure 3.24c). The plate could not snap into the lower equilibrium point at (2) and continued to oscillate around the upper equilibrium point. At (3) (Figure 3.24d), the

\(^2\)Following the description of Strogatz in [20], the basin boundary (a stable manifold) which separates the two basins of attraction shown in Figure 1.3b is traditionally called a separatrix. Thompson defined in [44] that in an \(n\)-dimensional state space, an invariant manifold of dimension \(n-1\) that separates regions of the state space is named a separatrix.
plate showed a larger displacement at the peak than the displacement at (1) and snapped into the lower equilibrium point to arrive at the other peak at (5) (Figure 3.24f). When the plate passed the assumed separatrix of $w_{\text{mid}}$ at (4) (Figure 3.24e), it was observed that the response amplitude was significantly smaller than the amplitude at (2) and that the plate looked almost flat. This is an interesting phenomenon since plates experience large amplitude compressive loads when they pass their neutral points ($w_{\text{mid}} = 0$) and thus the plates typically demonstrate the dominance of higher modes as shown at (2) and at (7) (Figure 3.24h) since these modes have lower potential energy. Thus, the deflected shape observed at (4) is abnormal and is not expected to frequently happen; however, when it occurs, the plate experiences a larger compressive load than the load at (2) and (7). At (6) (Figure 3.24g), the plate had a response amplitude slightly smaller than the response amplitude at (3). Although the plate moved into the immediate vicinity of the assumed separatrix at (7), it could not snap into the other equilibrium point and continued to oscillate the upper equilibrium point.

**DIC force-dwell 2: 7 g-75 Hz harmonic loading**

Figure 3.25 shows $w_{\text{mid}}$ over a period of 8.72 seconds when the plate specimen was subjected to 7 g-75 Hz harmonic loading. In the figure, it is observed that the post-buckled plate demonstrated nearly periodic snap-through. The midpoint continuously snapped between the two stable equilibria in a periodic manner. When the midpoint demonstrated a chaotic snap-through in Figure 3.22, the peak-to-peak displacement was approximately 4.1 mm; however, the peak-to-peak displacement during the periodic snap-through was around 5.2 mm. In addition to the increased peak-to-peak displacement, the nearly periodic snap-through case showed a significantly higher number of snap-through events than did the chaotic snap-through case in the same time window for a slightly lower frequency.

Figure 3.26 shows the state-space of the midpoint subjected to 7 g-75 Hz harmonic loading. Considering the plots of the state-space and of the transverse response in Figure
Figure 3.24: Chaotic dynamic response of the plate subjected to 5 g-85 Hz harmonic loading and snapshots of corresponding interpolated deflected shapes.

Figure 3.25, the separatrix of $w_{\text{mid}}$ appears to be located at the same point found from Figure 3.23, which is positioned at between $w_{\text{mid}} = -0.5$ and $-1.0$ mm. Since the midpoint traveled in a
periodic manner above the two basins of attraction of the two stable equilibria, the midpoint draws a hollow elliptical shape in the state-space as shown in Figure 3.26.

Figure 3.25: \( w_{\text{mid}} \) subjected to 7 g-75 Hz harmonic loading.

Figure 3.26: State-space of the midpoint subjected to 7 g-75 Hz harmonic loading.
DIC force-dwell 3: 4 g-180 Hz harmonic loading

Figure 3.27 shows $w_{\text{mid}}$ over a period of 1.16 seconds when the plate specimen was subjected to 4 g-180 Hz harmonic loading. In the figure, it is observed that the post-buckled plate demonstrated a single-well response under that loading. The midpoint settled down in the upper stable equilibrium and oscillated around the equilibrium point in a periodic manner. The peak-to-peak response was approximately 1.0 mm, which is considerably smaller than the chaotic and periodic snap-through cases.

Figure 3.28 shows the state-space of the midpoint. Considering the state-space and the transverse displacement in Figure 3.27, the upper stable equilibrium point of the midpoint appears to be located at around $w_{\text{mid}} = 1.0$ mm. Since the midpoint showed periodic single-well response and traveled inside one of the two basins of attraction, the midpoint draws a hollow ellipse in the state-space and does not cross the separatrix to move to the other basin as shown in Figure 3.26. It also exhibited asymmetric response, which is a characteristic of single-well response in bi-stable systems.

It was observed from the video taken during the force-dwell experiment and from the reconstructed full-field response of the plate under the aforementioned three types of harmonic
loading that twisting deformation concurred with the flexural vibration due to the sloped buckled shape along the depth.

3.5.4 Experimental data: the vibrometer

As shown in Figure 3.29a, one of the two vibrometer lasers traced the vibration of the plate while the other laser detected the movement of the bottom of the clamp (i.e., the base) to measure the displacement of the plate relative to the clamp. The vibrometer laser sampling point was aimed between DIC sampling points number 74 and 94 and is indicated as a red circle on Figure 3.29b. Since the vibrometer inherently does not provide full-field measurement, the force-dwell experimental data which were collected by using both the DIC cameras and the vibrometer at the same time were compared to verify the validity of the vibrometer measurement.

Methodology of vibrometer data analysis

In this section, the methodology of the vibrometer data analysis is explained by taking an example of the frequency-sweep experiment with 5 g forcing amplitude. The forcing frequencies against time were extracted from Figure 3.30 as shown in Figure 3.31a. Based
(a) One vibrometer sampling point (a red dot) on the AFRL plate. Another point (a red dot) on the bottom of the clamp. (b) vibrometer sampling point (red circle) between the DIC sampling points number 74 and 93.

Figure 3.29: Vibrometer sampling point on the specimen surface.

Figure 3.30: Harmonic forcing amplitude 5 g vs. time.

on the stepped plots (red lines), the upper and lower bounds (blue lines) were evaluated. Using these bounds, the plots were filtered as shown in Figure 3.31b.

Figure 3.32b illustrates the displacement obtained through cumulative trapezoidal numerical integration of the measured velocity seen in Figure 3.32a. In the displacement plot,
it was observed that the datum was continuously shifted due to a DC bias\(^3\) in the vibrometer during the measurement and thus the true datum could not be specified. Therefore, the displacement values indicated in Figure 3.32b are less dependable; however, the peak-to-peak displacement can be used as an important indication of occurrence of snap-through [3].

For a convenient visualization, the drift due to the DC bias was removed as shown in Figure 3.33 by continuously subtracting a windowed average of peak-to-peak displacements from the displacements within the window. According to the reconstructed buckled shape (Figure 3.19), the buckled depth of the vibrometer sampling point was 0.793 mm. In Figure 3.33, the buckled depth is demarcated as red dotted lines and the data points exceeding the buckled depth are colored as purple, which means that snap-through likely occurred at those points. Furthermore, the time data in the \(x\)-axis of Figure 3.32b was replaced by the frequency data obtained from the average frequency values marked on a blue solid line in Figure 3.31b for the intuitive analysis of the plot. However, when the snap-through

---

\(^3\)The presence of a DC current or voltage component in an AC system is called DC bias (or DC offset), which may cause a steady-state deviation from a sine wave (i.e., waveform distortion) [45]. Thus, DC bias means a non-zero mean value of waveform [46].
Figure 3.32: Measured velocity and integrated displacement of the frequency-sweep experiment (5 g).

Figure 3.33: Numerically integrated displacement shifted by removing the drift from Figure 3.32b. The buckled depth is demarcated as red dotted lines and the data points exceeding the buckled depth are colored as purple.

boundaries were marked on the harmonic forcing parameter space as shown in Figure 3.34, the actual stepped frequency values were used in lieu of the continuously increasing average frequencies. The other frequency-sweep experimental data collected by the vibrometer are
3.5.5 Experimental data: comparison of the force-dwell data between the DIC technique and the vibrometer

Figure 3.35 illustrates the numerically integrated displacement of the vibrometer sampling point (named *the vib-point*) measured by the vibrometer (*w*<sub>vibro</sub>) when the plate was subjected to 5 g-85 Hz harmonic forcing over a period of 60 seconds. The displacement continued out of the plot range at time = 25.5 seconds, which indicates that there were occasions where the displacement of the plate exceeded the measuring range of the vibrometer.

While measuring the dynamic response shown in Figure 3.35 with the vibrometer, the DIC cameras were triggered at time = 0.728 seconds and measured the same response over a period of 8.74 seconds. In case one of the DIC sampling points coincides with the vib-point, the DIC cameras would fail to track the point since interpretation of the speckle pattern around the point would be interrupted by the vibrometer laser aimed at the point. Thus,
Figure 3.35: Displacement of the vib-point measured by the vibrometer \( (w_{\text{vibro}}) \) when the plate was subjected to 5 g-85 Hz harmonic forcing. The red dotted lines indicate the buckled depth of the vib-point.

the vib-point was located between the DIC sampling points number 74 and 93 and then the DIC measurement of the vib-point \( (w_{\text{DIC}}) \) was interpolated using the displacements of those DIC sampling points. The responses observed by both the vibrometer and the DIC cameras at the same time are compared in Figure 3.36. For comparison purposes, time = 0.728 seconds of the vibrometer measurement shown in Figure 3.35 was set as time = 0 second of Figure 3.36.

It is clearly noticeable that the two plots in Figure 3.36 demonstrate the same trend. To be specific, when \( w_{\text{vibro}} \) exceeded the red dotted line (i.e., the buckled depth of the vib-point) in the top figure, \( w_{\text{DIC}} \) showed snap-through in the bottom plot. In addition, as shown on the three sections marked by red dotted arrows, the single-well responses also match well. Furthermore, the peak-to-peak displacement of the two plots are almost identical (3.0 mm).

The other two cases shown in Figures 3.37 and 3.38 also exhibit the coincident trends (nearly periodic and single-well, respectively) and identical peak-to-peak displacements (4.0 and 1.0 mm, respectively). Therefore, both data sets were deemed to be precisely synchronized and the numerically integrated displacement of the vibrometer data shifted by
Figure 3.36: Comparison between the data of 5 g-85 Hz harmonic forcing collected by the vibrometer ($w_{vibro}$) and by the DIC cameras ($w_{DIC}$) simultaneously. The red dotted lines in the top figure indicate the buckled depth of the vib-point.

removing the drift was validated.

### 3.6 Summary

In this chapter, the material properties of the specimen were predicted and verified through the tests. In addition, the full-field measurement of the buckled shape of the AFRL plate
(a) Measurement of the vibrometer, $w_{\text{vibro}}$. The red dotted lines indicate the buckled depth of the vib-point.

(b) Measurement of the DIC cameras, $w_{\text{DIC}}$.

Figure 3.37: Comparison between the data of 7 g-75 Hz harmonic forcing collected by the vibrometer and by the DIC cameras simultaneously.

was collected by the DIC cameras. This information was used for modeling described in Chapter 4.

The vibrometer data were compared with the corresponding full-field DIC data for verification purposes. The exploratory investigation of the snap-through boundaries of the post-buckled UW plate illustrated the important characteristics of the snap-through bound-
(a) Measurement of the vibrometer, \( w_{\text{vibro}} \). The red dotted lines indicate the buckled depth of the vib-point.

(b) Measurement of the DIC cameras, \( w_{\text{DIC}} \).

Figure 3.38: Comparison between the data of 4 g-180 Hz harmonic forcing collected by the vibrometer and by the DIC cameras simultaneously.

aries. To identify the snap-through boundaries of the AFRL plate, the vibrometer data of frequency-sweep tests are presented in Chapter 5.
Chapter 4

MODELING OF SNAP-THROUGH OF POST-BUCKLED THIN LAMINATED COMPOSITE PLATES

4.1 Introduction

In this chapter, the nonlinear FEM developed in Equations (2.70) to (2.92) is solved for the static and dynamic analyses of the post-buckled specimens used for the experiments introduced in the previous chapter. Since CLPT is based on Kirchhoff plate theory, the $C^1$ continuity of the transverse degrees of freedom $\Delta_j^c$ in Equation (2.69) needs to be satisfied. Thus, high-precision cubic Hermite elements were used to develop the FEM.

For the static analysis, an arc-length method and a branch-switching technique were applied to the FEM to find the equilibrium paths of post-buckled plates. In addition, for the dynamic analysis, the Newmark-beta method was applied to the FEM in conjunction with the Newton-Raphson method to find solutions within each time step.

Both conforming and nonconforming elements (i.e., rectangular and quadrilateral elements, respectively) were investigated in this work. The characteristics of those elements are described in the following sections. The static and dynamic analyses using conforming elements were an exploratory investigation since these elements inherently cannot capture the irregularly-buckled shape of the AFRL plate and the material properties used for those analyses are not identical with the material properties evaluated in Chapter 2. The dynamic analysis based on nonconforming elements used the same material properties as described in Chapter 2 and was compared to the dynamic response of the post-buckled AFRL plate. The
analysis types and associated models described in this chapter are outlined in Table 4.1.

4.2 High-precision cubic Hermite elements

There are two kinds of plate bending elements to satisfy the $C^1$ continuity of the transverse degrees of freedom $\{\Delta^e_i\}$ in Equation (2.69): (a) conforming elements, and (b) nonconforming elements [25]. In this section, the high-precision cubic Hermite elements for both conforming and nonconforming elements are introduced using the description of Dhatt in [36].

4.2.1 Conforming elements: rectangular four-node element with $C^1$ continuity

The conforming rectangular element with four nodes was developed by Bogner, et al. [47] and is illustrated in Figure 4.1. The nodal degrees of freedom of this type of an element are $u_i^e$, $v_i^e$, and $\{\Delta_i^e\}$ for $i = 1, 2, 3, 4$. The in-plane degrees of freedom $(u_i^e, v_i^e)$ are not affected by transformation between real and reference elements while the transverse degrees of freedom of a real element $(\{\Delta_i^e\})$ are transformed into the transverse degrees of freedom of a reference element $(\{\Delta_i^e\}_\xi)$ and vice versa. The nodal variables $\{\Delta_i^e\}$ and $\{\Delta_i^e\}_\xi$ are defined in Figure 4.1.

<table>
<thead>
<tr>
<th>Analysis type</th>
<th>Element</th>
<th>Purpose</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>Conforming</td>
<td>Exploratory investigation</td>
<td>Arc-length, branch-switching,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Newton-Raphson</td>
</tr>
<tr>
<td>Dynamic</td>
<td>Conforming</td>
<td>Exploratory investigation</td>
<td>Newmark-beta, Newton-Raphson</td>
</tr>
<tr>
<td>Dynamic</td>
<td>Nonconforming</td>
<td>Comparison with the AFRL</td>
<td>Newmark-beta, Newton-Raphson</td>
</tr>
<tr>
<td></td>
<td></td>
<td>experimental data</td>
<td></td>
</tr>
</tbody>
</table>
Conforming elements satisfy the interelement continuity of these nodal variables [25]. For $u_0$, $v_0$, and $w_0$ in Equation (2.69), linear Lagrange interpolation functions were used for $\psi^e_j$ in $u_0$ and $v_0$ while cubic Hermite interpolation functions were used for $\varphi^e_j$ in $w_0$. Hermite interpolation functions for conforming elements are described in Table 4.2 and Equation (4.1). Equation (4.1) also applies to $N_i(\eta)$ by substituting $\xi$ with $\eta$. Hermite interpolation functions $w_1$ and $(\partial w/\partial \xi)_1$ are visualized in Figure 4.2.

$$N_1(\xi) = \frac{1}{4}(1 - \xi)^2(2 + \xi),$$

$$N_2(\xi) = \frac{1}{4}(1 - \xi^2)(1 - \xi),$$

$$N_3(\xi) = \frac{1}{4}(1 + \xi)^2(2 - \xi),$$

$$N_4(\xi) = \frac{1}{4}(-1 + \xi^2)(1 + \xi).$$

The transformation between $\{\Delta^e_i\}$ and $\{\Delta^e_i\}_\xi$ is described in Equation (4.2).

$$\{\Delta^e_i\}_\xi = [T_i] \{\Delta^e_i\},$$

(a) Real element and transverse nodal variables $\{\Delta^e_i\}$. 
(b) Reference element and transverse nodal variables $\{\Delta^e_i\}_\xi$.

Figure 4.1: Conforming elements and transverse nodal variables.
in which

\[
[T_i] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{a}{2} & 0 & 0 \\
0 & 0 & \frac{b}{2} & 0 \\
0 & 0 & 0 & \frac{ab}{4}
\end{bmatrix}.
\] (4.3)

In case an FEM is solved in the isoparametric space, the nodal variables \(\{\Delta_i^e\}\) in Figure 4.1 should be the final variables obtained from the model [36]. The transformation of transverse nodal variables should be considered as a separate process from the transformation between

<table>
<thead>
<tr>
<th>(w_i)</th>
<th>(\left(\frac{\partial w}{\partial \xi}\right)_i)</th>
<th>(\left(\frac{\partial w}{\partial \eta}\right)_i)</th>
<th>(\left(\frac{\partial^2 w}{\partial \xi \partial \eta}\right)_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node 1</td>
<td>(N_1(\xi) \cdot N_1(\eta))</td>
<td>(N_2(\xi) \cdot N_1(\eta))</td>
<td>(N_1(\xi) \cdot N_2(\eta))</td>
</tr>
<tr>
<td>Node 2</td>
<td>(N_3(\xi) \cdot N_1(\eta))</td>
<td>(N_4(\xi) \cdot N_1(\eta))</td>
<td>(N_3(\xi) \cdot N_2(\eta))</td>
</tr>
<tr>
<td>Node 3</td>
<td>(N_3(\xi) \cdot N_3(\eta))</td>
<td>(N_4(\xi) \cdot N_3(\eta))</td>
<td>(N_3(\xi) \cdot N_4(\eta))</td>
</tr>
<tr>
<td>Node 4</td>
<td>(N_1(\xi) \cdot N_3(\eta))</td>
<td>(N_2(\xi) \cdot N_3(\eta))</td>
<td>(N_1(\xi) \cdot N_4(\eta))</td>
</tr>
</tbody>
</table>

Figure 4.2: Visualization of Hermite interpolation functions at node 1 \(((\xi, \eta) = (-1, -1))\).
$w_0(x, y)$ and $w_0(\xi, \eta)$ and between corresponding spatial derivatives. In case of using the Newton-Raphson method to solve a nonlinear FEM within each time step, nodal variables obtained from the previous step affect the stiffness matrix of the current step. Therefore, if the transformation process is omitted, the stiffness matrix can be incorrect.

4.2.2 Nonconforming element: quadrilateral four-node element with semi-$C^1$ continuity

The nonconforming quadrilateral element with four nodes was developed by Melosh in [48], and Zienkiewicz and Cheung in [49] and is illustrated in Figure 4.3. Same as the characteristics of conforming elements, the transverse degrees of freedom of a real nonconforming element ($\{\Delta^e_i\}$) are transformed into the transverse degrees of freedom of a reference element ($\{\Delta^\xi_i\}$) and vice versa; however, $\left(\frac{\partial^2 w}{\partial x \partial y}\right)_i$ and $\left(\frac{\partial^2 w}{\partial \xi \partial \eta}\right)_i$ of nonconforming elements are omitted from $\{\Delta^e_i\}$ and $\{\Delta^\xi_i\}$ respectively as defined in Figure 4.3.

Since $\frac{\partial w}{\partial \xi}_i$ and $\frac{\partial w}{\partial \eta}_i$ are continuous at each node, nonconforming elements satisfy the interelement continuity of $w_i$ and $\frac{\partial w}{\partial n}_i$, however, the continuity of $\frac{\partial w}{\partial s}_i$ is not satisfied. The directions $n$ and $s$ are defined in Figure 2.3. The Hermite interpolation functions for a nonconforming element are described in Table 4.3 and Equation 4.4.
Table 4.3: Hermite interpolation functions for nonconforming elements

<table>
<thead>
<tr>
<th></th>
<th>( w_i )</th>
<th>( \partial w_i / \partial x )</th>
<th>( \partial w_i / \partial y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node 1</td>
<td>( \frac{1}{8}(\alpha - \xi - \eta) )</td>
<td>( \frac{1}{8}a(1 - \xi^2) )</td>
<td>( \frac{1}{8}a(1 - \eta^2) )</td>
</tr>
<tr>
<td>Node 2</td>
<td>( \frac{1}{8}b(\alpha + \xi - \eta) )</td>
<td>( -\frac{1}{8}b(1 - \xi^2) )</td>
<td>( \frac{1}{8}b(1 - \eta^2) )</td>
</tr>
<tr>
<td>Node 3</td>
<td>( \frac{1}{8}c(\alpha + \xi + \eta) )</td>
<td>( -\frac{1}{8}c(1 - \xi^2) )</td>
<td>( -\frac{1}{8}c(1 - \eta^2) )</td>
</tr>
<tr>
<td>Node 4</td>
<td>( \frac{1}{8}d(\alpha - \xi + \eta) )</td>
<td>( \frac{1}{8}d(1 - \xi^2) )</td>
<td>( -\frac{1}{8}d(1 - \eta^2) )</td>
</tr>
</tbody>
</table>

\[ a = (1 - \xi)(1 - \eta), \]
\[ b = (1 + \xi)(1 - \eta), \]
\[ c = (1 + \xi)(1 + \eta), \]
\[ d = (1 - \xi)(1 + \eta), \]
\[ \alpha = 2 - \xi^2 - \eta^2. \]  \hspace{1cm} (4.4)

The transformation between \( \{ \Delta^e_i \} \) and \( \{ \Delta^e_i \}_\xi \) for nonconforming elements is described in Equation (4.5).

\[ \{ \Delta^e_i \}_\xi = \left[ T_i \right] \{ \Delta^e_i \}, \] \hspace{1cm} (4.5)

in which

\[ \left[ T_i \right] = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & [J(\xi_i)] \end{bmatrix} \] \hspace{1cm} (4.6)

in which \([J(\xi_i)]\) is defined in Equation (2.93).

The advantage of using nonconforming elements is that these elements can be applied to
any quadrilateral real elements while the application of conforming elements is confined to only rectangular real elements because obtaining a transformation matrix shown in Equation (4.3) is complicated for non-rectangular shapes.

4.3 Solution methods for the nonlinear static analysis of post-buckled plates

4.3.1 Method 1: Arc-length method

To investigate the equilibrium paths of post-buckled plates, an arc-length method was used. Various arc-length methods [50, 51, 52, 53, 54, 55] were tried to compare their performance. In this work, the linearized arc-length method of Schweizerhof and Wriggers in [56] was selected since the method is simple but yields a good performance. In this section, the linearized arc-length method is presented by following the Crisfield’s description in [57].

An equilibrium equation can be expressed as

\[ g(p, \lambda) = q_i(p) - \lambda q_{ef} = 0, \]

in which \( q_i \) are internal forces, \( p \) represents displacements, \( q_{ef} \) is a fixed external loading vector, and the scalar \( \lambda \) is a load-level parameter.

An arc-length is defined by

\[ s = \int ds, \]

\[ ds = \sqrt{dp^T dp + d\lambda^2 \psi^2 q_{ef}^T q_{ef}}, \]

in which \( \psi \) is the scaling parameter. The differential form in Equation (4.9) can be replaced with the incremental form in Equation (4.10).

\[ a = (\Delta p^T \Delta p + \Delta \lambda^2 \psi^2 q_{ef}^T q_{ef}) - \Delta l^2 = 0, \]
in which the radius $\Delta l$ is an approximation to the incremental arc length.

The Newton-Raphson method can be described as a truncated Taylor series using Equations (4.7) and (4.10):

$$g_n = g_0 + \frac{\partial g}{\partial p} \delta p + \frac{\partial g}{\partial \lambda} \delta \lambda = g_0 + K_t \delta p - q_{ef} \delta \lambda = 0,$$

(4.11)

$$a_n = a_0 + 2\Delta p^T \delta p + 2\Delta \lambda \delta \lambda \psi^2 q_{ef}^T q_{ef} = 0,$$

(4.12)

in which the subscripts $n$ and $o$ denote new and old, respectively. Using Equation (4.12),

$$-a_0/2 = \Delta p^T \delta p + \delta \lambda (\Delta \lambda \psi^2 q_{ef}^T q_{ef}),$$

(4.13)

in which $a_0$ is the old value of the arc-length mismatch. Using Equation (4.11),

$$\delta p = -K_t^{-1} g_0 + \delta \lambda K_t^{-1} q_{ef} = \delta \bar{p} + \delta \lambda \delta p_t,$$

(4.14)

in which $K_t$ is a tangent stiffness matrix. Substituting $\delta p$ in Equation (4.14) with $\delta p$ in Equation (4.12), the corrector of the linearized arc-length method was obtained as shown in Equation (4.15).

$$\delta \lambda (\Delta p_0, \Delta \lambda_0) = \frac{-a_0/2 - \Delta p^T \delta p}{\Delta p_0^T \delta p_t + \Delta \lambda_0 \psi^2 q_{ef}^T q_{ef}}.$$  

(4.15)

This corrector was used with a forward-Euler tangential predictor shown in Equation (4.16).

$$\Delta p_p = \Delta \lambda_p K_{t0}^{-1} q_{ef} = \Delta \lambda_p \delta p_t,$$

(4.16)

in which $K_{t0}$ is the tangent stiffness matrix at the beginning of the increment. Substituting
Equation (4.16) into Equation (4.10) with $\psi = 0$,

$$
\delta \lambda_p = \pm \frac{\Delta l}{\sqrt{\delta p_t^T \delta p_t}}. \quad (4.17)
$$

4.3.2 Method 2: Singular points and branch switching

Identifying singular points and switching branches at these singular points are required to follow the equilibrium paths of post-buckled plates. The semi-direct approach for computation of singular points which Shi and Crisfield introduced in [58] was employed in this work.

In this method, the signs of current stiffness parameters and test functions are used to identify singular points, which is called the bracketing process. The current stiffness parameter $C_s$ is defined as

$$
k = \frac{\Delta q^T \Delta p}{\Delta p^T \Delta p} = \frac{q_{e}^T \delta p_t}{\delta p_t^T \delta p_t},
$$

$$
C_s = \frac{k}{k_0}, \quad (4.18)
$$

in which $k$ is estimated at the current step while $k_0$ is the initial value. The test function $\tau$ can be chosen from one of the following:

- $\tau = \det(K_t)$,
- $\tau = \text{min. pivot from } K_t$,
- $\tau = \text{product of min. pivot and max. pivot from } K_t$,
- $\tau = \text{min. eigenvalue of } K_t$.

In this work, the minimum eigenvalue of $K_t$ was chosen as the test function. When both signs of $C_s$ and $\tau$ change, it is likely that a limit point has been passed. In case only $\tau$ switches its
sign with no change in the sign of $C_s$, it is likely that a bifurcation point has been passed. The successful bracketing process largely depends on how accurately the first point for the process was found. Thus, in case a relatively large radius of arc-length is applied, there is a high possibility of encountering the first point away from the real singular point.

After identifying the singular points, the simple branch-switching technique that Crisfield described in [59] was employed at bifurcation points. Using this method, the predictor ($\Delta \mathbf{p}_p$) at these points is defined in Equation (4.19).

$$\Delta \mathbf{p}_p = \Delta l \mathbf{z}, \quad \Delta \lambda_p = 0$$ (4.19)

in which $\mathbf{z}$ is the lowest eigenmode corresponding to the lowest eigenvalue of $\mathbf{K}_t$ evaluated at bifurcation points.

### 4.4 Nonlinear static analysis of post-buckled plates: conforming elements

In this section, the nonlinear FEM (Equations (2.70) to (2.92)) was solved using conforming elements to characterize the equilibrium paths of post-buckled plates. As discussed earlier, this analysis is exploratory because

- conforming elements employed in this analysis cannot model the nonuniform buckled depth observed from the reconstructed buckled shape of the AFRL plate, and

- the geometrical and material properties of the specimen used in this analysis are not identical to the ones of the AFRL plate (Table 3.4).

The specimen used in this exploratory analysis was named the modeling plate. The geometrical and material properties of the modeling plate and of the AFRL plate are compared in Table 4.4.
Table 4.4: Comparison between the modeling plate and the AFRL plate

<table>
<thead>
<tr>
<th>Property</th>
<th>Modeling plate</th>
<th>AFRL plate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a (mm)</td>
<td>228.6</td>
<td>228.6</td>
</tr>
<tr>
<td>b (mm)</td>
<td>127</td>
<td>127</td>
</tr>
<tr>
<td>h (mm)</td>
<td>0.63</td>
<td>0.72</td>
</tr>
<tr>
<td>Material</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_{xx}$ (GPa)</td>
<td>72.8</td>
<td>75.9</td>
</tr>
<tr>
<td>$E_{yy}$ (GPa)</td>
<td>72.8</td>
<td>75.9</td>
</tr>
<tr>
<td>$G_{xy}$ (GPa)</td>
<td>5.2</td>
<td>3.96</td>
</tr>
<tr>
<td>$\nu_{xy}$</td>
<td>0.3</td>
<td>0.037</td>
</tr>
</tbody>
</table>

4.4.1 Static analysis 1: axial buckling equilibrium path of the initially-flat modeling plate

For the nonlinear static analysis of post-buckled plates, the nonlinear FEM developed in Chapter 2 was simulated using MATLAB with the Hermite interpolation functions for conforming elements described in Table 4.2 and in Equation (4.1). Since conforming elements were employed, the modeling plate was meshed using rectangular elements. The mesh consisted of 231 nodes and 200 elements as shown in Figure 4.4.

The static equilibrium path of the initially-flat modeling plate was analyzed by applying axial loading distributed along the edge of the plate, which corresponds to the nodes number 221 to 231 shown in Figure 4.4. To maintain a straight fixed boundary condition along the edge while the loading was applied, a constraint that the displacements of the nodes along the edge in the length direction (i.e., x-axis direction) were identical was set. The equilibrium path is illustrated in Figure 4.5. In the equilibrium path, the loading parameter $\lambda = 1$ corresponds to the axial load for the first buckling mode, 695.5 N/m. It was observed that the plate buckled slightly above $\lambda = 1$ due to the constraint.
Figure 4.4: FEM mesh for the modeling plate with 231 nodes and 200 rectangular elements.

Figure 4.5: Equilibrium path of the initially-flat modeling plate under distributed axial loading. $\lambda = 1$ corresponds to the axial load for the first buckling mode, 695.5 N/m.
4.4.2 Static analysis 2: snap-through equilibrium path of the post-buckled modeling plate

As observed in Figure 3.19, the buckled depth of the AFRL plate along the middle of the length varied from 1.3 to 2.1 mm. Considering the variance of the buckled depth, two different cases were analyzed: two plates with 1 mm- and 2 mm-buckled at the midpoint, respectively. The post-buckled plates were generated using the data obtained from the plot illustrated in Figure 4.5. To find equilibrium paths of the two plates, a point load was applied to the midpoint in the direction of the positive \( z \)-axis. The equilibrium paths were analyzed using the linearized arc-length method, the semi-direct approach for the computation of singular points, and the simple branch-switching technique. The static analysis results of the two cases are illustrated in Figures 4.6 and 4.7, and are summarized in Table 4.5. In those plots, \( w_{\text{mid}} \) is the transverse displacement of the midpoint of the plate, which corresponds to the node number 116 illustrated in Figure 4.1, and \( P \) is a concentrated load applied to the midpoint. The 3-D equilibrium paths shown in Figures 4.6d and 4.7d were created by adding an additional axis \( w_{1/4} - w_{3/4} \) to the 2-D equilibrium paths shown in Figures 4.6a and 4.7a. The additional axis shows the difference between the transverse displacements of the one-quarter point (\( w_{1/4} \)) along the length (the node number 61) and the three-quarter point (\( w_{3/4} \)) along the length (the node number 171), and indicates the level of asymmetry of deflected shapes.

Figure 4.6 demonstrates the equilibrium path and snapshots of corresponding deflected shapes of the 1 mm-buckled plate case. As shown in Figure 4.6b, the buckled shape at (1) had \( w_{\text{mid}} = -1.0024 \) mm. As \( P \) increased, \( w_{\text{mid}} \) followed its stable primary equilibrium path with increase in both \( w_{\text{mid}} \) and \( P \). When \( w_{\text{mid}} \) passed the point (2), both \( C_s \) and \( \tau \) changed their signs and thus it was observed that \( w_{\text{mid}} \) passed its first limit point at (2). Passing through the limit point, \( w_{\text{mid}} \) shifted to its unstable primary equilibrium path and \( P \) dropped following that path while \( w_{\text{mid}} \) increased. When \( w_{\text{mid}} \) passed the point (3), \( \tau \) changed its sign while \( C_s \) maintained its sign. Thus, it was assumed that \( w_{\text{mid}} \) passed its first bifurcation point at (3) and the bracketing and branch-switching processes were initiated and consequently,
Figure 4.6: Equilibrium path and snapshots of corresponding deflected shapes of the post-buckled modeling plate (1 mm).

\( w_{\text{mid}} \) was switched to its unstable secondary path. As observed from the increase in the asymmetry level between the points (3) and (4) shown in Figure 4.6d, the influence of the second mode increased as \( w_{\text{mid}} \) moved toward the neutral point (4) (i.e., \( w_{\text{mid}}=0 \)), where the asymmetry level reached its maximum value and the second mode dominated the response as shown in Figure 4.6f. After passing the neutral point, the asymmetry level decreased until the level reached zero at the second bifurcation point (5), where \( w_{\text{mid}} \) returned to its unstable primary path. Passing through its second limit point (6), \( w_{\text{mid}} \) reverted to its stable primary path and continued following the path. In this case, it was observed that the first bifurcation occurred after \( w_{\text{mid}} \) passed its first limit point. This phenomenon typically happens for arches.
Table 4.5: Limit and bifurcation points of 1 mm- and 2 mm-buckled plates

<table>
<thead>
<tr>
<th>Point</th>
<th>Values</th>
<th>1 mm-buckled</th>
<th>2 mm-buckled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>$w_{mid}$ (mm)</td>
<td>-1.0024</td>
<td>-2.0023</td>
</tr>
<tr>
<td></td>
<td>$P$ (N)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>First limit</td>
<td>$w_{mid}$ (mm)</td>
<td>-0.5269</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>$P$ (N)</td>
<td>0.9355</td>
<td>N/A</td>
</tr>
<tr>
<td>First bifurcation</td>
<td>$w_{mid}$ (mm)</td>
<td>-0.04234</td>
<td>-1.4654</td>
</tr>
<tr>
<td></td>
<td>$P$ (N)</td>
<td>0.1195</td>
<td>4.5183</td>
</tr>
<tr>
<td>Neutral</td>
<td>$w_{mid}$ (mm)</td>
<td>0.0005</td>
<td>0.0160</td>
</tr>
<tr>
<td></td>
<td>$w_{1/4} - w_{3/4}$ (mm)</td>
<td>0.0445</td>
<td>1.4944</td>
</tr>
<tr>
<td></td>
<td>$P$ (N)</td>
<td>-0.0025</td>
<td>-0.0421</td>
</tr>
<tr>
<td>Second bifurcation</td>
<td>$w_{mid}$ (mm)</td>
<td>0.04235</td>
<td>1.4654</td>
</tr>
<tr>
<td></td>
<td>$P$ (N)</td>
<td>-0.1215</td>
<td>-4.5203</td>
</tr>
<tr>
<td>Second limit</td>
<td>$w_{mid}$ (mm)</td>
<td>0.5269</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>$P$ (N)</td>
<td>-0.9375</td>
<td>N/A</td>
</tr>
</tbody>
</table>

where $w_{mid}$ is the transverse displacement of the midpoint of the plate (the node number 116) and $P$ is a concentrated load applied to the midpoint.

of intermediate rise.

Figure 4.7 illustrates the equilibrium path and snapshots of corresponding deflected shapes of the 2 mm-buckled plate case. As shown in Figure 4.7b, the buckled shape at (1) had $w_{mid} = -2.0023$ mm. Same as the previous case, as $P$ increased, $w_{mid}$ followed its stable primary equilibrium path with increase in both $w_{mid}$ and $P$. When $w_{mid}$ passed the point (2), $\tau$ changed its sign while $C_s$ maintained its sign. Thus, it was observed that $w_{mid}$ passed its first bifurcation point at (2) and the bracketing and branch-switching processes were initiated and consequently, $w_{mid}$ was switched to its unstable secondary path. In contrast to the 1 mm-buckled plate case (i.e., an arch of intermediate rise), the 2 mm-buckled plate (i.e., a deep arch) bifurcated before $w_{mid}$ passed its first limit point. Passing through the bifurcation point, $w_{mid}$ shifted to its unstable secondary path and while $P$ decreased
following that path, both $w_{\text{mid}}$ and the asymmetry level (i.e., the influence of the second mode) increased. At the neutral point (3), the asymmetry level reached its maximum value and the second mode evidently dominated the response as shown in Figure 4.6e. As shown in Table 4.5, the 2 mm-buckled plate case exhibited significantly higher level of asymmetry and of axial loading at the neutral point than did the 1 mm-buckled plate case. After passing the neutral point, the asymmetry level decreased until the level reached zero at the second bifurcation point (4), where $w_{\text{mid}}$ returned to its stable primary path and continued following the path.
4.5 **Solution method for the nonlinear dynamic analysis of post-buckled plates**

For time integration procedure, the Newmark-beta method [60] was applied to the nonlinear FEM shown in Equations (2.70) to (2.92), in which damping effects were not considered. Damping effects will be investigated in future works. In addition, the Newton-Raphson method was employed to solve nonlinear equations within each time step.

In this section, the Newmark-beta method is presented based on the works of Paultre and Chopra in [61] and [62], respectively. Using the $s$th-degree Taylor polynomial of $f$ at $t_n$, the state of a dynamic system at a given time $t_{n+1} = t_n + \Delta t$ is given by

$$ f(t_n + \Delta t) = f(t_n) + \Delta t f'(t_n) + \frac{\Delta^2}{2} f''(t_n) + \ldots + \frac{\Delta t^s}{s!} f^{(s)}(t_n) + R_s(t), \quad (4.20) $$

in which $R_s(t)$ is the integral form of the remainder of the Taylor series [63] and is given by

$$ R_s(t) = \frac{1}{s!} \int_{t_n}^{t_n+\Delta t} (t_n + \Delta t - \tau)^s f^{(s+1)}(\tau) d\tau. \quad (4.21) $$

The velocity and displacement at time $t_{n+1}$ can be represented using zeroth- and first-degree Taylor polynomials, respectively.

$$ \{ \dot{u} \}_{n+1} = \{ \dot{u} \}_n + \int_{t_n}^{t_n+\Delta t} \{ \ddot{u}(\tau) \} d\tau, \quad (4.22) $$

$$ \{ u \}_{n+1} = \{ u \}_n + \Delta t \{ \dot{u} \}_n + \int_{t_n}^{t_n+\Delta t} (t_{n+1} - \tau) \{ \ddot{u}(\tau) \} d\tau, \quad (4.23) $$

in which $\{ \dot{u} \}_{n+1} = \{ \dot{u}(t_{n+1}) \}$ and $\{ u \}_{n+1} = \{ u(t_{n+1}) \}$. In order to find the expression of $\{ \ddot{u}(\tau) \}$ in the remainder, finding the Taylor series of $\{ \ddot{u}(\tau) \}$ at $t_n$ and $t_{n+1}$,

$$ \{ \ddot{u}(t_n) \} = \{ \ddot{u}(\tau) \} + (t_n - \tau) \{ u^{(3)}(\tau) \} + \frac{(t_n - \tau)^2}{2!} \{ u^{(4)}(\tau) \} + \ldots, \quad (4.24) $$

$$ \{ \ddot{u}(t_{n+1}) \} = \{ \ddot{u}(\tau) \} + (t_{n+1} - \tau) \{ u^{(3)}(\tau) \} + \frac{(t_{n+1} - \tau)^2}{2!} \{ u^{(4)}(\tau) \} + \ldots \quad (4.25) $$
Multiplying Equations (4.24) and (4.25) by \((1 - \gamma)\) and \(\gamma\), respectively and summing those equations yields

\[
\{\ddot{u}(\tau)\} = (1 - \gamma)\{\ddot{u}\}_n + \gamma\{\ddot{u}\}_{n+1} + (\tau - t_n - \gamma \Delta t)\{u^{(3)}(\tau)\} + O\left(\Delta t^2\{u^{(4)}(\tau)\}\right). \tag{4.26}
\]

In the same way, multiplying Equations (4.24) and (4.25) by \((1 - 2\beta)\) and \(2\beta\), respectively and summing those equations yields

\[
\{\ddot{u}(\tau)\} = (1 - 2\beta)\{\ddot{u}\}_n + 2\beta\{\ddot{u}\}_{n+1} + (\tau - t_n - 2\beta \Delta t)\{u^{(3)}(\tau)\} + O\left(\Delta t^2\{u^{(4)}(\tau)\}\right). \tag{4.27}
\]

Substituting Equation (4.26) into the integral term in Equation (4.22) and applying the generalized first mean value theorem for integrals [64] to the third and subsequent terms,

\[
\int_{t_n}^{t_{n+1}} \{\ddot{u}(\tau)\} d\tau = \int_{t_n}^{t_{n+1}} \left[ (1 - \gamma)\{\ddot{u}\}_n + \gamma\{\ddot{u}\}_{n+1} + (\tau - t_n - \gamma \Delta t)\{u^{(3)}(\tau)\} + O\left(\Delta t^2\{u^{(4)}(\tau)\}\right) \right] d\tau
\]

\[
= (1 - \gamma)\Delta t\{\ddot{u}\}_n + \gamma\Delta t\{\ddot{u}\}_{n+1} + \{u^{(3)}(\tilde{\tau})\} \int_{t_n}^{t_{n+1}} [(\tau - t_n - \gamma \Delta t)] d\tau
\]

\[
+ \left[ O\left(\Delta t^2\{u^{(4)}(\tilde{\tau})\}\right) \right] d\tilde{\tau}
\]

\[
= (1 - \gamma)\Delta t\{\ddot{u}\}_n + \gamma\Delta t\{\ddot{u}\}_{n+1} + \left(\frac{1}{2} - \gamma\right)\Delta t^2\{u^{(3)}(\tilde{\tau})\}
\]

\[
+ O\left(\Delta t^3\{u^{(4)}(\tilde{\tau})\}\right), \quad t_n < \tilde{\tau} < t_{n+1}. \tag{4.28}
\]

Following the same procedure by substituting Equation (4.27) into the integral term in Equation (4.23),

\[
\int_{t_n}^{t_{n+1}} (t_{n+1} - \tau)\{\ddot{u}(\tau)\} d\tau = (\frac{1}{2} - \beta)\Delta t^2\{\ddot{u}\}_n + \beta\Delta t^2\{\ddot{u}\}_{n+1} + \left(\frac{1}{6} - \beta\right)\Delta t^3\{u^{(3)}(\tilde{\tau})\}
\]

\[
+ O\left(\Delta t^4\{u^{(4)}(\tilde{\tau})\}\right), \quad t_n < \tilde{\tau} < t_{n+1}. \tag{4.29}
\]
Substituting Equations (4.28) and (4.29) into Equations (4.22) and (4.23),

\[
\{\dot{u}\}_{n+1} = \{\dot{u}\}_n + (1 - \gamma)\Delta t\{\ddot{u}\}_n + \gamma\Delta t\{\dddot{u}\}_{n+1} + \left(\frac{1}{2} - \gamma\right)\Delta t^2\{u^{(3)}(\tilde{\tau})\} \\
+ O\left(\Delta t^3\{u^{(4)}(\tilde{\tau})\}\right), \quad t_n < \tilde{\tau} < t_{n+1}, \tag{4.30}
\]

\[
\{u\}_{n+1} = \{u\}_n + \Delta t\{\dot{u}\}_n + \left(\frac{1}{2} - \beta\right)\Delta t^2\{\ddot{u}\}_n + \beta\Delta t^2\{\dddot{u}\}_{n+1} \\
+ \left(\frac{1}{6} - \beta\right)\Delta t^3\{u^{(3)}(\tilde{\tau})\} + O\left(\Delta t^4\{u^{(4)}(\tilde{\tau})\}\right), \quad t_n < \tilde{\tau} < t_{n+1}. \tag{4.31}
\]

Considering \(\Delta t\) is generally set small, terms having higher order than \(\Delta t\) and \(\Delta t^2\) for the velocity and the displacement, respectively can be ignored for many cases. Thus, the velocity \(\dot{u}_{n+1}\) and the displacement \(u_{n+1}\) at the end of the integration time step are estimated by

\[
\{\dot{u}\}_{n+1} = \{\dot{u}\}_n + [(1 - \gamma)\Delta t]\{\ddot{u}\}_n + (\gamma\Delta t)\{\dddot{u}\}_{n+1}, \tag{4.32}
\]

\[
\{u\}_{n+1} = \{u\}_n + (\Delta t)\{\dot{u}\}_n + \left[\left(\frac{1}{2} - \beta\right)\Delta t^2\right]\{\ddot{u}\}_n + [\beta\Delta t^2]\{\dddot{u}\}_{n+1}, \tag{4.33}
\]

in which \(\gamma = \frac{1}{2}\) and \(\beta = \frac{1}{4}\) (i.e., the average acceleration method or trapezoidal rule) were chosen in this work to make time integration unconditionally stable.

The effective force vector at time step \(n + 1\), \(\hat{F}^e\)\(_{n+1}\), is given by

\[
\{\hat{F}\}_{n+1} = \{F\}_{n+1} + a_1\{u\}_n + a_2\{\dot{u}\}_n + [M]\{\dddot{u}\}_n, \tag{4.34}
\]

in which

\[
a_1 = \frac{4}{(\Delta t)^2}[M], \quad a_2 = \frac{4}{\Delta t}[M]. \tag{4.35}
\]

At each iteration \(j\) within the time step \(n + 1\), the residual force \(\{\hat{R}\}^{(j)}_{n+1}\) is given by

\[
\{\hat{R}\}^{(j)}_{n+1} = \{\hat{F}\}_{n+1} - \{f_s\}^{(j)}_{n+1} - a_1\{u\}^{(j)}_{n+1}, \tag{4.36}
\]
in which \( \{ f_s \}_{n+1}^{(j)} = [K]_{n+1}^{(j)} \{ u \}_{n+1}^{(j)} \). The effective tangent stiffness matrix is given by

\[
[\hat{K}_T]_{n+1}^{(j)} = [K]_{n+1}^{(j)} + a_1.
\] (4.37)

The displacement vector increment \( \{ \Delta u \}_{n+1}^{(j)} \) can be obtained by solving

\[
[\hat{K}_T]_{n+1}^{(j)} \{ \Delta u \}_{n+1}^{(j)} = \{ \hat{R} \}_{n+1}^{(j)}.
\] (4.38)

Thus, the displacement vector \( \{ u \}_{n+1}^{(j+1)} \) is given by

\[
\{ u \}_{n+1}^{(j+1)} = \{ u \}_{n+1}^{(j)} + \{ \Delta u \}_{n+1}^{(j)}.
\] (4.39)

At the end of the final iteration \( j \) within the time step \( n+1 \), velocity and acceleration vectors are given by

\[
\{ \dot{u} \}_{n+1} = \frac{2}{\Delta t} \left( \{ u \}_{n+1} - \{ u \}_{n} \right) - \{ \dot{u} \}_{n},
\] (4.40)

\[
\{ \ddot{u} \}_{n+1} = \frac{4}{(\Delta t)^2} \left( \{ u \}_{n+1} - \{ u \}_{n} \right) - \frac{4}{\Delta t} \{ \dot{u} \}_{n} - \{ \ddot{u} \}_{n}.
\] (4.41)

Equation (4.41) can be obtained by rearranging Equation (4.33) about \( \{ \ddot{u} \}_{n+1} \) while Equation (4.40) can be derived by substituting Equation (4.41) into Equation (4.32).

### 4.6 Nonlinear dynamic analysis of post-buckled plates: conforming elements

In this section, the nonlinear FEM was simulated using MATLAB with the Hermite interpolation functions for conforming elements to characterize the nonlinear dynamic behaviors of post-buckled plates modeled using rectangular conforming elements. Since the modeling plate was used as a specimen for this analysis, this analysis is exploratory due to the same reasons discussed for the static analysis with the identical plate.
The mesh illustrated in Figure 4.4 was utilized and the post-buckled plate specimen was generated using the data obtained from the equilibrium path of the initially-flat modeling plate (Figure 4.5). Considering the buckled depth of the midpoint of the post-buckled AFRL plate was -1.3896 mm as shown in Figure 3.19, the post-buckled modeling plate was modeled to have the same buckled depth at its midpoint. Figure 4.8 demonstrates the comparison of the buckled shapes between the DIC reconstruction of the AFRL plate and the conforming element model of the modeling plate (named the CF model). In the figure, the buckled shapes of the AFRL plate were presented by shifting and rotating the shapes shown in Figure 3.19 to be compared to the shapes of the CF model at the same angles. As observed from the figures on the right side, the CF model had buckled depth symmetric along both the width and the length, which is a critical limitation of FEMs consisting of rectangular conforming elements. Thus, the CF model could not reproduce the same buckled shape as the post-buckled AFRL plate.

To characterize the nonlinear dynamic response of the CF model, three types of force-dwell simulations were conducted by applying: (i) 4 g-75 Hz, (ii) 8 g-75 Hz, and (iii) 10 g-75 Hz harmonic loading. The dynamic response was analyzed at each time step using the aforementioned Newmark-beta method procedure.

Figure 4.9 illustrates $w_{\text{mid}}$ and snapshots of corresponding deflected shapes when the CF model was subjected to 4 g-75 Hz harmonic loading. As shown in Figure 4.9a, the midpoint exhibited the nonlinear single-well response oscillating between $w_{\text{mid}} = -1.1262$ and -1.6352 mm and could not snap into the other equilibrium point since the forcing amplitude was not enough for snap-through. It was observed from the snapshots of the deflected shapes that the first mode dominated the response.

Maintaining the frequency, the amplitude was gradually amplified to find a chaotic snap-through boundary (i.e. the Chaotic snap starts (↑) boundary shown in Figure 3.15). When the amplitude reached 8 g, the CF model began to demonstrate chaotic snap-through as shown in Figure 4.10. When the model passed the neutral point at (3), (4), and (5), the plate exhibited different kinds of deflected shapes as illustrated in Figures 4.10d, 4.10e, and
4.10f, respectively. The model showed an asymmetric deflected shape at (4) where \( w_{3/4} \) was higher than \( w_{1/4} \); in contrast, at (5), \( w_{1/4} \) of the deflected shape was higher than its \( w_{3/4} \). The deflected shape at (3) appeared to be flat and this phenomenon was also observed in the full-field measurement shown in Figure 3.24e. Figure 4.10g indicates the influence of the third mode on the deflected shape.

The forcing amplitude was increased further to find a periodic snap-through boundary (i.e. the Periodic snap starts (↑) boundary shown in Figure 3.15). When the amplitude reached 10 g, nearly periodic snap-through was observed as shown in Figure 4.11. The midpoint persistently snapped into one of the two stable equilibria. Similar to the chaotic snap-through case, when the model passed through the neutral point, the periodic snap-through case also exhibited asymmetric (Figures 4.11f and 4.11h) and flat (Figure 4.11b) deflected shapes in addition to the influence of the third mode (Figure 4.11d).

From the dynamic simulation results of the CF model, the several characteristics of conforming elements were observed. While the CF model showed deflected shapes asymmetric along the length when the model was subjected to harmonic loading, all the deflected shapes were symmetric along the width and thus the model did not exhibit twisting deformation which was observed from the DIC full-field measurement of the dynamic response of the post-buckled AFRL plate. This phenomenon is caused by the inherent limitation of the models composed of conforming elements, which generated the motivation for modeling the post-buckled AFRL plate and simulating its dynamic behaviors using nonconforming elements.
Figure 4.8: Comparison of the buckled shapes between the DIC reconstruction of the AFRL plate and the conforming element model of the modeling plate (the CF model).
Figure 4.9: $w_{\text{mid}}$ and snapshots of corresponding deflected shapes when the CF model was subjected to 4 g-75 Hz harmonic loading.
(a) Chaotic snap-through response of the midpoint. The numbers (3) and (4) are intentionally written away from their points not to obstruct the plot.

(b) Deflected shape at (1).

(c) Deflected shape at (2).

(d) Deflected shape at (3) and time = 0.0790 sec.

(e) Deflected shape at (4) and time = 0.2471 sec.

(f) Deflected shape at (5).

(g) Deflected shape at (6).

(h) Deflected shape at (7).

Figure 4.10: \( w_{\text{mid}} \) and snapshots of corresponding deflected shapes when the CF model was subjected to 8 g-75 Hz harmonic loading.
Figure 4.11: \( w_{\text{mid}} \) and snapshots of corresponding deflected shapes when the CF model was subjected to 10 g-75 Hz harmonic loading.
4.7 Nonlinear dynamic analysis of post-buckled plates: nonconforming elements

In this section, the AFRL plate was modeled using the Hermite interpolation functions for the nonconforming elements described in Table 4.3 and Equation (4.4), and the model is named the NCF model.

The NCF model was modeled with the FEM mesh having $21 \times 10$ elements (210 elements) and 242 nodes as shown in Figure 4.12. The nodes number 232 to 242 are indicated out of the mesh since those nodes generated very narrow elements which are enlarged in Figure 4.13. Among those 210 elements, the 200 elements were modeled as rectangular elements (the nodes number 1 to 231) whose total dimension is $228.6 \text{ mm} \times 127.0 \text{ mm}$ while the other 10 elements (the nodes number 221 to 242) were modeled as trapezoidal elements whose dimension is $1.67 \times 10^{-2} \text{ mm} \times 127.0 \text{ mm}$ as shown in Figure 4.13. Those additional lengths were obtained by trial and error to reproduce the buckled shape of the AFRL plate.

![Figure 4.12: FEM mesh for the NCF model with 242 nodes and 210 elements. The narrow elements consisting of the nodes number 221 to 242 are enlarged in Figure 4.13.](image-url)
To buckle the initially-flat NCF model, the process used to physically buckle the AFRL plate at AFRL was employed and was simulated using MATLAB. The left-side edge along the nodes number 1 to 11 was set clamped in the program while the other edge along the nodes number 232 to 242 (named the free edge) was made free to move along the $x$-axis (i.e., length) direction. An axial loading was applied to the free edge of the original shape shown in Figure 4.13a and the edge was pushed until it matched the straight line along the nodes number 221 to 231, which is the clamp boundary. When the deformed free edge reached and matched the clamp boundary, the edge was set clamped at the position as demarcated as red lines shown in Figure 4.13b. The advantage of this method is that the free edge was maintained straight while being pushed and thus exactly matched the clamp boundary shown in Figure 3.16b. Figure 4.14 illustrates the superposition of the clamp and the deformed free edge. In addition, the buckled shape had the same horizontal length (along the $x$-axis) as the length of the hollow window of the clamp, 228.6 mm.

The buckled shape of the NCF model generated through the aforementioned process is
illustrated and is compared to the buckled shape of the AFRL plate as shown in Figure 4.15. Like the buckled shape comparison for the CF model, the length axis of the full-field measurement shown in the figures on the left side shows negative values since the figures illustrated in Figure 3.19 were shifted and rotated to be compared to the modeling results of the NCF model. Those negative values have the same meaning as the positive values in the length axis of the figures on the right side; that is, only absolute values in that axis are comparable.

The buckled shape of the NCF model well matched the full-field DIC measurement of the buckled shape of the AFRL plate. Similar to the buckled shape of the AFRL plate, the buckled shape of the NCF model was slightly biased to one side along the length as shown in Figure 4.15d. In addition, the buckled depth of the NCF model along the width was almost identical to the buckled depth of the AFRL plate, which varied from 1.3 to 2.1 mm. Figure 4.16 illustrates the superposition of the buckled shapes of the AFRL plate and NCF model at two different angles. This superposition was quantitatively analyzed as shown in Figure 4.17.
The figures illustrate cross-section views of the superposition and the numbers indicate the discrepancy as a percentage (%). The nodal values of the DIC measurement corresponding to the nodes of the NCF model were obtained by interpolating the values of the sampling points. It was observed from those figures that the DIC measurement was irregular for some parts and that the modeling result matched the measurement better for the parts having deeper buckled depth than the parts having smaller depth. Considering the irregularity of the DIC measurement, this modeling result of the NCF model was deemed acceptable based on the quantified discrepancies and thus this NCF model was used as a post-buckled plate specimen for dynamic analysis.

Using the NCF model, the forcing amplitude-ramp analysis was performed. Figure 4.18 demonstrates the modeling result of the dynamic response of the midpoint when the harmonic forcing amplitude gradually increased from 2 to 5.2 g maintaining the 85 Hz forcing frequency as shown in the bottom figure. The transition from the single-well response to the chaotic snap-through occurred at 3.6 g. With the further increase in the forcing amplitude, the chaotic snap-through shifted into the periodic snap-through at 4.8 g.

Figures 4.19 and 4.20 illustrate the enlarged chaotic and periodic snap-through parts of Figure 4.18 and the snapshots of the corresponding deflected shapes. The deflected shapes exhibited very similar patterns as observed from the DIC full-field measurement shown in Figure 3.24 including the twisting deformation.
Figure 4.15: Comparison of the buckled shapes between the DIC reconstruction of the AFRL plate and the NCF model.
Figure 4.16: Superposition of the buckled shapes of the AFRL plate and NCF model.
Figure 4.17: Cross-section view of the superposition shown in Figure 4.16. The circles are the positions of the nodes on the cross sections while the lines indicate buckled depth of the nodes. The blue lines are the cross sections of the DIC measurement of the AFRL plate while the red lines are the cross sections of the NCF model. The numbers written around the nodes indicate the discrepancy as a percentage (%).
Figure 4.18: Dynamic response of the midpoint when the NCF model was subjected to the harmonic forcing (amplitude-ramp from 2 g- to 5.2 g-85 Hz).
(a) Chaotic snap-through response (3.6 g- to 4.4 g-85 Hz).

(b) Deflected shape at (1).

(c) Deflected shape at (2).

(d) Deflected shape at (3).

(e) Deflected shape at (4).

(f) Deflected shape at (5).

(g) Deflected shape at (6).

(h) Deflected shape at (7).

Figure 4.19: Enlarged chaotic snap-through part of Figure 4.18 and snapshots of corresponding deflected shapes.
(a) Nearly periodic snap-through response (4.8 g-85 Hz).

(b) Deflected shape at (1)

(c) Deflected shape at (2)

(d) Deflected shape at (3)

(e) Deflected shape at (4)

(f) Deflected shape at (5)

(g) Deflected shape at (6)

(h) Deflected shape at (7)

Figure 4.20: Enlarged nearly periodic snap-through part of Figure 4.18 and snapshots of corresponding deflected shapes.
4.8 Summary

In this chapter, the solution methods for the nonlinear static and dynamic analyses were discussed. Using those methods, the behaviors and characteristics of both conforming and nonconforming elements were investigated. The limitation of the FEM consisting of rectangular conforming elements was discussed. To remove the limitation, the buckled shape of the AFRL plate was modeled using nonconforming elements and the model showed a good agreement with the full-field measurement of the plate. Furthermore, the dynamic simulation of the model exhibited similar deflection patterns including twisting deformation as the dynamic response of the post-buckled AFRL plate. In Chapter 5, the frequency-sweep simulation results are presented and are compared with the vibrometer data.
Chapter 5

COMPARISON OF EXPERIMENTAL DATA AND MODELING RESULTS

5.1 Introduction

In Chapter 3, the methodology of data analysis and the experimental setup of the vibrometer experiment were discussed. In Chapter 4, the post-buckled AFRL plate was modeled using nonconforming elements and the model showed a good agreement with the full-field measurement of the buckled shape of the plate. In this chapter, the snap-through boundary of the post-buckled AFRL plate was investigated using the experimental data of forcing frequency-sweep tests collected from the vibrometer. In addition, using the model, forcing amplitude-ramp and frequency-sweep cases were simulated. The snap-through boundary of the model was generated based on the simulation results and was compared to the boundary found by the vibrometer measurement.

5.2 Vibrometer: frequency-sweep experiments

As discussed in Chapter 3, the vibrometer measured the dynamic response of the post-buckled AFRL plate during the frequency-sweep experiments, where the loading frequency was swept from 50 to 200 Hz. To investigate the boundary along the forcing amplitude axis in the harmonic forcing parameter (HFP) space, six data sets having distinct forcing amplitudes (2, 3, 4, 5, 6, and 7 g) were collected. Figures 5.1 to 5.6 demonstrate the transverse displacements of the vib-point ($w_{vib}$) responding to the changes in the forcing
frequency at each forcing amplitude.

Figure 5.1: Response of the vib-point ($w_{vib}$) when 2 g harmonic loading was applied.

Figure 5.2: Response of the vib-point ($w_{vib}$) when 3 g harmonic loading was applied.

Figure 5.3: Response of the vib-point ($w_{vib}$) when 4 g harmonic loading was applied.
Figure 5.4: Response of the vib-point ($w_{vib}$) when 5 g harmonic loading was applied.

Figure 5.5: Response of the vib-point ($w_{vib}$) when 6 g harmonic loading was applied.

Figure 5.6: Response of the vib-point ($w_{vib}$) when 7 g harmonic loading was applied.
Figure 5.7: Snap-through boundaries of the post-buckled AFRL plate in the harmonic forcing parameter space.
Collecting the purple points where snap-through likely occurred from those figures and marking them in the HFP space, the snap-through boundaries of the post-buckled AFRL plate were found and are illustrated in Figure 5.7. For visualization purposes, the edges of the discrete boundaries were connected and filled with color as shown in Figure 5.7b. The inner boundary between 3 g and 4 g was assumed in the figure since the data required to examine the part were not collected from the experiment. The purple point at 2 g-60 Hz appeared isolated from the two boundary regions and it was not confirmed whether the point was extended towards 3 g or 1 g and formed another region since the areas below 2 g and between 2 g and 3 g were not investigated in the experiments. Instead, the area was examined by the simulation results to find whether there was additional boundary region in that area.

5.3 Model: forcing amplitude-ramp analyses

In this section, the nonlinear dynamic response of the NCF model was simulated using MATLAB for the forcing amplitude-ramp cases. This simulation intended to investigate the areas not covered by the frequency-sweep simulation. Figures 5.8 to 5.12 illustrate the transverse displacement of the vib-point of the NCF model ($w_{vibro}$) responding to the changes in the forcing amplitude at the forcing frequencies: 60, 90, 110, 120, and 180 Hz. The 85 Hz case is presented in Chapter 4.

The analysis shown in Figure 5.8 was performed to investigate the area around the isolated point shown in Figure 5.7 and no snap-through was found in the area from the modeling result. For the 90 Hz case (Figure 5.9), the single-well response shifted to the chaotic snap-through response at 1.8 g and the snap-through continued through the simulation. In Figure 5.10 (the 110 Hz case), similar to the isolation point observed from the vibrometer measurement, the single snap-through at 3 g was observed before the chaotic snap-through started at 3.6 g. For the 120 Hz case (Figure 5.11), the chaotic snap-through started at 3.4 g and stopped in the middle of applying the 3.8 g forcing amplitude. The simulation illustrated
Figure 5.8: Response of the NCF model for 1.6 g- to 2.6 g-60 Hz harmonic loading.

Figure 5.9: Response of the NCF model for 1.8 g- to 3.2 g-90 Hz harmonic loading.
Figure 5.10: Response of the NCF model for 2.8 g- to 4.4 g-110 Hz harmonic loading.

Figure 5.11: Response of the NCF model for 3 g- to 3.8 g-120 Hz harmonic loading.
in Figure 5.12 (the 180 Hz case) was conducted to examine the boundary formed between 165 Hz and 195 Hz shown in Figure 5.7. The model predicted no snap-through around that region.

5.4 Model: forcing frequency-sweep analyses

In this section, the forcing frequency-sweep cases were simulated. Compared to the frequency-sweep experiment, the simulation had additional forcing amplitude cases between the amplitudes used for the experiment to investigate the regions between the boundaries found from the experiment. Figures 5.13 to 5.23 illustrate the transverse displacement of the vib-point of the NCF model ($w_{\text{vibro}}$) responding to the changes in forcing frequency at the forcing amplitudes: 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, and 7 g.
Figure 5.13: Response of the NCF model for 2 g-50 Hz to -160 Hz harmonic loading.

Figure 5.14: Response of the NCF model for 2.5 g-50 Hz to -135 Hz harmonic loading.
Figure 5.15: Response of the NCF model for 3 g-50 Hz to -155 Hz harmonic loading.

Figure 5.16: Response of the NCF model for 3.5 g-50 Hz to -130 Hz harmonic loading.
Figure 5.17: Response of the NCF model for 4 g-50 Hz to -150 Hz harmonic loading.

Figure 5.18: Response of the NCF model for 4.5 g-50 Hz to -65 Hz harmonic loading.
Figure 5.19: Response of the NCF model for 5 g-50 Hz to -80 Hz harmonic loading.

Figure 5.20: Response of the NCF model for 5.5 g-50 Hz to -100 Hz harmonic loading.
Figure 5.21: Response of the NCF model for 6 g-50 Hz to -75 Hz harmonic loading.

Figure 5.22: Response of the NCF model for 6.5 g-50 Hz to -70 Hz harmonic loading.
For the 2 g case (Figure 5.13), the chaotic snap-through was observed between 90 Hz and 95 Hz. This region matched the experimental result. However, the model predicted another region between 115 and 130 Hz which was not found from the experiment. A similar phenomenon was observed from the 2.5 g case (Figure 5.14). The chaotic snap-through was observed between 90 and 110 Hz. Another region was observed at 135 Hz. The 3 g case (Figure 5.15) exhibited the three chaotic snap-through regions at 90 Hz, 100 to 120 Hz, and 130 to 155 Hz. Considering the experimental snap-through regions at 3 g were located at 85 to 90 Hz and 105 to 110 Hz, the predicted regions are larger and include the experimental ones. For the 3.5 g case (Figure 5.16), the chaotic snap-through was observed at 85 to 120 Hz and 130 Hz. The first region showed a good agreement with the assumed boundary between 3 and 4 g shown in Figure 5.7. The 4 g case (Figure 5.17) exhibited the three chaotic snap-through regions at 85 to 110 Hz, 120 to 135 Hz, and 145 to 150 Hz. The first range and the beginning of the second range matched the experimental region but the other ranges were
not found from the experimental results. For the 4.5 and 5 g cases (Figures 5.18 and 5.19), the snap-through began at 70 and 65 Hz, respectively but the experimental boundaries were located at larger frequencies, 80 and 75 (assumed) Hz, respectively. The 5.5 g case (Figure 5.20) found the snap-through region between 80 and 100 Hz, which matched the experimental results. For the 6, 6.5, and 7 g cases (Figures 5.21, 5.22, and 5.23), the chaotic snap-through began at 60, 55, and 50 Hz, respectively, but the experimental boundaries were positioned at larger frequencies, 73, 67 (assumed), and 60 Hz, respectively.

5.5 Comparison of snap-through boundaries

The snap-through points observed from the aforementioned simulations were collected and were marked in the HFP space with the snap-through boundary of the post-buckled AFRL plate as illustrated in Figures 5.24 to 5.26.

Figure 5.24: Superposition of the snap-through points observed from the forcing amplitude-ramp simulations and the experimental snap-through boundaries.
Figure 5.25: Superposition of the snap-through points observed from the forcing frequency-sweep simulations and the experimental snap-through boundaries.

Figure 5.26: Comparison of the experimental and modeled snap-through boundaries.
In the legends of those figures, ‘Ramp: snap’ and ‘Ramp: single’ indicate the snap-through and the single-well response observed from the forcing amplitude-ramp simulations, respectively. Similarly, ‘Sweep: snap’ and ‘Sweep: single’ represent the snap-through and the single-well response observed from the forcing frequency-sweep simulations, respectively. ‘Test: snap’ indicates the snap-through observed from the forcing frequency-sweep experiments.

It was observed from Figure 5.26 that while both boundaries showed a good agreement at some regions, the NCF model formed larger bottom and left-side boundaries in the HFP space compared to the experimental boundaries. It is suspected that this discrepancy could be attributed to the following reasons:

- as discussed in Chapter 4, the damping effects were not included in the model,
- although the material properties of the AFRL plate were tested and were validated as described in Chapter 3, there were still possibilities that the predicted material properties did not exactly match the ones of the AFRL plate, and
- as observed from the snap-through boundaries of the post-buckled UW plate (discussed in Chapter 3), coexisting responses could be present between the snap-through boundaries in the HFP space and consequently the extreme sensitivity to the initial conditions (i.e., the states which were found at the end of each forcing amplitude or frequency step and were used as the initial conditions for the next amplitude or frequency step during the forcing amplitude-ramp or frequency-sweep tests or simulations) possibly caused the model to predict chaotic snap-through in the regions where chaotic snap-through coexisted with a single-well response while the experimental result exhibited a single-well response and vice versa.

The upper part of the experimental boundary could not be investigated by the model since the mode failed to converge at those areas during the forcing amplitude-ramp and frequency-sweep simulations due to the high-frequency twisting deformation. In addition, high compu-
tational cost of the CLPT model using nonconforming elements also restricted the attempt to conduct more simulations than presented in this work. To obtain the simulation results demonstrated in this chapter and investigate the modeled snap-through boundaries shown in Figures 5.24 to 5.26, the three personal computer processors and seven supercomputer nodes ran the model for a month. Although the model exhibited the sophisticated simulation results and successfully captured the complicated cases such as the irregularly-buckled shape and the twisting deformation, such a high computation cost could be impractical for many research and industrial projects.

The above-mentioned issues about modeling the dynamic response of post-buckled thin laminated composite plates will be further investigated in the future research, which is outlined in Chapter 6.
Chapter 6

SUMMARY AND FUTURE WORK

6.1 Summary

In this work, snap-through and the associated nonlinear dynamics of post-buckled composite plates were experimentally and computationally investigated.

For the experimental components, the processes for fabrication of composite specimens and for validation of their material properties were first introduced. The general characteristics and related nonlinear dynamics of snap-through boundaries were then examined through experiments conducted in the Structural Vibrations Lab in the University of Washington. As an example of the nonlinear dynamic phenomena observed from the experimental data, the distinct boundaries formed in the harmonic forcing parameter (HFP) space by collecting the thresholds for the initiation and termination of snap-through demonstrated the existence of various types of coexisting responses between the boundaries. To extend the findings, the digital image correlation (DIC) technique was employed at the Air Force Research Laboratory (AFRL) to measure the full-field buckled and deflected shapes of a post-buckled plate. The buckled shape reconstructed based on the full-field measurement provided the comprehensive data required for the accurate input geometry used in the modeling. The diverse mode shapes during snap-through and high-frequency twisting deformation due to the irregularly-buckled shape of the specimen were observed from the DIC data. The snap-through boundaries of the post-buckled plate were found using the experimental data collected by the vibrometer during the frequency-sweep tests.
For the modeling components, the nonlinear equations of motion and finite element model (FEM) were derived using the classical laminated plate theory (CLPT) and von Kármán strains. Conforming and nonconforming elements and associated Hermite interpolation functions were introduced to develop the FEM. The nonlinear equilibrium paths of the model using the conforming elements (named the CF model) were found using a linearized arc-length method, a semi-direct approach for singular point identification, and a branch-switching technique. The dynamic analysis results of the CF model revealed the limitation of models consisting of rectangular conforming elements and consequently the CF model was deemed to be incapable of reproducing the irregularly-buckled and deflected shapes of the post-buckled plate specimen used at AFRL (named the AFRL plate). To overcome this inherent problem of the CF model, another model composed of nonconforming elements (named the NCF model) was proposed. The NCF model successfully replicated the buckled shape of the AFRL plate and exhibited the nonlinear dynamic behaviors comparable with the dynamic responses observed from the full-field measurement including twisting deformation.

The snap-through boundaries established based on the simulation results of the NCF model showed a good agreement at some regions with the experimentally-found boundaries but extended to the areas in the HFP space where snap-through was not observed in the experiments. It is suspected that this discrepancy could be attributed to: (i) the fact that damping effects were not considered in the model, (ii) the probable discrepancy between the actual and predicted material properties, and (iii) the coexisting responses between the snap-through boundaries and consequent extreme sensitivity to the initial conditions in the HFP space. To validate the contribution of the first item, new models which include damping effects will be developed and be simulated in future works. However, the investigation of the third item would require collection and analysis of a large amount of experimental and computational data at each point in the HFP space, whose practical feasibility could remain uncertain for future works.

The NCF model based on CLPT demonstrated its capability of modeling sophisticated specimens like the irregularly-buckled plate and capturing their complicated responses such
as the twisting deformation and the various mode shapes during snap-through events. However, considerable computational costs required for its simulation as shown in this work would restrict the practical applications of this model, which provided the strong motivation for developing more efficient models for future works.

6.2 Future work

6.2.1 Shear deformation theories and layerwise theories

As briefly discussed in Chapter 2, various types of theories have been developed and been discussed in the literature to model laminated composite plates. In this section, some laminated plate theories are introduced based on Reddy’s description in [25].

The shear deformation theories (SDT) relax the normality restriction of CLPT (i.e., the transverse plane remains straight and normal to the midplane after deformation) by including shear deformation. For example, the first-order shear deformation theory (FSDT) assumes constant transverse shear strain while the third-order shear deformation theory (TSDT) assumes quadratic variation of transverse shear strain and vanishing of transverse shear stress on the top and bottom of plates. Based on the coordinate system and plate dimensions shown in Figure 2.1, the displacement fields of FSDT and TSDT are introduced in Equations (6.1) and (6.2), respectively.

\begin{align}
 u &= u_0 + z\phi_x, \quad v = v_0 + z\phi_y, \quad w = w_0, \\ 
 u &= u_0 + z\phi_x + z^3\left(-\frac{4}{3h^2}\right)(\phi_x + \frac{\partial w_0}{\partial x}), \\
 v &= v_0 + z\phi_y + z^3\left(-\frac{4}{3h^2}\right)(\phi_y + \frac{\partial w_0}{\partial y}), \\
 w &= w_0.
\end{align}

in which $\phi_x$ and $\phi_y$ are rotations about the $y$ and $x$ axes, respectively.
Other higher-order SDTs such as the second-order SDT, the trigonometric SDT, the hyperbolic SDT, and many others also exist [10].

While CLPT and SDT are categorized as the equivalent single layer (ESL) theories, layerwise theories (LTs) are classified as the 3-D elasticity theories, in which each layer is modeled as a 3-D solid. In LTs, the displacement components are continuous along the thickness of plates whereas their derivatives can be discontinuous along the thickness. LTs can be divided into the full and partial LTs. The former use layerwise expansion for all displacement components \( (u, v, \text{and } w) \) while the latter use the expansion only for the in-plane displacement components \( (u \text{ and } v) \).

In future works, the above-mentioned theories will be explored and their performance will be compared to the experimental data and modeling results presented in this work to find optimum theories to model the snap-through behaviors of post-buckled composite plates.

6.2.2 Delamination growth in laminated composite plates due to dynamic snap-through

This work concentrated on characterizing and modeling nonlinear dynamic behaviors of particular interest in the snap-through of post-buckled composite plates. Naturally, the implication of these phenomena on composite structures, especially in terms of the impact on their structural safety, will be a central research topic of future works.

As discussed in Chapter 1, delamination is a common and important failure mode in laminated composite structures. Large-amplitude deformations and in-plane compressive loading generated during snap-through may accelerate delamination growth in those structures, which possibly entails considerable risks associated with the structural integrity.

In future works, the impact of the mode I, mode II, and mixed mode I/II fatigue loading induced by snap-through on delamination growth will be experimentally and computationally investigated. The delamination growth will be detected and be measured using a 3-D computed tomography (CT) scan system as shown in Figure 6.1.
6.2.3 **Nonlinear reduced-order modeling**

In this work, high computational cost of the NCF model was identified as a serious hindrance to the practical applications of the model. To address this issue, the nonlinear reduced-order model (ROM) will be employed in future works. ROMs enable a few degrees of freedom of structures to capture the nonlinear behaviors of the structures and can be constructed by the proper orthogonal decomposition and nonlinear normal modes methods [29]. The applications of ROMs were extensively discussed in [65, 66, 67, 68, 69].

In future works, a ROM based on CLPT will be built using the experimental data presented in this work and will be compared to the simulation results of the NCF model to validate the effectiveness of ROMs. In addition, ROMs constructed using SDTs and LTs will be used to investigate the impact of the fatigue loading induced by snap-through on delamination growth since the theories consider the interlaminar stresses ($\tau_{xz}$, $\tau_{yz}$, $\sigma_{zz}$) which are responsible for delamination growth but are disregarded in CLPT.
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