Investigation of the Fundamentals of Electrospray Ionization and the Separation of Small Molecules using Ion Mobility Mass Spectrometry

Kimberly L. Davidson

A dissertation submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

University of Washington
2017

Reading Committee:
Matthew F. Bush, Chair
Robert E. Synovec
Joshua C. Vaughan

Program Authorized to Offer Degree:
Chemistry
©Copyright 2017

Kimberly Lauren Davidson
University of Washington

Abstract

Investigation of the Fundamentals of Electrospray Ionization and the Separation of Small Molecules using Ion Mobility Mass Spectrometry
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Assistant Professor Matthew F. Bush
Department of Chemistry

Ion mobility mass spectrometry (IM-MS) is a gas-phase technique used to separate ions based on their mass-to-charge ratio and collision cross section (i.e., shape). Accurate MS analysis of analytes, such as proteins and protein complexes, relies on the preservation of solution-phase oligomeric distributions during ionization. Gas-phase ions in IM-MS are typically formed using electrospray ionization (ESI), which is a gentle ionization source that preserves noncovalent interactions. One challenge in ESI is that multiple analytes in a single droplet can aggregate during solvent evaporation, biasing the oligomeric states of proteins or protein complexes observed during gas-phase measurements. Initial droplet diameters using electrokinetic nano-ESI were measured and reported to be ~60 nm at an ionization current of 30 nA, which is a typical
current for native IM-MS experiments. Nonspecific aggregation of a monomeric protein, myoglobin, was measured as a function of concentration of the protein in solution as well as ionization current (i.e., initial droplet size). Results from those measurements show that nonspecific aggregation increases with ionization current, initial droplet size, and concentration of the analyte in solution. The ionization mechanism of macromolecules from solution to the gas phase was also analyzed by measuring the average charge states of proteins, ranging in mass from 8 – 468 kDa, in four different buffers (ammonium acetate, methylammonium acetate, dimethylammonium acetate, and trimethylammonium acetate). Those results were analyzed according to both the charged residue model and the more recent charged residue-field emission model. In IM, ions are separated using a drift cell that is filled with a neutral gas (typically He or N\textsubscript{2}) and has an applied electric field. The collision cross sections of 20 common amino acids were measured using a radio-frequency confining drift cell and five different drift gases (He, Ar, N\textsubscript{2}, CO\textsubscript{2} and N\textsubscript{2}O), which were chosen based on their range of masses and polarizabilities. Drift gas selectivity was quantified using peak capacity and peak-to-peak resolution. Those results show that the identities of the pairs of amino acids separated depends on the drift gas and the number of pairs separated depends on peak capacity. The collision cross sections of ten petroleum-like compounds (containing aromatic isomers and double-bond equivalents) were also measured in He, Ar, N\textsubscript{2} and CO\textsubscript{2}. Those results demonstrate the potential to improve separations of compounds with the same elemental composition by using gases with greater mass and polarizability.
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Nomenclature

Ar  argon, in reference to IMS buffer gas
CRM  Charged-Residue Model
CO₂  carbon dioxide, in reference to IMS buffer gas
Da  Dalton, the unified atomic mass unit
DC  Direct Current
e  elementary charge, \(1.6021766208(98) \times 10^{-19}\) C
E  Electric Field
Electrokinetic  the flow of electricity
\(E \cdot P^{-1}\)  drift field strength: electric field divided by pressure, \(V \cdot \text{cm}^{-1} \cdot \text{Torr}^{-1}\)
ESI  Electrospray Ionization
He  helium, in reference to IM buffer gas
IM  Ion Mobility
\(k_B\)  Boltzmann’s constant, \(1.38064852(79) \times 10^{-23}\) J K\(^{-1}\)
\(\mu\)  reduced mass, often between ion and neutral masses
MS  Mass Spectrometry
\(m/z\)  mass-to-charge ratio, the standard measurement unit in MS
N₂  nitrogen, in reference to IMS buffer gas
\(\Omega\)  ion-neutral collision cross section
\(P_c\)  peak capacity
RF  Radio-Frequency, referring to the frequency of AC potentials
\(R_p\)  resolving power
\(R_{p-p}\)  peak-to-peak resolution
\(t_d\)  drift time
TOF  time-of-flight, an MS analyzer
\(z\)  ion charge state
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Chapter 1

Introduction

1.1 Native Mass Spectrometry (MS)

Mass spectrometry (MS) is a gas-phase technique that separates ions based on their mass-to-charge ratio \( (m/z) \). Most mass spectrometers include an ion source, a mass analyser and a detector. Protein mass spectrometry typically involves dissolving an analyte in an acidic solution to promote denaturation. The denatured protein has a greater surface area compared to its native, folded form and is therefore highly charged and detected at low \( m/z \), allowing for peptide identification and sequencing.\(^1\)\(^2\) More recently, native MS has become an important tool in investigations of protein and protein complex stoichiometry and dynamics due to its speed and sensitivity.\(^3\)\(^-\)\(^6\) In native MS studies, it is important to maintain protein and protein complex structures and any noncovalent interactions. Solution conditions, therefore, are nondenaturing and held at a biologically relevant pH (e.g., aqueous ammonium acetate at pH = 7.0).

Additionally, soft-ionization techniques such as electrospray ionization (ESI)\(^3\)\(^,\)\(^7\) or nanoESI\(^8\)\(^-\)\(^10\) are ideal for the transfer of proteins from solution phase to the gas phase because they generally retain native conformations of proteins and protein complexes.

1.2 Electrospray Ionization (ESI) and Nanoelectrospray Ionization (nanoESI)

ESI and nanoESI are both soft-ionization techniques used in analyses of biological molecules such as proteins and protein complexes.\(^5\)\(^,\)\(^6\)\(^,\)\(^11\)\(^,\)\(^12\) In ESI, solution is delivered into a metallic capillary held at a high voltage. The solution then flows through the capillary and forms a Taylor cone\(^13\)\(^,\)\(^14\) at the tip of the capillary; the Taylor cone eventually produces small, multiply charged droplets.\(^15\) The capillary is typically surrounded by a tube that delivers an inert gas
enabling more efficient desolvation of the droplets. A portion of these droplets will contain the analyte of interest, which will enter the instrument as a multiply charged species.\textsuperscript{16} If the charge on a droplet is sufficiently great, the electrostatic force will be strong enough to disrupt the surface tension holding the droplet together.\textsuperscript{15} This Coulomb repulsion results in progeny droplets that have 2\% of the mass and 15\% of the charge of the parent droplet.\textsuperscript{15–17} This process continues with further desolvation of the droplet until gas-phase ions are produced.

A disadvantage of ESI is the occurrence of nonspecific aggregation of analytes and salt adduction. For example, if a droplet is large enough, it can contain more than one copy of a protein. During the desolvation and fission events, protein copies within a droplet can cluster together to form a nonspecific aggregate that does not reflect the oligomeric distribution present in solution.\textsuperscript{18,19} Excess salt adduction can also occur if a droplet is large enough to contain contaminants from solution (Na\textsuperscript{+}, K\textsuperscript{+} etc.) that will then be inherited by the protein during desolvation.\textsuperscript{18}

NanoESI follows the same process as ESI but the capillaries have much smaller tip diameters (1-10 \( \mu \)m) and applied voltages (~0.5 – 1.5 kV).\textsuperscript{13} As a result, the flow rates are lower than those from ESI and the initial droplets produced by nanoESI are much smaller (~60 nm in diameter),\textsuperscript{9} which reduces the adduction of small molecules and ions\textsuperscript{10} and nonspecific aggregation of analytes.\textsuperscript{10,18} Additionally, smaller initial droplets reduce the number of fission events that occur and the concentration of contaminants, therefore the analytes are present in relatively greater amounts.\textsuperscript{13,14} NanoESI can be implemented by applying a voltage to either gold-coated capillaries or to a platinum wire that is inserted into the solution within the capillary.
1.3 Charged-Residue Model (CRM) and Ion Evaporation Model (IEM)

The most widely accepted model used to explain the formation of multiply charged macromolecular ions during the ionization process is the charged-residue model (CRM).\textsuperscript{16,20,21} In this model, neutral solvent molecules evaporate from the initial charged droplet until the Coulombic repulsion exceeds the surface tension of the droplet (the Rayleigh limit).\textsuperscript{22}

\begin{equation}
 z \cdot e = \pi(8\varepsilon_0 \gamma)^{1/2}D^{3/2}
\end{equation}

where \(z\) is the number of charges, \(e\) is the elementary charge, \(\varepsilon_0\) is the permittivity of free space, \(\gamma\) is the surface tension (72 mN/m for water at 25 °C), and \(D\) is the droplet diameter. At this limit, Coulomb fission will result in the ejection of a progeny droplet with a smaller radius and a fraction of the charges of the precursor droplet.\textsuperscript{15} This process repeats until complete desolvation results in the formation of a multiply charged, gas-phase analyte ion.

While the CRM is a useful model for approximating charge states of macromolecules, there are significant differences between experimental results and predictions determined using Equation 1.1. The average charge states of native-like protein cations with masses ranging from 6 – 468 kDa are typically less than those estimated using the Rayleigh limit and a surface tension of water.\textsuperscript{23,24} Additionally, the terms in the Rayleigh limit are independent of polarity but the charge states of macromolecules are dependent on polarity (positive or negative ion mode) where negative charge states are less than those of positive charge states.\textsuperscript{4,16,24}

The Ion Evaporation Model (IEM), which mostly applies to small molecules, states that an ion will be emitted from a droplet when the repulsion between the ion and other charges in the droplet overcome solvation forces.\textsuperscript{25} The ion will then be emitted from the droplet into the gas phase.
1.4 Combined Charged Residue Field Emission Model (CCRFEM)

Given the discrepancies between the average charge states of native-like ions measured experimentally and those predicted using the Rayleigh limit, Hogan et al. proposed the Combined Charged Residue Field Emission Model (CCRFEM).\textsuperscript{23,26} The CCRFEM states that both Coulomb fission (similar to the CRM) and small charge carrier emission from electrosprayed droplets (analogous to the ion evaporation model (IEM)),\textsuperscript{17,21} influences the charge states of macromolecules. Small charge carrier emission occurs when the surface of an electrosprayed droplet reaches a critical field strength, $E^*$. Once a charge carrier is emitted, the electric field strength decreases, preventing further charge-carrier emission. After neutral-solvent evaporation, the surface of the droplet will reach yet another $E^*$ at which another charge carrier will be emitted. The emission of small ions is dependent on $E^*$ and the solvation energies of the charge carriers. The charges on a macromolecule for a given $E^*$ is given by:\textsuperscript{23,26}

$$z = \frac{\pi \varepsilon_0 E^*}{e} D^2$$

where $D$ is the macromolecule diameter (typically determined using a protein density of 1.0 g cm$^{-3}$). Therefore, the charge state of a macromolecule can be predicted if $E^*$ and $D$ are known.

1.5 Ion Mobility (IM)

Ion mobility (IM) is a useful technique for separating ions in the gas phase according to their shape and charge. In IM, ions are separated based on their mobility ($K$) through a weak electric field ($E$):

$$K = \frac{L}{t_D E} = \frac{L^2}{t_D V}$$

(1.3)
where $L$ is the length of the drift cell, $t_D$ is the observed drift time, and $V$ is the voltage change across the drift cell. The collision cross section ($\Omega$) of the ion is determined using $K$ and the Mason-Schamp equation:\textsuperscript{27}

$$\Omega = \frac{3e\varepsilon}{16N \sqrt{\frac{2\pi}{\mu k_B T}}}$$  \hspace{1cm} (1.4)

where $e$ is the elementary charge, $\varepsilon$ is the charge state of the ion, $N$ is the number density of the drift gas, $\mu$ is the reduced mass of the ion and neutral, $k_B$ is Boltzmann’s constant, and $T$ is the drift-gas temperature. $\Omega$, to a first approximation, are orientationally averaged projection areas of ion-neutral pairs and provide information about the relative sizes of ions.\textsuperscript{27,28}

### 1.5.1 Peak-to-Peak Resolution ($R_{p-p}$)

In IM, an arrival time distribution (ATD) of an ion is measured and its $t_D$ is taken as the centroid of a Gaussian fit to the peak. In order to quantify the separation of two ATDs in IM, a peak-to-peak resolution ($R_{p-p}$) is calculated and is defined as:

$$R_{p-p} = \frac{t_{D2} - t_{D1}}{0.5(w_2 + w_1)}$$  \hspace{1cm} (1.5)

where $w$ is the width at base of each peak. For a single conformer, $w$ can be estimated using:

$$w^2 = w_g^2 + w_d^2 = w_g^2 + \frac{32kBT}{Ve\varepsilon} \left( \frac{L^2}{KV} \right)^2$$  \hspace{1cm} (1.6)

where $w_g$ is the width attributable to the ion release time, or gating, from the trap cell (Figure 1.1) and $w_d$ is the width attributable to diffusion of the ions.\textsuperscript{29,30} One strategy to increase $R_{p-p}$ is to decrease $w$ by decreasing $w_g$, which may also decrease sensitivity.\textsuperscript{30,31} Additionally, $V$ can be increased but this typically requires increasing $L$ in order to decrease the relative contributions from gating and mitigate electrical breakdown.\textsuperscript{32,33} Finally, $T$ can be decreased in order to minimize contributions from molecular diffusion.\textsuperscript{34,35}
1.5.2 Peak Capacity ($P_c$)

Peak capacity, $P_c$, is a quantitative measure of the information content available from a separation. $P_c$ is proportional to the difference between maximum and minimum drift times and inversely proportional to the average peak width: $^{36,37}$

$$P_c = \frac{t_{\text{max}} - t_{\text{min}}}{0.5(w_{\text{max}} + w_{\text{min}})} \quad (1.7)$$

where $t_{\text{max}}$ and $t_{\text{min}}$ are the drift times of the least and most mobile ions and $w_{\text{max}}$ and $w_{\text{min}}$ are the width at base of those peaks, respectively.

1.6 Ion Mobility Mass Spectrometry (IM-MS)

Ion mobility combined with mass spectrometry (IM-MS) provides a two-dimensional analysis of a broad array of compounds and molecules including proteins, phospholipids, $^{38}$ peptides, $^{36,39,40}$ metabolites $^{41}$ and petroleum molecules. $^{42-44}$ The advantage of IM-MS is its ability to measure not only a compound’s mass but also to determine if there are multiple different compounds with the same mass. Many efforts have been made to improve IM separations over the years, including increasing the path length ($L$, Equation 1.3), $^{45,46}$ changing drift tube temperature, $^{34}$ and using different drift gases in the drift cell. $^{40,44,47}$

1.6.1 Instrumentation

The Waters Corporation released the first commercially available instrument capable of performing ion mobility experiments in 2005, the Synapt HDMS. $^{48}$ This instrument contained a traveling-wave ion mobility (TWIM) cell combined with time-of-flight (TOF) mass analysis, which is a common analyzer for native MS. $^{49-51}$ Traveling-wave IM uses DC potentials to generate time-dependent “waves” across a series of stacked-ring electrodes and RF potentials to radially confine ions, which improves ion transmission. $^{52-54}$ While TWIMS has been extremely
valuable for characterizing proteins,\textsuperscript{55,56,57} protein complexes,\textsuperscript{56,57} and other analytes,\textsuperscript{38,58} measured drift times require calibration using calibrants with known $\Omega$ due to the non-uniform DC electric field.\textsuperscript{59,60}

In order to directly measure drift times, and therefore absolute $\Omega$, Bush et al. developed an rf-confining drift cell, which was first implemented on a Waters Synapt G1 HDMS.\textsuperscript{60} This drift cell consists of a series of stacked-ring electrodes that have a uniform DC gradient and alternating RF potentials to radially confine ions. The instrument used in the majority of the studies presented here is a Waters Synapt G2 HDMS that has an rf-confining drift cell in place of the commercial TWIMS cell (Figure 1.1).\textsuperscript{61}
**Figure 1.1.** A Waters Synapt G2 HDMS modified with an rf-confining drift cell in place of the original travelling-wave ion mobility cell. Ions are produced using nanoESI and enter the instrument where they can be mass filtered prior to the trap cell using a quadrupole. The rf-confining drift cell can be used to separate ions according to their drift time through a weak electric field and/or the ions can pass through for mass analysis using the Time-of-Flight mass analyzer.
1.7 Outline of the Present Study

This thesis presents the investigation of two specific areas: 1) electrospray ionization fundamentals and mechanisms and 2) the analysis of separation of small molecules using different drift gases in an rf-confining drift cell. In IM-MS, analytes are first transferred into the gas phase using an ionization technique, which should be gentle enough to preserve noncovalent interactions. The mechanism by which these analytes are ionized has been studied extensively\textsuperscript{15,21,22,24,26,62,63} but there are still limitations of our understanding of the ionization process. Once ionized, analytes are separated in a drift cell filled with a background gas based on their mobility in an electric field (Equation 1.3). The background gas is typically He, N\textsubscript{2} or air but other gases can be used to change or improve separations between ions\textsuperscript{44,47}.

Chapter 2 discusses the ability of electrokinetic nanoESI to preserve solution-phase oligomeric states as analytes are transferred into the gas phase. This study reports on the measurements of initial droplet sizes from an electrokinetic nanoESI source as a function of electrospray current. Additionally, Poisson statistics are used to determine the extent of nonspecific aggregation over a range of electrospray currents using the same source. This study shows that at low currents and flow rates, electrokinetic nanoESI preserves ~98\% of oligomeric distributions of myoglobin, which is a monomer in solution. Additionally, when ionization currents are low (30 nA), oligomeric distributions are better preserved when protein concentration is low (<40 \mu M).

Chapter 3 investigates the effects of different buffers on native protein charge states in positive and negative ion mode. Proteins ranging in mass from 8-468 kDa are dissolved in four different buffers that vary only in their cation, where each cation has a different solvation energy. The average charge states of the proteins are measured and analyzed using previous methods\textsuperscript{24,26}. 
The average charge states of the proteins generally decrease with decreasing solvation energy of the cation present in solution. However, the changes in average charge state are not discrete and therefore, do not appear to be correlated with the change in buffer cation. Attempts are made to identify the cations in solution that most influence protein charge state using computational methods.

Chapters 4 and 5 discuss the separation of small molecules using different drift gases in an rf-confining drift cell. Chapter 4 reports the $\Omega$ of protonated amino acids in five drift gases (He, Ar, N$_2$, CO$_2$ and N$_2$O) and also characterizes the selectivity of each drift gas using $R_{pp}$ and $P_c$. This study demonstrates that the separation of small molecules can be improved by using larger, more-polarizable drift gases such as Ar, N$_2$ and CO$_2$. Chapter 5 reports the $\Omega$ of quinoline, isoquinoline and their double-bond equivalents (DBE) with four different drift gases (He, Ar, N$_2$ and CO$_2$). While many petroleomics studies have shown separation of DBE with different masses, the separation of DBE with the same mass has not been thoroughly explored or quantified. This chapter reports $R_{pp}$ and $P_c$ of DBE in each gas and analyzes the interactions between an ion and each gas using computational methods.

1.8 Collaborative Work

In addition to the work presented here, I have also had the opportunity to collaborate with Dr. Libin Xu’s group at the University of Washington, Dr. Hugh Kim’s group from Korea University, and Dr. Sunghwan Kim’s group from Kyungpook National University. The work I did with Dr. Xu’s group involved measuring absolute $\Omega$ values, using our rf-confining drift cell (Figure 1.1), of different chain lengths of polyalanine and a few antibiotics for calibration of TWIMS measurements of drugs and drug-like molecules. For Dr. Hugh Kim’s group, I taught a
visiting student, Jong Wha, how to measure absolute $\Omega$ for a set of aromatic compounds for comparison with theoretical calculations. Finally, I measured $\Omega$ of a set of polyaromatic hydrocarbons (PAH) for Dr. Sunghwan Kim’s group using an atmospheric solids analysis probe (to generate radical cations) and the rf-confining drift cell shown in Figure 1.1. Papers for these three studies have been submitted recently and are under review.
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Chapter 2

Nonspecific Aggregation in Native Electrokinetic Nanoelectrospray Ionization


2.1 Abstract

Native mass spectrometry is widely used to determine the stoichiometries and binding constants of noncovalent interactions in solution. One challenge is that multiple analytes in a single electrospray droplet can aggregate during solvent evaporation, which will bias the distribution of oligomeric states observed during gas-phase measurements. Here, measurements of solution flow rates, electrospray currents, droplet size distributions, and nonspecific aggregation are used in conjunction with Poisson statistics to characterize the factors that control nonspecific aggregation during typical native mass spectrometry experiments. Using electrokinetic nanoelectrospray ionization and a 30 nA current, low flow rates of less than 10 nL min\(^{-1}\) and initial droplets with mean diameters of \(~60\) nm were observed. For solutions containing 4 µM analyte under these conditions, Poisson statistics and charge-reduction drift tube ion mobility spectrometry both indicate that \(~90\%\) of the desolvated, occupied droplets contain a single analyte. Initial droplet sizes and contributions from nonspecific aggregates both increase with increasing current. Ion mobility mass spectrometry analysis of the ions produced using these conditions without charge reduction exhibit even less nonspecific aggregation (\(~2\%)\).
All approaches indicate that increasing the ionization current increases the flow rate, droplet size distribution, and extent of nonspecific aggregation. These results provide detailed insights into the role of small initial droplets in the success of native mass spectrometry.

2.2 Introduction

In native mass spectrometry, intact protein and protein complex ions are formed using electrospray ionization (ESI) from aqueous buffered solutions that have a biologically relevant pH and ionic strength. Native mass spectrometry is now widely used to characterize the stoichiometry\textsuperscript{1-7} and binding constants\textsuperscript{8-10} of proteins, ligands, and metal ions in noncovalent complexes. For example, native mass spectrometry has been used to characterize intermediates in the assembly of disease-associated protein aggregates\textsuperscript{1,3,7} and viral capsids.\textsuperscript{2,6,11} Most studies implicitly or explicitly assume that the oligomeric distribution of the ions analyzed in these experiments resemble those of the corresponding noncovalent complexes in solution. However, if multiple analytes in a single droplet aggregate during the evaporation of the solvent, the distribution of oligomeric states observed in the gas-phase measurements will be biased by the presence of nonspecific aggregates.\textsuperscript{12-14}

The charged-residue model is most-often used to explain the formation of multiply charged macromolecular ions. In this model, neutral solvent molecules evaporate from the initial charged droplet until the Coulombic repulsion exceeds the surface tension of the droplet (the Rayleigh limit).\textsuperscript{15-17} At this limit, Coulomb fission will result in the ejection of a progeny droplet with a smaller radius and a fraction of the charges of the precursor droplet.\textsuperscript{15} This process repeats until complete desolvation results in the formation of a multiply charged, gas-phase analyte ion. During solvent evaporation, the concentration of solutes will increase, which may result in the
formation of nonspecific aggregates when multiple solutes are present in a single droplet. The extent of nonspecific aggregates is therefore linked to both the original droplet size distribution and the size distributions of progeny droplets formed during fission events.

Most fundamental studies of the ESI have used externally controlled solution flows through capillaries with inner diameters of tens to hundreds of micrometers,\textsuperscript{11,18-20} which will be referred to as constant-flow ESI. In contrast, most native mass spectrometry experiments use comparatively smaller inner diameter capillaries without an externally applied pressure. The flow rates in these experiments depend on the electroosmotic flow\textsuperscript{21} of the solution that is induced by the applied electric field, which we refer to here as electrokinetic nanoESI. This implementation exhibits many advantages including reduced sample consumption,\textsuperscript{22} adduction of small molecules and ions,\textsuperscript{22,23} and nonspecific aggregation of analytes.\textsuperscript{23} For example, electrokinetic nanoESI of the \textit{E Coli.} chaperone GroEL yields well-resolved mass spectral peaks corresponding to different charge states of the biologically relevant tetradecamer.\textsuperscript{23} Constant-flow ESI of the same sample using the same mass analyzer yields significantly broader peaks and relatively intense features corresponding to nonspecific dimers and trimers of tetradecamers.\textsuperscript{23}

Many strategies have been used to characterize the extent of nonspecific aggregation during ESI.\textsuperscript{24-27} Klassen and coworkers pioneered the use of the “reporter molecule method” for protein-protein\textsuperscript{25} and protein-ligand\textsuperscript{26} complexes, in which measurements of the extent of aggregation during ESI for species that do not interact in solution are used to quantify the contribution of nonspecific aggregation to observed gas-phase oligomer distributions. The reporter molecule method reduces the bias of nonspecific interactions to measurements of binding affinities in solution. However, from those measurements alone, it is challenging to determine the contributions from different aspects of the ESI process, \textit{e.g.}, initial droplet sizes
versus droplet fission, to nonspecific aggregation. Statistical approaches have also been used to relate the extent of aggregation during ESI to the bulk concentration of the analyte and the number of copies of an analyte present in a droplet, using either a log-normal distribution of diameters\textsuperscript{12,28,29} or discrete diameter\textsuperscript{13,14,27} for the droplet. For example, Monte Carlo simulations suggest that the extent of nonspecific aggregation observed in native mass spectrometry of solutions containing different concentrations of a dimeric protein were consistent with the aggregation of analytes from a 24±3 nm radius droplet of the initial solution.\textsuperscript{27} Using that effective droplet size, Monte Carlo simulations agreed well with the observed extent of aggregation during ESI for selected protein complexes that do not form higher-order complexes in solution.\textsuperscript{27}

The objective of this study is to use Poisson statistics and measurements of droplet size distributions, flow rates, and the extent of protein aggregation during electrokinetic nanoESI as a function of the ionization current to elucidate the factors that mitigate nonspecific aggregation in electrokinetic nanoESI. Low flow rates (less than 10 nL min\textsuperscript{−1}) and small initial droplet diameters ~60 nm are observed at ionization currents near the threshold of ion formation (30 nA). Both the flow rate and initial droplet diameters increased monotonically with ionization current; at 400 nA we observed evidence for initial droplets that had diameters of ~500 nm, which are comparable to those produced from constant-flow ESI sources.\textsuperscript{16,17,30} Based on measured droplet sizes, probability calculations show the extent of nonspecific aggregation depends on ionization current and analyte concentration. For example, the majority of the occupied droplets that are less than 100 nm from solutions with 4 μM analyte contain a single analyte. In contrast, the majority of occupied droplets that are greater than 100 nm from solutions with 4 μM analyte contain multiple analytes, which could lead to nonspecific aggregation during
desolvation. The predictions from these calculations are generally consistent with our measurements of nonspecific aggregation observed from ion mobility spectrometry of charge-reduced droplets containing myoglobin and standard native ion mobility mass spectrometry experiments. These results provide insights into the advantages of small initial droplet diameters for obtaining accurate oligomeric distributions of protein complexes in native mass spectrometry experiments.

2.3 Experimental Methods

2.3.1 Electrokinetic NanoESI. The ion source used for these experiments consists of a platinum wire electrode inserted into a borosilicate capillary emitter filled with ~3 µL of solution. The capillary has an inner diameter of 0.78 mm that was pulled to a tip with an inner diameter of 1 to 3 µm using a micropipette puller (Sutter Instruments Model P-97; Novato, CA). A Bertan Power Supply (Model 205B-10R or 205B-03R; Hauppauge, NY) controlled the potential of the platinum wire, which was in direct contact with the solution. Ionization currents were measured using a digital multimeter (Jameco Benchpro DT 830B; Belmont, CA) that was positioned between the power supply and the platinum wire electrode. In most experiments, the electrospray potential was adjusted to maintain constant current.

2.3.2 Flow Rate. Flow rates were determined using the difference in the weight of the capillary before and after spraying at a constant ionization current for a timed interval, then converting that difference to a volume using the density of aqueous 200 mM ammonium acetate (1.00 g cm\(^{-3}\)). The capillary and tip holder were weighed using an analytical balance (Mettler Toledo XS105; Columbus, OH). Errors were propagated from the manufacturer’s specification for the accuracy of the balance (±0.01 mg) and are consistent with technical replicates. Mass
spectra were acquired simultaneously using a Waters Synapt G2 HDMS (Wilmslow, United Kingdom) to confirm ionization.

2.3.3 Apparent Droplet Size Distributions. The distributions of droplet diameters produced by the electrokinetic nanoESI source were measured using charge reduction ion mobility analysis with a differential mobility analyzer.\(^{31-35}\) An ESI capillary containing 0.1\% by volume sucrose in aqueous 200 mM ammonium acetate was positioned less than 5 mm from a 10 mCi \(^{210}\)Po source (Nucleospot; Grand Island, NY). This source produces roughly equal concentrations of cations and anions from trace species in the air\(^{36}\) surrounding the sampled droplets. Via droplet-ion collisions, droplets are charge reduced, which mitigates Coulomb fission. Droplets hence evaporate with minimal fissions, leaving non-volatile residue clusters whose sizes (diameters) are directly linked to the initial droplet size.\(^{37}\) After exposure to the \(^{210}\)Po generated ions, the residue clusters are additionally brought towards a known charge distribution\(^{38}\) in which most have charges states of 0, −1, or +1, but multiply charged residue clusters can remain if clusters do not achieve this steady charge distribution, a common occurrence for droplets generated by ESI. The resulting sucrose clusters were mobility-filtered using a differential mobility analyzer\(^{39}\) (TSI Model 3085; Shoreview, MN) and detected using a condensation particle counter\(^{40}\) (TSI Model 3786), which were operated as a scanning mobility particle sizer.\(^{41}\) Using data inversion,\(^{42}\) the residue and droplet size distributions were inferred.

2.3.4 Drift Tube Ion Mobility. In conjunction with charge reduction via \(^{210}\)Po generated ions, ion mobility measurements were also made on electrokinetic nanoESI generated ions using a drift-tube ion-mobility spectrometer (DT-IMS) operated at atmospheric pressure with a counterflow of gas.\(^{43}\) The drift region of the DT-IMS employed is 224 mm long and consists of 20 stainless steel ring electrodes that have a 40 mm inner diameter, 10 mm width, and are
separated by 2 mm wide insulators. A 9 kV DC potential was applied to the first ring electrode; the potential decreases nearly linearly across the drift tube and establishes a uniform axial electric field. After charge reduction (again using a $^{210}$Po source) and subsequent desolvation, the ions entered the drift region and were separated based on their mobilities and quantified by their arrival times at a condensation particle counter placed downstream of the DT-IMS.

2.4 Results and Discussion

2.4.1 Native Electrokinetic NanoESI. Most ESI droplet size studies have used externally controlled flow rates and large inner diameter capillaries (10s to 100s μm, constant-flow ESI). These studies have shown that droplet sizes depend on the applied voltage (and therefore ionization current), flow rate, and capillary orifice diameter. In contrast, few studies have focused on the droplet sizes generated from nanoESI using electrokinetic controlled solution flow through smaller inner diameter capillaries (less than 5 μm), i.e., the conditions used most frequently for native mass spectrometry. To investigate the effects of applied voltage, and therefore current, on the flow rates in electrokinetic nanoESI, a solution containing 4 μM myoglobin from horse heart (selected arbitrarily) in 200 mM ammonium acetate at pH = 7.0 was electrosprayed using a range of currents and typical conditions for native mass spectrometry. Flow rates of 1.2 to 6.4 nL min$^{-1}$ were measured using currents from 30 to 260 nA (Figure 2.1) and a different tip for each measurement. For comparison, currents of less than 100 nA are used for most applications of native mass spectrometry performed in our lab. When the same tip was used for each measurement, a sudden increase in the flow rate, to greater than 20 nL min$^{-1}$, was often observed using higher ionization currents (between 220 and 280 nA). After this sudden increase, subsequent flow rates measured using lower currents were greater than those measured
originally. The irreversible change in flow rate is attributed to physical deformation of the capillary tip.

The flow rates measured here are slower than those reported previously for similar electrokinetic nanoESI sources in which the potential was applied to a thin gold coating on the outside of the capillary. For example, using gold-coated capillaries and ionization currents of 10, 16, and 10 to 145 nA, flow rates of 20, 20, 47 and 9 to 589 nL min⁻¹, respectively, have been reported. Those studies used different capillaries and solvents other than the 200 mM ammonium acetate used in this work, which may account for the differences in flow rate (e.g., different surface tensions). In contrast, constant-flow ESI sources generally use flow rates in the µL min⁻¹ range.
Figure 2.1. Representative flow rates measured as a function of ESI current. When using a new capillary at each current (blue circles), flow rates remained less than 10 nL min\(^{-1}\) over a broad range of currents. When using a single capillary and monotonically increasing the current (red squares), the flow rates exhibited a sharp increase in flow rate at currents greater than 200 nA. The results shown using magenta triangles are from a replicate of the preceding experiment and exhibited similar trends. Immediately after acquiring those results and using the same capillary, flow rates were measured using monotonically decreasing currents (black triangles). The latter flow rates are greater than those measured using monotonically increasing currents, suggesting that the capillary was compromised while using high currents. The uncertainties in flow rate are comparable to size of markers plotted.
2.4.2 Initial Droplet Size Distributions. To investigate the effects of flow rate from the electrokinetic nanoESI source on droplet size, charge reduction ion mobility measurements of sucrose residue clusters were used to infer droplet size distributions. The residue measurement approach (as described in the Experimental Methods) has been used previously to characterize droplet size distributions from ESI and is considered a reliable, albeit indirect, means to estimate original ESI droplet size. Figure 2.2A shows the distribution of apparent initial droplet diameters as a function of electrospray potential; the corresponding currents are also shown. Figure 2.3A shows the distribution of initial droplet diameters determined using an ionization current of 30 nA, which is near the threshold for ionization. This distribution has a mean diameter of ~60 nm. However, we consider this to be an upper limit for the mean; the condensation particle counter employed has a lower detection limit near 4.5 nm, hence residue clusters corresponding to droplets smaller than 45 nm in diameter (4.5 nm and below) were not detected efficiently.

In most native mass spectrometry experiments, electrokinetic nanoESI sources are operated near the threshold for ionization. Our results indicate that this results in the formation of very small initial droplets. These droplet sizes are considerably smaller than those reported previously using constant-flow ESI sources (even those qualified as “nano-ESI” sources). Using similar implementations of the residue measurement approach and constant-flow ESI sources, Chen et al. reported 280 nm droplets using a current of 300 nA and Hogan et al. reported 170.56 nm diameter droplets using currents of 200 to 300 nA. Light scattering has also been used to characterize the droplets produced by constant-flow ESI sources, but typically for droplets that are significantly larger than those in the present study (e.g., ~25 µm).
Increasing the ionization current results in the formation of larger droplets (Figure 2.2A, subpopulation III). Interestingly, additional features are also present at currents greater than 50 nA. For example, the distribution of apparent droplet diameters determined using an ionization current of 75 nA is shown in Figure 2.4A and exhibits features for subpopulations with mean apparent diameters near 220, 140, and 75 nm. With increasing ionization current, features for three subpopulations (labeled I, II, and III, respectively) persist with monotonically increasing diameters.

We propose two possible assignments for subpopulations I and II. The first candidate assignment is that subpopulations I and II correspond to the progeny droplets resulting from Coulomb fission from subpopulations II and III, respectively. Though satellite features have been detected in prior examinations of ESI generated droplets (leading to bimodal distributions),\textsuperscript{15,37,48} the appearance of such monomodal progeny distributions has not been reported in other studies using the residue measurement approach. This result would be consistent with droplet fission occurring faster than charge reduction. The rate of droplet evaporation (in terms of diameter) increases with decreasing droplet size,\textsuperscript{49} therefore smaller droplets can more readily access the Rayleigh limit before they are fully charged reduced relative to larger droplets produced using constant-flow electrospray sources. For comparison, modelling of collisions between charged particles and a charged aerosol that is 200 nm in diameter suggests that charge reduction will occur on a millisecond timescale,\textsuperscript{50} whereas droplet fission from submicron droplets above the Rayleigh limit can occur on the microsecond time scale.\textsuperscript{48}
Figure 2.2. (A) A heat map of apparent droplet diameters as a function of increasing potential/current. As the ionization current increases, the initial droplet diameters increase (subpopulation III) and additional features appear (subpopulations I and II). (B) The masses of the progeny droplets relative to the parent droplets based on the apparent diameters for subpopulation II from subpopulation III (turquoise pentagons), subpopulation I from subpopulation II (purple diamonds), and subpopulation I from subpopulation III (orange stars).
Figure 2.2B shows that, using the first candidate assignment, the volumes of the droplets in subpopulation II are 20% to 30% of those in subpopulation III. These values are similar to those reported in early measurements of mass loss during droplet fission of micron-scale droplets, but considerably greater than values reported based on more contemporary measurements (1% to 5%). Although those studies all probed droplets that were considerably larger (4 to 200 µm), the significant differences in mass loss strongly disfavor the assignment of subpopulation II as the progeny of subpopulation III. Furthermore, the formation of such large progeny droplets (20% to 30% relative mass) would significantly broaden subpopulation III due to the loss of mass from the parent droplets.

The second candidate assignment is that subpopulation II is composed of doubly charged analogues of subpopulation III, which would have greater mobility and appear to have smaller diameters in this analysis that assumes that all ions are singly charged. Subpopulation I is then assigned to the progeny droplets formed via Rayleigh fission of droplets that appear as subpopulations II and III. Figure 2.2B shows that, using these assignments, the droplets in subpopulation I have comparable relative volumes to those reported previously. Furthermore, the actual diameters of doubly charged forms of subpopulation II would be twice their apparent diameters, which would be similar to, albeit slightly larger than, the apparent diameters observed for subpopulation III. Therefore, these results are most consistent with the second candidate assignment and the presence of a non-negligible number of multiply charged residues remaining in the aerosol phase after exposure to the charge reduction source.

2.4.3 Theoretical Nonspecific Aggregate Distributions. The frequency of nonspecific aggregates, assuming analyte concentrations of 0.4, 4.0, and 40 µM was predicted from the
experimental droplet size distributions using the Poisson distribution. First, the mean aggregate size (number of monomers per aggregate), \( \bar{n} \), is:

\[
\bar{n}(D, C) = C \times \left( \frac{D}{2} \right)^3 \times N_A
\]  

(2.1)

where \( D \) is the droplet diameter, \( C \) is the analyte concentration, and \( N_A \) is Avogadro’s number.

Assuming Poisson statistics, the probability of each aggregate size, \( n \), is:

\[
P(n, D, C) = \frac{\bar{n}(D, C)^n e^{-\bar{n}(D, C)}}{n!}
\]  

(2.2)

Prior studies using Equation 2.2 to examine ESI-induced aggregation used either a log-normal distribution\(^{12,28,29} \) or a discrete diameter\(^{13,14} \) for the droplet. Here, we consider the total aggregate distribution expected from these experiments, which depends on the experimental droplet size distribution \( I(D) \) and Equation 2.2:

\[
P_{\text{total}}(n, C) = \sum_D [I(D)P(n, D, C)]
\]  

(2.3)

Note that this approach does not account for the volume of the analyte. This effect is expected to be negligible for small proteins and aggregate sizes, but it will be increasingly significant with increasing droplet occupancy and analyte size. Furthermore, this analysis does not consider any protein-specific effects that may affect nonspecific aggregation.
Figure 2.3. (A) Droplet size distribution measured using an electrospray current of 30 nA. The total probability for each aggregate number was calculated using Equation 2.3, the experimental droplet size distribution in (A), and analyte concentrations of 0.4 (B), 4 (C), and 40 (D) µM.
The total aggregate distribution expected for the apparent droplet size distribution shown in Figure 2.3A was calculated using concentrations of 0.4, 4.0, and 40 µM and are shown in Figures 2.3B, 2.3C, and 2.3D, respectively. This analysis suggests that the fraction of occupied droplets containing a single analyte is 98%, 83%, and 24% for 0.4, 4, and 40 µM analyte concentrations, respectively. Thus when using the lowest concentrations and an ionization current of 30 nA, which is similar to that used in many structural biology applications, excellent fidelity between the aqueous and gas-phase oligomeric states will be achieved.

The distribution of apparent droplet diameters determined using an ionization current of 75 nA is shown in Figure 2.4A and exhibits features for subpopulations with mean apparent diameters near 220, 140, and 75 nm (III, II, and I, respectively). The total aggregate distribution expected for each subpopulation assuming that the apparent droplet diameters accurately reflect the actual droplet diameters and a concentration of 4 µM are shown in Figures 2.4B, 2.4C, and 2.4D, respectively. This analysis suggests that 67% of the occupied droplets within subpopulation I contain a single analyte, which will yield ions with the correct stoichiometry after desolvation, whereas 33% contain multiple analytes, which may yield nonspecific aggregates (Figure 2.4B). Occupied droplets within subpopulation II are large enough to contain a wider range of aggregate sizes with a 19% probability of containing three analytes (trimer, Figure 2.4C). Greater than 99% of droplets that are within subpopulation III contain multiple analytes (Figure 2.4D). Therefore, oligomeric state distributions determined using droplets that are ~200 nm or larger will deviate radically from the corresponding solution-phase distributions.
Figure 2.4. (A) Droplet size distribution measured using an electrospray current of 75 nA, which includes contributions from subpopulations I, II, and III. The probability for each aggregate number was calculated using Equation 2.3, an analyte concentration of 4 μM, and assuming that the distribution of apparent droplet diameter accurately reflects the actual distribution of droplet diameters. (B), (C), and (D) show results for subpopulations I, II, and III, respectively. (E) shows the probability for each aggregate number calculated for the entire distribution using the same assumption. (F) shows the probability for each aggregate number calculated assuming that subpopulation II is for doubly charged ions; thus the actual diameters are twice the apparent diameters. Analogous plots determined using concentrations of 0.4 and 40 μM are shown in Figures S2.1 and S2.2, respectively.
The total aggregate distribution for the entire apparent droplet size distribution using a concentration of 4 µM is shown in Figure 2.4E. This analysis suggests that 24% of the occupied droplets contain a single analyte, whereas 76% contain multiple analytes and may lead to nonspecific aggregates. As discussed earlier, it is likely that subpopulation II is attributable to doubly charged ions. In that case, the actual diameters of these droplets are likely twice that of the apparent diameters due to their increased mobilities. The actual volumes of those droplets are eight-fold greater than that suggested by their apparent diameters. Figure 2.4F shows the total aggregate distribution expected using those assignments. This analysis suggests that only 19% of the droplets contain a single analyte, whereas 81% contain multiple analytes. Analogous distributions determined using the 75 nA droplet-size distribution and analyte concentrations of 0.4 and 40 µM are shown in Supporting Information Figures S2.1 and S2.2, respectively, which further illustrate the advantage of using lower analyte concentration to mitigate nonspecific aggregation.

2.4.4 Nonspecific Aggregation During Native Charge-Reduction ESI. The effects of current and concentration on nonspecific aggregation were measured experimentally using varying concentrations of myoglobin in aqueous 200 mM ammonium acetate solutions. Myoglobin is a 17.6 kDa protein that exists as a monomer in solution, thus, the presence of higher-order oligomers can be attributed to nonspecific aggregation. ESI droplets were charge reduced using $^{210}$Po and the resulting ions were analyzed using an atmospheric pressure aspirating drift tube ion mobility spectrometer (DT-IMS). Separation in drift time depends on analyte size and shape, therefore, drift times increase with increasing oligomeric size.

The drift times measured using 4 µM myoglobin solutions and ionization currents ranging from 30 to 200 nA are shown in Figure 2.5A. The intense feature centered near 2.50 s
corresponds to monomeric myoglobin. Features at longer drift times correspond to higher-order oligomers of myoglobin. At the lowest stable current measured from the electrokinetic nanoESI source (30 nA), monomeric myoglobin was observed predominately (at least 90% relative abundance). This result is consistent with that from Poisson statistics that estimated 83% monomeric abundance for the apparent droplet size distribution measured at 30 nA. As the ionization current was increased, a feature corresponding to a relatively low abundance of nonspecific dimers appeared near 3.25 s. At 200 nA, features that are assigned to trimers (4.00 s) and tetramers (4.75 s) also appeared. These results are generally consistent with the analysis based on apparent droplet size measurements and the Poisson distribution, which indicate a significant increase in the extent of nonspecific aggregation with increasing ionization current and the concomitant increase in droplet sizes.

To test the dependence of nonspecific aggregation on concentration, increasing concentrations of myoglobin (0.4, 4.0, and 40 μM) in 200 mM ammonium acetate (Figure 2.5B) were analyzed using DT-IMS. A 30 nA current was used to minimize the formation of larger droplets. Consistent with the analysis above, increasing concentrations of myoglobin result in the formation of higher-order nonspecific aggregates due to increased droplet occupancy.

The percent of detected myoglobin monomer was calculated as functions of current (Figure 2.5E) and concentration (Figure 2.5F). When droplets were charge-reduced, there was a significant decrease in the relative abundance of monomer, from 91% to 59%, with increasing current. Therefore, there was a concomitant increase in nonspecific aggregate formation with increasing current. This trend also occurred with increasing concentration of myoglobin at a constant ionization current of 30 nA; the presence of monomer decreased from 91% to 65% with increasing concentration. These results are greater than the predicted % monomer as a function
of concentration determined using the apparent droplet size distribution in Figure 2.3A and Poisson distribution (Figure 2.5F), which shows a decrease from 99% to 24% over the same range of concentrations. These differences suggest that the DT-IMS instrument may have a detection bias or that not all proteins in a single, charge-reduced droplet go on to form nonspecific aggregates.
Figure 2.5. (A) DT-IMS arrival-time distributions for 4.0 μM myoglobin in 200 mM ammonium acetate measured using currents of 30, 80, 150, and 200 nA with charge reduction. Increasing current increases the abundance of higher-order aggregates. (B) DT-IMS arrival-time distributions for 0.4, 4.0, and 40 μM myoglobin measured using a current of 30 nA with charge reduction. Nonspecific dimers increase greatly in intensity with increasing concentration. (C) Mass spectra for 4.0 μM myoglobin measured using currents of 30, 90, 150, and 200 nA. (D) Mass spectra of 4.0, and 40 μM myoglobin measured using a current of 30 nA. (E) summarizes the results in (A) and (C). (F) summarizes the results in (B), (D), and that obtained using the apparent droplet size distribution shown in Figure 2.3A and Poisson statistics.
2.4.5 Nonspecific Aggregation During Native ESI. The preceding experiments all used charge-reduction ESI, in which ESI is performed in the presence of $^{210}$Po that reduces the number of charges on the droplets and inhibits Rayleigh fission.\textsuperscript{37} In contrast, most native mass spectrometry experiments do not use charge reduction during ESI and the resulting droplets are more likely to exceed the Rayleigh limit and undergo Coulomb fission. In order to investigate these effects, nonspecific aggregation of myoglobin was characterized as a function of analyte concentration and ionization current using native electrokinetic nanoESI.

Ion mobility mass spectra from solutions containing 4.0 and 40 $\mu$M myoglobin were measured using a range of ionization currents (mass spectra shown in Figure 2.5C). The spectrum of 4.0 $\mu$M myoglobin ions at an ionization current of 30 nA was additionally compared to a spectrum of 40 $\mu$M myoglobin ions at the same ionization current (Figure 2.5D). With an increase in concentration, there was a shift to higher $m/z$ due to adduction of small ions. The arrival time distributions confirmed that the peaks for the monomers and dimers appear at unique $m/z$ values in these experiments.

For multiply charged droplets, the relative abundance of nonspecific aggregates (~2\%) depended weakly on current and concentration over the ranges investigated. This result is consistent with the increased formation of smaller droplets resulting from fission events (Figures 2.5E and 2.5F). Furthermore, this result suggests that monomeric ions resulting from these smaller droplets are detected with greater efficiency in the IM-MS experiments than the corresponding ions of aggregates from larger droplets. This result is in contrast to experiments using charge-reduced droplets that preserved monomeric oligomers at low currents (less than 50 nA) and concentrations (0.4 $\mu$M), but produced increasing abundances of higher-order aggregates with both increasing current and concentration. However, the relative abundance of
monomers in the DT-IMS experiments is still less than expected based on the analysis of droplet size distributions measured using the same charge-reduction ESI source.

2.5 Conclusions

Over the last two decades, native mass spectrometry has established itself as a powerful tool for determining the stoichiometry and binding constants of noncovalent interactions in solution. This approach leverages the fidelity between the distributions of noncovalent complexes in solution and in the gas phase, although any nonspecific aggregation that occurs during the ionization process will bias these results. In this work, we evaluated the factors that contribute to nonspecific aggregation in native electrokinetic nanoESI using measurements of flow rate, current, droplet size distributions, and nonspecific aggregation in conjunction with Poisson statistics. These results show that using a typical ionization current (30 nA) and concentration (4 µM) for native mass spectrometry, electrokinetic nanoESI yields low flow rates (less than 10 nL min⁻¹) and small initial droplets (~60 nm diameters) that predominately contain up to 1 analyte. Increasing the ionization current results in the formation of larger initial droplets that are more likely to contain multiple analytes, which may aggregate during solvent evaporation and result in the formation of nonspecific aggregates that would bias the gas-phase measurement.

Most of the experiments reported here used charge reduction during ionization, which reduces the number of Coulomb fission events that occur during desolvation. The formation of progeny droplets decreases the fraction of occupied droplets that contain multiple analytes, consistent with decreased nonspecific aggregation observed in experiments without charge reduction relative to experiments with charge reduction. The combination of very small initial
droplet sizes (~60 nm) and increased droplet fission in electrokinetic nanoESI without charge reduction has enabled the success of native mass spectrometry in quantifying the stoichiometries and affinities of noncovalent interactions in solution, even at µM concentrations.

2.6 Supporting Information. Figures S2.1 to S2.2.

2.7 Acknowledgements. M.F.B. and K.L.D. acknowledge support from the University of Washington. Support from US National Science Foundation Grant CBET-1133285 was used to the purchase of consumables for operation of the charge reduction ESI experiments. D.R.O. acknowledges support from a National Science Foundation Graduate Research Fellowship.
2.8 References


Chapter 3

Investigating Ionization Mechanisms in the Gas Phase using Native Ion Mobility Mass Spectrometry

3.1 Abstract

Many mechanisms for the charging of macromolecules in electrospray ionization (ESI) have been debated and proposed. Here, native mass spectrometry and ion mobility spectrometry were used to investigate the charged-residue model, which is most often used to explain the ionization of macromolecules using the Rayleigh limit, and the more recently proposed combined charged residue field emission model. The average charge states of proteins ranging in mass from 8 – 468 kDa were measured in four different buffers (ammonium acetate, methylammonium acetate, dimethylammonium acetate, and trimethylammonium acetate) at a biologically relevant pH (~7.0). The average charge states of native proteins in each of the four buffers are less than what the Rayleigh limit estimates. Additionally, the average charge states do not correlate with what the combined charged residue field emission model suggests; the charge state of a macromolecule depends on the charge carriers emitted at specific critical field strengths on the surface of the droplet. These results indicate that there is still more work ahead to fully understand the ionization of macromolecules using ESI.
3.2 Introduction

Native ion mobility mass spectrometry (IMMS) is an important tool in investigations of protein and protein complex stoichiometry and dynamics due to its speed and sensitivity.\textsuperscript{1–4} In these investigations, it is important to maintain protein and protein complex structures and any noncovalent interactions. Native-like ions are produced from a solution containing protein dissolved in ~200 mM ammonium acetate at a biologically relevant pH using nanoelectrospray ionization (nanoESI), which is a soft-ionization technique.\textsuperscript{5} The resulting native mass spectra, using nanoESI, show narrower charge state distributions at lower \textit{m/z} than those produced from conventional ESI methods.

The most widely accepted model used to explain the formation of multiply charged macromolecular ions is the charged-residue model (CRM).\textsuperscript{6–8} In this model, neutral solvent molecules evaporate from the initial charged droplet until the Coulombic repulsion exceeds the surface tension of the droplet (the Rayleigh limit):\textsuperscript{9}

\[
z \cdot e = \pi (8 \varepsilon_0 \gamma)^{1/2} D^{3/2}
\]  

where \(z\) is the number of charges, \(e\) is the elementary charge, \(\varepsilon_0\) is the permittivity of free space, \(\gamma\) is the surface tension (72 mN/m for water at 25 °C), and \(D\) is the droplet diameter. At this limit, Coulomb fission will result in the ejection of a progeny droplet with a smaller radius and a fraction of the charges of the precursor droplet.\textsuperscript{10} This process repeats until complete desolvation results in the formation of a multiply charged, gas-phase ion.

The CRM is a useful model for approximating charge states of macromolecules, however, there are discrepancies between experimental results and predictions determined using Equation 3.1. The average charge states of native-like protein cations with masses ranging from 6 – 80 kDa were found to be less than those estimated using the Rayleigh limit and a surface
tension of water.\textsuperscript{11} Given the differences between the average charge states of native-like ions measured experimentally and those predicted using the Rayleigh limit, Hogan \textit{et al.} proposed the Combined Charged Residue Field Emission Model (CCRFEM).\textsuperscript{11,12}

The CCRFEM states that both Coulomb fission (similar to the CRM) and small charge carrier emission from electrosprayed droplets (analogous to the ion evaporation model)\textsuperscript{8,13} affect the average charge states of native-like ions. Small charge carrier emission occurs when the surface of an electrosprayed droplet reaches a critical field strength, $E^*$. Once a charge carrier is emitted, the electric field strength decreases, preventing further charge-carrier emission. After neutral-solvent evaporation, the surface of the droplet will reach yet another $E^*$ at which another charge carrier will be emitted. The emission of charge carriers from a droplet is dependent on $E^*$ and their solvation energies. The charges on a macromolecule for a given $E^*$ is given by:\textsuperscript{11,12}

$$z = \frac{\pi \varepsilon_0 E^*}{e} D^2$$

(3.2)

where $D$ is the macromolecule diameter (typically determined using a protein density of 1.0 g cm$^{-3}$). The observed average charge states measured by Hogan \textit{et al.} were consistent with $E^*$ values of 3.53 and 2.95 V nm$^{-1}$.\textsuperscript{12}

Allen \textit{et al.} expanded on this work by measuring the average charge states of a broader range of proteins from 6 - 468 kDa in both positive and negative ion mode.\textsuperscript{14} The terms in the Rayleigh limit are independent of polarity but the charge states of macromolecules are not; negative charge states are less than those of positive charge states.\textsuperscript{2,6,14} In positive ion mode, the observed average charge states corresponded with $E^*$ values of 3.52, 2.95 and 2.3 V nm$^{-1}$. In negative ion mode, the measured average charge states were less than in positive mode resulting in lower $E^*$ values of 2.8, 2.3 and 1.9 V nm$^{-1}$. It was found that ions in both polarities had similar
structures despite differences in charge state. The results could not be verified using the Rayleigh limit and instead were explained using the CCRFEM.\textsuperscript{14}

The CCRFEM states that the average charge state of a protein is dependent in part on the solvation energies of charge carriers present in droplets containing the protein.\textsuperscript{12} For example, using a denaturing solution and adding 0.4\% diethylamine decreases the average charge state of cytochrome \textit{c} by 11\%, even when the pH of the solution is held constant.\textsuperscript{15} The solvation energy of diethylamine is lower than that of the denaturing solution alone, therefore, diethylamine will emit and take charges with it before complete desolvation of the droplet can occur.

Here we examine the effects that different charge carriers have on the average charge states of native-like proteins in positive and negative ion mode. Native mass spectra were measured for proteins ranging from 8 – 468 kDa in four different buffers: ammonium acetate, methylammonium acetate, dimethylammonium acetate and trimethylammonium acetate. The four buffers differ in cationic charge carrier and solvation energies. We find that the average charge states of native proteins decreases with decreasing solvation energies of the cation, also resulting in differences in E* compared to those determined using ammonium acetate. Finally, using the polarizable continuum model, solvation energies of possible charge carriers in solution were calculated and compared with E* results.
3.3 Experimental Section

All chemicals were purchased from Sigma-Aldrich. Solutions of 10 µM protein were initially diluted in 200 mM ammonium acetate at a biologically relevant pH to retain their native forms. The proteins were subsequently buffer-exchanged into 200 mM methyl ammonium acetate, dimethyl ammonium acetate, and trimethyl ammonium acetate. Each buffer was at a biologically relevant pH.

3.3.1 Ion Mobility Mass Spectrometry. Ions were produced using an electrokinetic nanoESI source\textsuperscript{16} consisting of a platinum wire electrode inserted into a borosilicate capillary emitter that contained ~3 µL of solution. The capillaries have an inner diameter of 0.78 mm and were pulled to a tip with an inner diameter of ~1-3 µm using a micropipette puller (Sutter Instruments Model P-87, Novato, CA). Ion mobility mass spectrometry data were measured on a modified Waters Synapt G2 HDMS instrument in which the traveling-wave ion mobility cell was replaced with a radio-frequency confining drift cell.\textsuperscript{17,18} \( \Omega \) values were determined from plots of drift time versus reciprocal drift voltages, which ranged from 100 to 350 V.

3.3.2 Software. Average charge states were determined by fitting Gaussian functions to the distribution of charge states and the peak for each charge state. The mass of the protein and the average charge-state are first estimated and then optimized using functions implemented in SciPy.

3.4 Results and Discussion

3.4.1 Effects of methylated buffers on protein charge state. Figure 3.1A shows the positive average charge states measured for native-like proteins, ranging in mass from 8 - 468 kDa (Table 3.1). The proteins were sprayed from four buffer salts: ammonium acetate (AA),
methylammonium acetate (MA), dimethylammonium acetate (DA) and trimethylammonium acetate (TA). The average charge states measured here with AA buffer are within 2.4% of those determined previously using the same buffer salt, with the exception of ubiquitin (8%) and cytochrome c (13%) (Table 3.1). Figure 3.1B shows the negative average charge states measured for the same native-like proteins in Table 3.1 sprayed from AA. The negative average charge states measured here are within 5% of those measured previously with the exception of ubiquitin (8.7%) and are reported in Table 3.2.

In the charged residue model (CRM), the charge state of a macromolecule follows the Rayleigh limit (Equation 3.1). The average charge states of the native-like proteins from AA buffer are 69 to 90% of that predicted by the Rayleigh limit assuming a surface tension of water (72.8 mN/m) as shown in Figure 3.1A. The average charge states of these proteins continue to decrease from AA>MA>DA>TA. The relative differences in average charge state for proteins sprayed from these four buffers relative to those estimated using Equation 3.1 and a surface tension of water range from -0.9 to -15 (Figure 3.1C). Glutamate dehydrogenase (337 kDa) exhibits the greatest difference in average charge state, from AA to TA buffers, of 23%.
Figure 3.1. (A) Positive average charge states ($<z>$) of proteins i-xiv in ammonium acetate ($\text{AA}_{\text{pos}}$, blue circles), methylammonium acetate (MA, red squares), dimethylammonium acetate (DA, purple triangles) and trimethylammonium acetate (TA, green pentagons) are less than charge states determined using the Rayleigh limit (solid line, Equation 1) and a surface tension of water. (B) Negative $<z>$ of proteins i-xiv in ammonium acetate ($\text{AA}_{\text{neg}}$, cyan circles) are also less than the Rayleigh limit. Best-fit lines for each solvent were determined by optimizing the surface tension using a least-squares minimization. (C) The change in $<z>$ for each protein in buffers AA, MA, DA, and TA relative to their predicted charge state using Equation 1. (D) Residual values between measured $<z>$ and those of the best-fit line.
Table 3.1. Masses and charge states of selected cations

<table>
<thead>
<tr>
<th>Protein</th>
<th>n</th>
<th>Mass (kDa)</th>
<th>z&lt;sub&gt;RL&lt;/sub&gt;</th>
<th>&lt;z&gt;AA&lt;sub&gt;Allen&lt;/sub&gt;&lt;sup&gt;14&lt;/sup&gt;</th>
<th>&lt;z&gt;AA</th>
<th>&lt;z&gt;MA</th>
<th>&lt;z&gt;DA</th>
<th>&lt;z&gt;TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>i ubiquitin</td>
<td>1</td>
<td>8.57</td>
<td>7.28</td>
<td>5.46</td>
<td>5.03</td>
<td>5.57</td>
<td>3.73</td>
<td>4.66</td>
</tr>
<tr>
<td>ii cytochrome c</td>
<td>1</td>
<td>12.4</td>
<td>8.71</td>
<td>6.80</td>
<td>7.82</td>
<td>6.74</td>
<td>6.16</td>
<td>6.18</td>
</tr>
<tr>
<td>iii α-lactalbumin</td>
<td>1</td>
<td>14.2</td>
<td>9.33</td>
<td>--</td>
<td>6.99</td>
<td>7.49</td>
<td>6.72</td>
<td>6.25</td>
</tr>
<tr>
<td>iv myoglobin</td>
<td>1</td>
<td>17.9</td>
<td>10.4</td>
<td>--</td>
<td>7.80</td>
<td>7.99</td>
<td>7.49</td>
<td>7.14</td>
</tr>
<tr>
<td>v β-lactoglobulin</td>
<td>1</td>
<td>18.4</td>
<td>10.6</td>
<td>7.96</td>
<td>7.77</td>
<td>7.98</td>
<td>6.27</td>
<td>5.95</td>
</tr>
<tr>
<td>vi β-lactoglobulin</td>
<td>2</td>
<td>36.8</td>
<td>15.0</td>
<td>12.4</td>
<td>12.4</td>
<td>11.6</td>
<td>10.6</td>
<td>9.97*</td>
</tr>
<tr>
<td>vii concanavalin A</td>
<td>2</td>
<td>51.6</td>
<td>17.7</td>
<td>--</td>
<td>13.8</td>
<td>13.7</td>
<td>12.3</td>
<td>11.0</td>
</tr>
<tr>
<td>viii avidin</td>
<td>4</td>
<td>64.3</td>
<td>19.6</td>
<td>16.4</td>
<td>16.2</td>
<td>15.5</td>
<td>14.1</td>
<td>12.4</td>
</tr>
<tr>
<td>ix enolase</td>
<td>2</td>
<td>94.2</td>
<td>23.8</td>
<td>--</td>
<td>19.2</td>
<td>17.5</td>
<td>15.5</td>
<td>16.5</td>
</tr>
<tr>
<td>x concanavalin A</td>
<td>4</td>
<td>103</td>
<td>24.9</td>
<td>20.3</td>
<td>20.1</td>
<td>19.1</td>
<td>17.8</td>
<td>16.0</td>
</tr>
<tr>
<td>xi alcohol dehydrogenase</td>
<td>4</td>
<td>148</td>
<td>29.7</td>
<td>24.8</td>
<td>24.4</td>
<td>22.1</td>
<td>21.0</td>
<td>18.9</td>
</tr>
<tr>
<td>xii pyruvate kinase</td>
<td>4</td>
<td>233</td>
<td>37.2</td>
<td>33.6</td>
<td>32.8</td>
<td>30.3</td>
<td>27.7</td>
<td>27.1</td>
</tr>
<tr>
<td>xiii glutamate dehydrogenase</td>
<td>6</td>
<td>337</td>
<td>44.8</td>
<td>39.3</td>
<td>38.8</td>
<td>34.0</td>
<td>31.5</td>
<td>29.8</td>
</tr>
<tr>
<td>xiv β-galactosidase</td>
<td>4</td>
<td>468</td>
<td>52.6</td>
<td>48.8</td>
<td>47.9</td>
<td>44.9</td>
<td>39.6</td>
<td>37.8</td>
</tr>
</tbody>
</table>

AA = ammonium acetate, MA = methylammonium acetate, DA = dimethylammonium acetate, TA = trimethylammonium acetate

*= two measurements

Table 3.2. Masses and charge states of selected anions

<table>
<thead>
<tr>
<th>Protein</th>
<th>n</th>
<th>Mass (kDa)</th>
<th>z&lt;sub&gt;RL&lt;/sub&gt;</th>
<th>&lt;z&gt;AA&lt;sub&gt;Allen&lt;/sub&gt;&lt;sup&gt;14&lt;/sup&gt;</th>
<th>&lt;z&gt;AA</th>
<th>&lt;z&gt;MA</th>
<th>&lt;z&gt;DA</th>
<th>&lt;z&gt;TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>i ubiquitin</td>
<td>1</td>
<td>8.57</td>
<td>7.28</td>
<td>3.56</td>
<td>3.87</td>
<td>5.47*</td>
<td>5.01*</td>
<td>6.31*</td>
</tr>
<tr>
<td>iii α-lactalbumin</td>
<td>1</td>
<td>14.2</td>
<td>9.33</td>
<td>--</td>
<td>5.90</td>
<td>6.47*</td>
<td>6.51*</td>
<td>6.49*</td>
</tr>
<tr>
<td>iv myoglobin</td>
<td>1</td>
<td>17.9</td>
<td>10.4</td>
<td>--</td>
<td>6.63</td>
<td>6.51*</td>
<td>6.79*</td>
<td>6.92*</td>
</tr>
<tr>
<td>vii concanavalin A</td>
<td>2</td>
<td>51.6</td>
<td>17.7</td>
<td>--</td>
<td>12.6</td>
<td>11.9*</td>
<td>11.4*</td>
<td>12.3*</td>
</tr>
<tr>
<td>viii avidin</td>
<td>4</td>
<td>64.3</td>
<td>19.6</td>
<td>13.4</td>
<td>13.4</td>
<td>12.9*</td>
<td>13.0*</td>
<td>13.2*</td>
</tr>
<tr>
<td>x concanavalin A</td>
<td>4</td>
<td>103</td>
<td>24.9</td>
<td>17.6</td>
<td>18.3</td>
<td>16.9*</td>
<td>16.1*</td>
<td>17.3*</td>
</tr>
<tr>
<td>xi alcohol dehydrogenase</td>
<td>4</td>
<td>148</td>
<td>29.7</td>
<td>19.9</td>
<td>19.7</td>
<td>19.8*</td>
<td>20.1*</td>
<td>19.2*</td>
</tr>
<tr>
<td>xii pyruvate kinase</td>
<td>4</td>
<td>233</td>
<td>37.2</td>
<td>25.6</td>
<td>24.9</td>
<td>24.3*</td>
<td>22.8*</td>
<td>24.8*</td>
</tr>
</tbody>
</table>

*= single measurement
According to the Rayleigh limit, the charge state of a protein is dependent on the surface tension of the droplet surrounding the protein. The surface tensions of all four buffers used in this study (AA, MA, DA and TA) in positive mode, as well as AA in negative mode, were estimated using a linear least squares regression between the Rayleigh limit and experimental average charge states (Figures 3.1A and 3.1B). The estimated surface tensions decreased from AA (0.050 N/m), MA (0.044 N/m), DA (0.037 N/m), to TA (0.032 N/m) in positive mode and the estimated surface tension of AA was 0.034 N/m in negative mode. While these values have not been verified via experiment, the decreasing surface tensions for each buffer could explain the decreasing charge states of the proteins. However, the surface tension of AA should not change based on polarity and therefore, the Rayleigh limit still does not account for lower charge states in negative ion mode relative to positive ion mode.

### 3.4.2 Combined charged residue field emission model

$E^*$ values (Table 3.3) were calculated using Equation 3.2\textsuperscript{11,12} and the average charge states of 14 proteins sprayed from aqueous buffers AA, MA, DA and TA (Table 3.1). The diameters, $D$, of the proteins were determined using a density ($\rho$) of 1.00 g cm\textsuperscript{-3}.\textsuperscript{12,14,19} $E^*$ values were then optimized using a linear least squares regression. Using the Q-test, it was determined that cytochrome $c$ in AA buffer and ubiquitin in DA buffer are outliers and were not included in the optimization of $E^*$ values.

### Table 3.3. Critical field strengths for each buffer

<table>
<thead>
<tr>
<th>Buffer</th>
<th>$E_{1,+}^*$ (V/nm)</th>
<th>$E_{2,+}^*$ (V/nm)</th>
<th>$E_{3,+}^*$ (V/nm)</th>
<th>$E_{1,-}^*$ (V/nm)</th>
<th>$E_{2,-}^*$ (V/nm)</th>
<th>$E_{3,-}^*$ (V/nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>3.23 ± 0.12</td>
<td>2.74 ± 0.18</td>
<td>2.21 ± 0.28</td>
<td>2.65 ± 0.19</td>
<td>2.29 ± 0.18</td>
<td>1.89 ± 0.14</td>
</tr>
<tr>
<td>MA</td>
<td>3.40 ± 0.26</td>
<td>2.65 ± 0.30</td>
<td>2.06 ± 0.29</td>
<td>2.67 ± 2.68</td>
<td>2.14 ± 1.01</td>
<td>1.76 ± 0.54</td>
</tr>
<tr>
<td>DA</td>
<td>3.11 ± 0.29</td>
<td>2.40 ± 0.13</td>
<td>1.83 ± 0.61</td>
<td>2.73 ±</td>
<td>2.19 ± 0.80</td>
<td>1.68 ±</td>
</tr>
<tr>
<td>TA</td>
<td>2.89 ± 0.26</td>
<td>2.18 ± 0.10</td>
<td>1.74 ± 0.27</td>
<td>2.79 ±</td>
<td>2.21 ± 0.32</td>
<td>1.77 ± 0.20</td>
</tr>
</tbody>
</table>
Figure 3.2A shows the positive average charge states of 14 proteins in AA buffer plotted against their diameter. The Rayleigh limit is shown for comparison. According to the CCRFEM, a desolvating droplet contains multiple charge carriers or electrolytes that will emit from the droplet based on their solvation energies and the critical field strength, $E^*$, at the surface of the droplet. Once the least solvated electrolyte is depleted from the droplet, the droplet continues to evaporate until it reaches another $E^*$, at which another electrolyte will be emitted, carrying charge with it. The $E^*$ values for AA buffer in positive ion mode are 3.23, 2.74, and 2.21 V nm$^{-1}$ and are within 4 to 8% of those measured previously. The negative average charge states of the same proteins are shown in Figure S3.1 and are less than those in positive ion mode. The corresponding $E^*$ values for AA buffer in negative ion mode are 2.65, 2.29 and 1.89 V nm$^{-1}$.

The best-fit lines in Figure 3.2 correspond to each critical field strength and a specific electrolyte that is limiting the charge for a range of proteins. For instance, $E_1^*$ (the top-most dotted line in Figure 3.2A) corresponds to a value of 3.23 V/nm and is associated with an electrolyte that is limiting the charge of proteins $\leq 3.80$ nm in diameter. $E_2^*$ (2.74 V/nm) is associated with a different electrolyte in solution that limits the charge of proteins that are within 3.84 to 6.60 nm in diameter.

Figures 3.2B, 3.2C, and 3.2D show the positive average charge states of the same 14 proteins and the best-fit critical field strengths for MA, DA and TA buffers, respectively. $E^*$ differs depending on the buffer composition, for example, $E_1^*$ for MA buffer (3.40 V/nm) is greater than that for AA buffer (3.23 V/nm) but $E_2^*$ for MA buffer (2.65 V/nm) is less than that for AA buffer (2.74 V/nm). This indicates that changing only the cationic species in the buffer does not result in a simple change in one $E^*$ value. In fact, all three $E^*$ values are changing with
buffer composition. Therefore, there are limits to the CCRFEM and its ability to predict charge states a priori.

**Figure 3.2.** The average charge states, within 95% confidence, of 14 proteins ranging from 8.5 – 468 kDa were measured in four different buffers: (A) ammonium acetate, (B) methylammonium acetate, (C) dimethylammonium acetate and (D) trimethylammonium acetate. The best-fit critical field strengths ($E^*$) for each buffer (dashed lines, Table 3.3) were determined using Equation 3.2 and a linear least-squares optimization. The Rayleigh limit (solid line, Equation 3.1) is shown for comparison.
3.4.3 Collision cross sections (Ω) of proteins. One possibility for the differences in charge states (and therefore $E^*$) is a difference in protein conformation. For example, a protein in a more acidic environment will unfold and the measured $\Omega$ will be larger than that of the protein in its native conformation. In order to determine if the change in charge state is due to differences in conformation, the collision cross sections ($\Omega$) of four proteins spanning a range of masses and stoichiometries (ubiquitin, $\alpha$-lactalbumin, pyruvate kinase and $\beta$-galactosidase) were measured in each buffer.

In IMMS, gas-phase ions are separated by their mobility ($K$) as they travel through a weak electric field ($E$):

$$K = \frac{L}{t_D E} = \frac{L^2}{t_D V}$$

where $L$ is the length of the drift cell, $t_D$ is the observed drift time, and $V$ is the voltage change across the drift cell. The gas-phase ions in each drift gas will be compared based on their collision cross sections ($\Omega$), a measure of the relative size of an ion with a neutral background gas, which are calculated using the Mason-Schamp equation:

$$\Omega = \frac{3e^2}{16N} \sqrt{\frac{2\pi}{\mu k_B T}} \frac{1}{K}$$

Table 3.4. Average collision cross sections (in nm$^2$) for each buffer

<table>
<thead>
<tr>
<th>Protein</th>
<th>$&lt;\Omega&gt;_AA$</th>
<th>$&lt;\Omega&gt;_MA$</th>
<th>$&lt;\Omega&gt;_DA$</th>
<th>$&lt;\Omega&gt;_TA$</th>
<th>$&lt;\Omega&gt;_AA$, Allen$^{14}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ubiquitin</td>
<td>10.4 ± 0.96</td>
<td>10.5 ± 1.1</td>
<td>10.8 ± 1.3</td>
<td>10.4 ± 0.94</td>
<td>9.66</td>
</tr>
<tr>
<td>$\alpha$-lactalbumin</td>
<td>13.8 ± 0.54</td>
<td>14.0 ± 1.4</td>
<td>13.8 ± 0.39</td>
<td>13.7 ± 0.42</td>
<td>N/A</td>
</tr>
<tr>
<td>pyruvate kinase</td>
<td>99.1 ± 0.17</td>
<td>101 ± 0.29</td>
<td>99.7 ± 0.68</td>
<td>N/A</td>
<td>103</td>
</tr>
<tr>
<td>$\beta$-galactosidase</td>
<td>167 ± 0.27</td>
<td>166 ± 0.13</td>
<td>166 ± 0.69</td>
<td>168 ± 0.61</td>
<td>166</td>
</tr>
</tbody>
</table>
Figure 3.3A shows the $\Omega$ for each charge state of ubiquitin in AA, MA, DA and TA buffers. The relative standard deviation of the average of each $\Omega$ in each buffer for ubiquitin is 1.82%, indicating that the $\Omega$ for each charge state in each buffer is not changing significantly. Similarly, the relative standard deviations of average $\Omega$ of $\alpha$-lactalbumin, pyruvate kinase and $\beta$-galactosidase are 0.73%, 0.98% and 0.72%, respectively. Therefore, the change in average charge state for each protein as a result of changing buffer conditions is not due to a difference in protein conformation.
Figure 3.3. The $\Omega$ of each charge state of four different proteins in four buffers: ammonium acetate (AA, blue circles), methylammonium acetate (MA, red triangles), dimethylammonium acetate (DA, magenta squares), and trimethylammonium acetate (TA, green triangles). The relative standard deviations of the average $\Omega$ of (A) ubiquitin (B) $\alpha$-lactalbumin (C) pyruvate kinase and (D) $\beta$-galactosidase are 1.82%, 0.73%, 0.98%, and 0.72%, respectively. Pyruvate kinase in TA data is not included due to low signal-to-noise.
3.4.4 Identification of charge carriers. According to the CCRFEM, charge states are limited by charge carriers in solution and one charge carrier is associated with each E*. Here, the identities of charge carriers present in solution were assumed and their calculated solvation energies were compared to E* values. Free energies for a range of possible charge carriers were calculated using the polarizable continuum model in Gaussian, appropriate basis sets, and dielectric constants for a vacuum (\( \varepsilon = 1.0 \)) or a protein (\( \varepsilon = 2.0 – 9.0 \)). The dielectric constant of a protein is not an exact number and can vary depending on the protein. The solvation energy is the difference between the free energy of the charge carrier in an environment with a greater dielectric constant (i.e., in the presence of a protein) and the free energy of the charge carrier in a vacuum.

Figure 3.4 shows the solvation energies of possible charge carriers for AA buffer in positive ion mode as a function of dielectric constant. E* values determined for AA buffer are also plotted (in kJ/mol) for reference. In positive ion mode, Na\(^+\) is typically present in mass spectra as adducts, and Figure 3.4 shows that the solvation energies of Na\(^+\) as a function of dielectric constant correspond with all three E*. The solvation energies of the other possible charge carriers (NH\(_4\)^+, NH\(_3\)NH\(_4\)^+, Na\(^+\)H\(_2\)O and H\(_3\)O\(^+\)) also span all three E* with the exception of the solvation energies of diammonium, which only correspond to E\(_3\)*. Analyses of the solvation energies of charge carriers potentially present in the other three buffers used in this study (MA, DA, TA) are shown in the Supplemental Information (Figures S3.2 to S3.4) with similar results. This analysis indicates that the identity of the charge carriers is arbitrary and each E* is not necessarily associated with only one charge carrier.
Figure 3.4. The solvation energies of possible charge carriers in ammonium acetate buffer as a
function of dielectric constant. Critical field strengths (E*, horizontal lines) are shown for
reference.

3.5 Conclusions

This work investigates the effects different buffers have on the average charge states of
native proteins using nanoelectrospray ionization and native mass spectrometry. The buffers used
were ammonium acetate, methylammonium acetate, dimethylammonium acetate, and
trimethylammonium acetate; the buffers differ only in their cation, which have decreasing
solvation energies. The average charge states of proteins ranging in mass from 8 – 468 kDa
decrease with decreasing solvation energy of the buffer cation in positive ion mode (Table 3.1).
In negative ion mode, average charge states of the same proteins sprayed from ammonium
acetate are less than those in positive ion mode (Table 3.2). A common mechanism used to
describe the ionization process is the Charged Residue Model (CRM, Equation 3.1). 9 However,
the measured average charge states, in general, are less than those estimated using Equation 3.1
and a surface tension of water (Figure 3.1). These results demonstrate the polarity dependence of protein charge states, which cannot be determined a priori using Equation 3.1.

As an alternative to the CRM, Hogan et al. proposed the combined charged residue field emission model (CCRFEM), which states that the charge state of a macromolecule depends on the electric field on the surface of a droplet (E*, Equation 3.2) and the solvation energies of charge carriers present in solution. However, the E* determined here based on measured average charge states of native proteins in ammonium acetate do not match previously measured values using the same method. Also, according to the CCRFEM, each E* is associated with one charge carrier but changing only one charge carrier (the cation) does not result in a discrete change of only one E* value (Figure 3.2, Table 3.3). Finally, attempts were made to identify the charge carriers present in solution using computational methods to determine solvation energies and compare those results to E* values (Figure 3.4). The results show that more than one charge carrier could be affecting the average charge states of native proteins. Therefore, neither the CRM nor the CCRFEM fully explains the process of ionization of macromolecules from nanoelectrospray ionization using different buffers.

3.6 Supporting Information. Figures S3.1 to S3.4.
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Chapter 4

Effects of drift gas selection on the ambient-temperature, ion mobility mass spectrometry analysis of amino acids

This chapter is reproduced with permission from Davidson, Kimberly L.; Bush, Matthew F. “Effects of drift gas selection on the ambient-temperature, ion mobility mass spectrometry analysis of amino acids” Analytical Chemistry 2017. Copyright 2017 American Chemical Society.

4.1 Abstract

Ion mobility (IM) separates ions based on their response to an electric field in the presence of a drift gas. Due to its speed and sensitivity, the integration of IM and mass spectrometry (MS) offers many potential advantages for the analysis of small molecules. To determine the effects that drift gas selection has on the information content of IM separations, absolute collision cross sections (Ω) with He, N₂, Ar, CO₂, and N₂O were measured for the 20 common amino acids using low-pressure, ambient-temperature ion mobility experiments performed in a radio-frequency-confining drift cell. The drift gases were selected to span a range of masses, geometries, and polarizabilities. The information content of each separation was quantified using its peak capacity, which depended on factors contributing to widths of peaks as well as the range of Ω relative to the average Ω for the analytes. The selectivity of each separation was quantified by calculating the peak-to-peak resolution for each pair-wise combination of amino acid ions. The number of pairs that were resolved depended strongly on the peak capacity, but the identities of the pairs resolved also depended on the drift gas.
Therefore, results using different drift gases are partially orthogonal and provide complementary chemical information. The temperatures and pressures used for these experiments are similar to those used in many IM-MS instruments, therefore, the outcomes of this research are applicable to optimizing the information content of a wide range of contemporary and future IM-MS experiments.

4.2 Introduction

Ion mobility (IM) mass spectrometry (MS) is a useful technique for the analysis of small molecules due to its speed, sensitivity and selectivity. Applications of IM-MS include the separation and characterization of pesticides, petroleum molecules, metabolites, phospholipids, peptides, carbohydrates, and therapeutics. Additionally, IM can be used to encode the identity of ions prior to fragmentation (data-independent analysis, DIA), which reduces the need to actively isolate specific precursor ions prior to fragmentation (data-dependent analysis). For example, analysis of a cancer-cell lysate analyzed using an IM-DIA workflow identified nearly 50% more proteins than a DIA workflow without IM.

In conventional IM in the low-field limit, ions are separated in a drift gas based on their mobility \( K \) in a weak electric field \( E \):

\[
K = \frac{L}{t_D E} = \frac{L^2}{t_D V}
\]

(4.1)

where \( L \) is the length of the drift cell, \( t_D \) is the observed drift time, and \( V \) is the voltage change across the drift cell (the drift voltage). \( K \) is inversely proportional to the collision cross section \( \Omega \) of the ion and neutral, according to the Mason-Schamp equation:

\[
\Omega = \frac{3e^2}{16N} \sqrt{\frac{2\pi}{\mu k_B T}} \frac{1}{K}
\]

(4.2)
where \( e \) is the elementary charge, \( z \) is the charge state of the ion, \( N \) is the number density of the drift gas, \( \mu \) is the reduced mass of the ion and neutral, \( k_B \) is the Boltzmann constant, and \( T \) is the drift-gas temperature.

Peak-to-peak resolution (\( R_{p-p} \)) is a quantitative measure of the separation of two peaks in IM and is defined as:

\[
R_{p-p} = \frac{t_{D2}-t_{D1}}{0.5(w_2+w_1)}
\]

where \( t_D \) is the drift time and \( w \) is the width at base of each peak. One strategy to increase \( R_{p-p} \) is to decrease \( w \). For a single conformer, \( w \) can be estimated using:

\[
w^2 = w_g^2 + w_d^2 = w_g^2 + \frac{32k_BT^2}{V_{ez}} \left( \frac{L^2}{KV} \right)^2
\]

where \( w_g \) is the width attributable to gating and \( w_d \) is the width attributable to diffusion, as discussed in the Supporting Information.\(^{22,23}\) Therefore, \( w \) can be decreased by decreasing \( w_g \), which may also decrease sensitivity,\(^{23,24}\) increasing \( V \), which typically requires increasing \( L \) in order to decrease the relative contributions from gating and mitigate electrical breakdown,\(^{25,26}\) or decreasing \( T \) in order to minimize contributions from molecular diffusion.\(^{27,28}\)

An alternative strategy to increase \( R_{p-p} \) is to increase the relative difference in \( K \) for the two analytes by using alternative drift gases\(^1,7,13\) or adding chemical modifiers to the buffer gas.\(^{29-31}\) Hill and coworkers have investigated the effects of drift gas selection on the IM of selected ions using experiments at ambient pressure and elevated temperatures (typically 523 K).\(^2\) Under those conditions, PheH\(^+\) and ArgH\(^+\) are unresolved in N\(_2\), but are separated in CO\(_2\).\(^{1,2}\) Remarkably, different gases can even yield different elution orders. For example, chloroaniline is more mobile than iodoaniline in He, whereas iodoaniline is more mobile than chloroaniline in CO\(_2\).\(^1\) Those examples are based on experiments at 523 K, which greatly increases the kinetic energy of ion-neutral collisions and can mask contributions from long-range, ion-neutral
interactions. For instance, the $\Omega_{N_2}$ of protonated tetraglycine decreases ~25% when the temperature is increased from 300 to 550 K.\textsuperscript{32} Therefore, it is likely that gas-specific effects will be even greater at ambient temperatures than at 523 K.

The objectives of this research are to determine the effects of drift gas selection on the information content and selectivity of ambient-temperature, low-pressure IM-MS measurements of the 20 common amino acids. Five drift gases (He, Ar, N$_2$, CO$_2$, and N$_2$O) were selected for this work based on their range of masses, geometries and polarizabilities. The information content of each separation was quantified by calculating the peak capacity. The selectivity of each separation was quantified by calculating the distribution of $R_{p-p}$ for each pair-wise combination of amino acid ions. The experiments were performed at low pressure and ambient temperature. Therefore, the outcomes of this research are applicable to optimizing the information content of a wide range of contemporary and future IM-MS experiments using commercial\textsuperscript{11,33,34} and laboratory-built\textsuperscript{26,28,35-37} IM-MS instruments.

4.3 Methods

All amino acids and chemicals were purchased from Sigma-Aldrich (St. Louis, MO). Amino acids were dissolved in a 47.5/47.5/5\% solution of methanol/water/acetic acid to a concentration of 10 to 100 ppm. Protonated ions were generated using electrokinetic nanoelectrospray ionization.\textsuperscript{38} IM-MS data were acquired using a modified Waters Synapt G2 HDMS (Wilmslow, United Kingdom) containing an rf-confining drift cell\textsuperscript{39} in place of the original traveling-wave ion mobility cell. He, Ar, N$_2$, CO$_2$, and N$_2$O were purchased from Praxair (Table S4.1) and used at the pressures reported in Table 4.1. The cell was operated using potentials reported previously,\textsuperscript{39} except some potentials were adjusted when using Ar, CO$_2$ and
N₂O to improve transmission (Table S4.2). The arrival-time distribution for each protonated amino acid was extracted and analyzed using software developed in the lab. The drift time and width at base (4 standard deviations) were determined from the Gaussian function that has the smallest residual sum of squares with the experimental arrival-time distribution. $\Omega$ values were determined from the slopes of plots of drift time versus reciprocal drift voltage.

4.4 Results and Discussion

4.4.1 Determination of collision cross sections ($\Omega$). Arrival-time distributions (ATDs) for the protonated forms of the 20 common amino acids were measured using an rf-confining drift cell, which was operated at ambient temperature (300 K) and while containing low pressures (0.7 to 2.0 Torr) of He, Ar, N₂, CO₂, or N₂O gas. Lower pressures were used for the heaviest drift gases in order to minimize fragmentation during ion injection. The gases were selected to span a wide range of masses, geometries, and polarizabilities (Table 4.1).

<table>
<thead>
<tr>
<th>Gas</th>
<th>Mass (Da)</th>
<th>Polarizability ($x 10^{-24}$ cm$^3$)</th>
<th>Dipole (Debye)</th>
<th>$P$ (Torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>4</td>
<td>0.205</td>
<td>0</td>
<td>2.00</td>
</tr>
<tr>
<td>Ar</td>
<td>40</td>
<td>1.641</td>
<td>0</td>
<td>1.20</td>
</tr>
<tr>
<td>N₂</td>
<td>28</td>
<td>1.740</td>
<td>0</td>
<td>1.40</td>
</tr>
<tr>
<td>CO₂</td>
<td>44</td>
<td>2.911</td>
<td>0</td>
<td>0.70</td>
</tr>
<tr>
<td>N₂O</td>
<td>44</td>
<td>3.030</td>
<td>0.166</td>
<td>0.70</td>
</tr>
</tbody>
</table>

ATDs for the protonated forms of 6 selected amino acids (Arg, Leu, Phe, Pro, Thr, and Tyr) in He and N₂O gases are shown in Figures 4.1a and 4.1b, respectively. Measurements were made as a function of the time-averaged electric field of the drift cell, $E$. Under these conditions, drift times measured using an rf-confining drift cell are indistinguishable from those measured using electrostatic drift tubes. The drift times of each of those 6 selected amino acid ions are
plotted as a function of the ratio of the pressure to the electric field in Figure 4.1c. The mobility, $K$, depends on the slope of the best-fit line (Equation 4.1). $\Omega$ values were then determined using $K$ and Equation 4.2.

**Figure 4.1.** Arrival-time distributions of protonated Arg (R), Leu (L), Phe (F), Pro (P), Thr (T), and Tyr (Y) measured using He (a) and N$_2$O (b) drift gases and a drift voltage of 127 V. (c) The centroid of the arrival-time distributions are plotted as a function of pressure and inverse electric field. R (orange) and F (pink) have indistinguishable drift times in He, but are separated in N$_2$O.
The $\Omega$ of the protonated forms of each of the 20 common amino acid ions with each gas are reported in Table 4.2 and the average standard deviation for triplicate measurements is 0.40 Å$^2$. $\Omega_{\text{He}}$, $\Omega_{\text{Ar}}$, $\Omega_{\text{N}_2}$, $\Omega_{\text{CO}_2}$, and $\Omega_{\text{N}_2\text{O}}$ determined using the rf-confining drift cell are plotted in Figure 4.2a. $\Omega$ increases with increasing polarizability of the drift gas. $\Omega_{\text{He}}$ of GlyH$^+$ and ArgH$^+$ of ~42 Å$^2$ and ~73 Å$^2$ were determined previously using an electrostatic drift tube operated at ambient temperature. These values differ from those determined here by ~2% and ~3%, respectively, which validates the absolute $\Omega$ determined here and are consistent with the absolute accuracy of 3% estimated previously for rf-confining drift cells.$^{39,41}$

Table 4.2. Experimental $\Omega$ in Å$^2$ of protonated amino acids with 5 drift gases.

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>Mass / Da</th>
<th>$\Omega_{\text{He}}$</th>
<th>$\Omega_{\text{N}_2}$</th>
<th>$\Omega_{\text{Ar}}$</th>
<th>$\Omega_{\text{CO}_2}$</th>
<th>$\Omega_{\text{N}_2\text{O}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glycine</td>
<td>Gly; G</td>
<td>75</td>
<td>43.40</td>
<td>117.4</td>
<td>107.1</td>
<td>190.0</td>
</tr>
<tr>
<td>Alanine</td>
<td>Ala; A</td>
<td>89</td>
<td>48.32</td>
<td>117.1</td>
<td>109.1</td>
<td>189.0</td>
</tr>
<tr>
<td>Serine</td>
<td>Ser; S</td>
<td>105</td>
<td>50.86</td>
<td>121.1</td>
<td>109.9</td>
<td>191.0</td>
</tr>
<tr>
<td>Proline</td>
<td>Pro; P</td>
<td>115</td>
<td>55.56</td>
<td>121.8</td>
<td>113.7</td>
<td>187.5</td>
</tr>
<tr>
<td>Valine</td>
<td>Val; V</td>
<td>117</td>
<td>57.53</td>
<td>124.8</td>
<td>116.1</td>
<td>192.1</td>
</tr>
<tr>
<td>Threonine</td>
<td>Thr; T</td>
<td>119</td>
<td>55.54</td>
<td>123.5</td>
<td>113.6</td>
<td>192.3</td>
</tr>
<tr>
<td>Cysteine</td>
<td>Cys; C</td>
<td>121</td>
<td>54.97</td>
<td>124.6</td>
<td>114.3</td>
<td>193.3</td>
</tr>
<tr>
<td>Isoleucine</td>
<td>Ile; I</td>
<td>131</td>
<td>62.50</td>
<td>129.5</td>
<td>120.5</td>
<td>197.0</td>
</tr>
<tr>
<td>Leucine</td>
<td>Leu; L</td>
<td>131</td>
<td>63.80</td>
<td>130.9</td>
<td>122.1</td>
<td>198.7</td>
</tr>
<tr>
<td>Asparagine</td>
<td>Asn; N</td>
<td>132</td>
<td>58.12</td>
<td>124.7</td>
<td>115.1</td>
<td>194.2</td>
</tr>
<tr>
<td>Aspartic Acid</td>
<td>Asp; D</td>
<td>133</td>
<td>57.15</td>
<td>128.0</td>
<td>115.7</td>
<td>196.8</td>
</tr>
<tr>
<td>Glutamine</td>
<td>Gln; Q</td>
<td>146</td>
<td>62.71</td>
<td>127.0</td>
<td>118.6</td>
<td>195.1</td>
</tr>
<tr>
<td>Lysine</td>
<td>Lys; K</td>
<td>146</td>
<td>64.22</td>
<td>127.6</td>
<td>121.0</td>
<td>190.1</td>
</tr>
<tr>
<td>Glutamic Acid</td>
<td>Glu; E</td>
<td>147</td>
<td>61.67</td>
<td>128.2</td>
<td>118.9</td>
<td>196.9</td>
</tr>
<tr>
<td>Methionine</td>
<td>Met; M</td>
<td>149</td>
<td>64.47</td>
<td>129.4</td>
<td>121.5</td>
<td>196.1</td>
</tr>
<tr>
<td>Histidine</td>
<td>His; H</td>
<td>155</td>
<td>64.55</td>
<td>128.5</td>
<td>120.0</td>
<td>195.1</td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>Phe; F</td>
<td>165</td>
<td>70.43</td>
<td>137.2</td>
<td>127.8</td>
<td>203.3</td>
</tr>
<tr>
<td>Arginine</td>
<td>Arg; R</td>
<td>174</td>
<td>70.27</td>
<td>132.8</td>
<td>125.6</td>
<td>197.0</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>Tyr; Y</td>
<td>181</td>
<td>72.96</td>
<td>141.9</td>
<td>132.5</td>
<td>212.0</td>
</tr>
<tr>
<td>Tryptophan</td>
<td>Trp; W</td>
<td>204</td>
<td>78.97</td>
<td>146.5</td>
<td>138.0</td>
<td>211.8</td>
</tr>
</tbody>
</table>
Figure 4.2. a) $\Omega_{300K}$ of the protonated forms of the 20 common amino acids (Table 2.2) with He (black stars), Ar (purple triangles), N$_2$ (blue circles), CO$_2$ (green squares) and N$_2$O (yellow pentagons) in order of increasing amino acid mass. Gases are listed in order of increasing polarizability. b) Ratio of $\Omega_{523K}/$ which were measured using drift-tube ion mobility at ambient pressure and 523 K, to $\Omega_{300K}$ in this work. Horizontal lines represent the average relative $\Omega$ for the protonated forms of the common amino acids with each gas.
\( \Omega \) of the protonated forms of 16 amino acid ions (excluding Gly, Ala, Ser, and Val) were determined previously using traveling-wave ion mobility (TWIM) experiments. Figure S4.1 shows that \( \Omega \) of higher-mass amino acids (149 to 205 Da) measured using TWIM agree well with \( \Omega \) measured here using the rf-confining drift cell. However, for the lower-mass species (115 to 147 Da), \( \Omega \) measured using TWIM are systematically smaller (up to 10%) than those determined here using an rf-confining drift cell. Mobilities in the TWIM experiments were calibrated using poly-DL-alanine peptide ions (Ala\(_{3-14}\)H\(^+\), which have \( m/z \) values ranging from 232.1 to 1013.5 Da for the monoisotope) whose \( \Omega \) were determined using an rf-confining drift cell. The differences between the \( \Omega \) values determined here and those determined by calibrating TWIM drift times are consistent with bias of the latter values caused by extrapolation in the calibration. Despite many validated successes of determining \( \Omega \) via calibration of TWIM drift times, errors resulting from extrapolation have also been reported.

The cross sectional areas by Fourier transform ion cyclotron resonance (CRAFTI) method was used recently to determine \( \Omega \) for the 20 protonated amino acids. Ions in CRAFTI are excited to a large cyclotron radius prior to analysis; therefore, CRAFTI experiments probe ion-neutral collisions with extremely high relative ion-neutral speeds. The linewidth of the Fourier-transformed data is determined as a function of pressure of the gas, and the slope of the linear response is used to determine \( \Omega \). \( \Omega \) determined using CRAFTI are qualitatively correlated with those from high-temperature and these ambient-temperature IM measurements (Figure S4.2), but are quantitatively biased relative to those values. For example, \( \Omega \) determined using CRAFTI range from 52 to 256 Å\(^2\), whereas those in this work range from 107 to 138 Å\(^2\) (Table 4.2). The origin of the systematic differences between \( \Omega \) determined using CRAFTI and those determined using conventional IM is not clear.
4.4.2 Comparison with high-temperature, atmospheric-pressure drift tube measurements. $K$ values for the protonated forms of the 20 common amino acid ions with N$_2$, Ar, and CO$_2$ were determined using an electrostatic drift tube operated at 523 K. Using Equation 4.2, the reported $K$ and $T$ values$^2$ were used to determine $\Omega$ values. Those values are systematically smaller than these $\Omega$ based on ambient-temperature measurements (Figure S4.3), which is consistent with temperature-dependent IM experiments and the increased relative speeds of ion-neutral collisions at higher temperatures.$^{32}$ The ratios of the high-temperature$^2$ ($\Omega_{523 \text{ K}}$) and ambient-temperature ($\Omega_{300 \text{ K}}$) $\Omega$ with Ar, N$_2$, and CO$_2$ gases (Table 4.2) are shown in Figure 4.2b. The average ratios ($\Omega_{523 \text{ K}}/\Omega_{300 \text{ K}}$) for each of those gases are 0.81, 0.83, and 0.74, respectively. The larger relative difference between $\Omega_{523 \text{ K}}$ and $\Omega_{300 \text{ K}}$ for CO$_2$, compared with those differences for Ar and N$_2$, may be the consequence of stronger long-range, ion-neutral interactions$^{47}$ or ion-neutral clustering with CO$_2$,$^{48}$ both of which will preferentially reduce the mobilities of ions at ambient temperature relative to those at elevated temperatures. The differences between $\Omega_{523 \text{ K}}$ and $\Omega_{300 \text{ K}}$ highlight the effects of temperature on IM measurements, which should be considered when standardizing and interpreting results from those experiments.

4.4.3 Peak capacities. Peak capacity, $P_c$, is a quantitative measure of the information content available from a separation and is proportional to the range of drift times and inversely proportional to the average peak width:$^{14,49}$

$$P_c = \frac{t_{\text{max}}-t_{\text{min}}}{0.5(w_{\text{max}}+w_{\text{min}})} \quad (4.5)$$

where $t_{\text{max}}$ and $t_{\text{min}}$ are the drift times of the least (protonated tryptophan) and most mobile (protonated glycine) ions and $w_{\text{max}}$ and $w_{\text{min}}$ are the width at base of those ions, respectively. $P_c$ values determined from the experiments in this study, using a drift voltage of 127 V, are 3.0 (He), 3.8 (Ar), 3.1 (N$_2$), 2.4 (CO$_2$), and 2.4 (N$_2$O).
In order to assess the $P_c$ possible on higher-performance instruments and assess the factors that contribute to $P_c$, values were estimated for a high-performance drift tube developed at PNNL (Table 4.3). Equations 4.1, 4.2, and 4.4 were substituted into Equation 4.5, first assuming that $w_g = 0$ (see Supporting Information):

$$P_c = \frac{2(\sqrt{\mu_2\Omega_2} - \sqrt{\mu_1\Omega_1})}{\delta (\sqrt{\mu_2\Omega_2} + \sqrt{\mu_1\Omega_1})}$$  \hspace{1cm} (4.6)

$$\delta = \sqrt{\frac{32k_BT}{V_{ez}}}$$  \hspace{1cm} (4.7)

This analysis assumes that each ion adopts a single conformation or an ensemble of conformations that rapidly interconvert, which is consistent with the widths of peaks exhibited in the rf-confining drift cell experiments (see Supporting Information Figure S4.4).

**Table 4.3. Instrument Parameters.**

<table>
<thead>
<tr>
<th></th>
<th>$L$ (cm)</th>
<th>$w_g$ (µs)</th>
<th>$V$ (V)</th>
<th>$E$ (V cm$^{-1}$)</th>
<th>$P$ (Torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>rf-confining drift cell</strong>$^{39}$</td>
<td>25.2</td>
<td>170</td>
<td>127</td>
<td>6.79</td>
<td>Table 1</td>
</tr>
<tr>
<td><strong>high-performance drift tube</strong>$^{26}$</td>
<td>94</td>
<td>286</td>
<td>1600</td>
<td>17.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Based on the $\Omega$ in Table 4.2 and the parameters for the high-performance drift tube in Table 4.3 (except assuming that $w_g = 0$), Equation 4.6 yields $P_c$ values of 26.3 (He), 16.4 (Ar), 13.9 (N$_2$), 11.1 (CO$_2$), and 11.1 (N$_2$O), as shown in Figure 4.3a. This analysis shows that for diffusion-limited IM separations, the peak capacity depends most strongly on the range of $\Omega$ (Figure 4.3b) relative to the average $\Omega$ for the analytes. Therefore, the decrease in peak capacity across this range of gases under these conditions results from the decrease in the range of $\Omega$ (Figure 4.3b) and the increase in magnitude of $\Omega$ (Figure 4.2a) with increasing polarizability of the neutral.
Interestingly, $\mu_2$ is significantly larger than $\mu_1$ for each gas for these relatively light ions, which increases the $P_c$ of these analyses. For comparison, assuming that $\mu_2 = \mu_1 = \text{neutral mass}$ (which occurs in the limit of increasing ion mass) would reduce the resulting $P_c$ values to 25.6 (He), 11.1 (Ar), 9.8 (N$_2$), 5.4 (CO$_2$), and 5.4 (N$_2$O).

**Figure 4.3.** a) Peak capacities from these experiments (Equation 4.5) are compared with estimates using parameters for a high-performance drift tube (Table 4.3) without contributions from gating (Equation 4.6) and with contributions from gating (Equation 4.8). b) The range of $\Omega$ for the protonated amino acids with each gas.
When \( w_g > 0 \), substituting Equations 4.1, 4.2, and 4.4 into Equation 4.5 yields (see Supporting Information):

\[
P_c = \frac{2\tau (\sqrt{\mu_2 \Omega_2} - \sqrt{\mu_1 \Omega_1})}{\sqrt{w_g^2 + \delta^2 \tau^2 \mu_2 \Omega_2^2} + \sqrt{w_g^2 + \delta^2 \tau^2 \mu_1 \Omega_1^2}} \tag{4.8}
\]

\[
\tau = \frac{16N}{3ez} \sqrt{\frac{k_B T L^2}{2\pi V}} \tag{4.9}
\]

Based on the \( \Omega \) in Table 4.2 and the parameters for the high-performance drift tube in Table 4.3, Equation 4.8 yields \( P_c \) values of 6.2 (He), 13.1 (Ar), 10.8 (\( \text{N}_2 \)), 10.2 (\( \text{CO}_2 \)), and 10.2 (\( \text{N}_2\text{O} \)), as shown in Figure 4.3a. These values are significantly smaller than those estimated without considering contributions from gating (Equation 4.6). Notably, the differences between the values calculated using Equations 4.6 and 4.8 is greatest for He. This is consistent with the relative contributions of gating decreasing with increasing \( \mu \) (and the concomitant increase in \( t_D \)), which is consistent with Equation 4.8.
Figure 4.4. (a) $P_c$ values as a function of drift gas and voltage calculated using Equation 4.6, which excludes contributions from gating, and parameters for a high-performance drift tube (Table 4.3). (b) $P_c$ values as a function of drift gas and voltage calculated using Equation 4.8, which includes contributions from gating, and parameters for a high-performance drift tube (Table 4.3). All calculations used the $\Omega$ of the least (Trp) and most (Gly) mobile ions in these experiments (Table 4.2). $P_c$ values were also calculated for N$_2$O, which were very similar to those for CO$_2$ and not plotted for clarity.
4.4.4 Optimizing P_c. Increasing the drift voltage will decrease the contributions of molecular diffusion to the widths of peaks, but will also increase the relative contributions of ion gating to those widths (Equation 4.4). In order to evaluate the contributions of drift voltage and gas selection to P_c, parameters for the high-performance drift tube (Table 4.3) were used with Equations 4.6 and 4.8 to estimate the P_c of amino acid separations. For separations that are limited only by molecular diffusion (Equation 4.6), P_c increases monotonically with increasing drift voltage (Figure 4.4a). Over all drift voltages, the P_c functions exhibit the order of He > Ar > N_2 > CO_2; this order is correlated with the range of Ω in each gas (Figure 4.3b). For separations that are limited by molecular diffusion and gating (Equation 4.8), the P_c functions exhibit maxima that balance the contributions from the magnitude of the drift times and the two sources of broadening (Figure 4.4b). The voltage that maximizes each P_c function depends on the identity of the gas and the gating time used (Table 4.3): 482 V for He, 1528 V for Ar, 1426 V for N_2, and 2172 V for CO_2. This approach can be used more generally to optimize multiple instrumental parameters, e.g., V, w_g and pressure (N), in order to maximize P_c. However, decreasing w_g will ultimately decrease sensitivity and possible values of V and N will be limited by the performance of the vacuum system and electrical breakdown.

4.4.5 Selectivity. Figures 4.1a and 4.1b show that the separation of ArgH^+ and PheH^+ improve with increasing polarizability of the drift gas. To quantify this effect for all 190 pair-wise combinations of protonated amino acids in each gas, R_{p-p} values were calculated using Equation 4.3 as well as the t_D and w determined from each experimental ATD. A histogram of R_{p-p} values for each pair-wise combination of amino acid drift times in N_2 and cumulative distribution functions (CDF) for each gas are shown in Figure 4.5a. Using a threshold of R_{p-p} = 1.0, the CDFs show that ~40% of the pair-wise combinations of amino acids were resolved when
He, Ar, or N₂ were used, whereas only ~25% of the pair-wise combinations of amino acids were resolved when CO₂ or N₂O were used (Figure 4.5b). The low fraction determined for the experiments using CO₂ or N₂O are attributed to the lower $P_c$ of those separations, which were exacerbated by the low pressures used for the heaviest drift gases in order to minimize fragmentation during ion injection.

The most pairs of amino acids were resolved in Ar and N₂. However, there are additional differences in the identities of the pairs of amino acids resolved as a function of gas. For example, the shaded regions in Figure 4.5b represent pairs of amino acids that were resolved in that gas that were not resolved in N₂, i.e., complementary chemical information resulting from the partial orthogonality of the measurements. Analogous plots, relative to the pairs resolved in other gases, are shown in Figure S4.5.

In order to assess the selectivity afforded by higher-performance, ion mobility instruments, $R_{p-p}$ values for each pair-wise combination of amino acids were estimated using the experimental $\Omega$ in Table 4.2, the parameters for the high-performance drift tube in Table 4.3, and Equations 4.1 to 4.4. A histogram of $R_{p-p}$ values for each pair-wise combination of amino acid drift times in N₂ and CDFs for all gases are shown in Supporting Information Figure S4.6. Using a threshold for $R_{p-p}$ of at least 1.0, the CDFs show that the fraction of resolved amino acids is greatest for Ar (81%) followed by N₂ (78%), N₂O (76%), CO₂ (75%), and then He (72%) (Figure S4.6c). For the high-performance system, eliminating contributions from gating ($w_g = 0$) results in a modest increase in the fraction of resolved pairs of amino acids (Figure S4.7). The greatest increase was for He, which is consistent with the greatest relative contributions from $w_g$ to $w$ for that drift gas (Equation 4.4).
Figure 4.5. (a) A histogram of the peak-to-peak resolution ($R_{pp}$, Equation 4.3) calculated for every pair-wise combination of protonated amino acids with N$_2$ based on these experiments. The vertical dashed line indicates the threshold for resolved amino acids ($\geq 1.0$). Cumulative distribution functions of the $R_{pp}$ calculated for experiments with each drift gas show the relative fraction of resolved amino acids. (b) The fraction of resolved amino acids for each gas listed in order of increasing polarizability. Shaded regions indicate the fraction of complementary pairs identified relative to N$_2$. Analogous plots based on estimates for a high-performance drift tube (Table 4.3) are shown in Figures S4.6 and S4.7.
The results in this section quantify the selectivity afforded by each drift gas for this analysis. The unique pairs of analytes resolved using a given drift gas illustrate the potential of selecting a drift gas to resolve a set of target analytes, relative to only maximizing the peak capacity. The degree of orthogonality between each analysis can be used to guide the selection of drift gases during the development of future ion mobility methods.

### 4.5 Conclusions

An rf-confining drift cell was used to measure the Ω of the protonated forms of the 20 common amino acids with He, Ar, N₂, CO₂, and N₂O under low-pressure, ambient-temperature conditions (Figure 4.2), similar to those used in most commercial IM-MS instruments.¹¹,³³,³⁴ The Ω increase with the increasing polarizability of the drift gas, and are systematically larger than those reported previously by Hill and coworkers based on measurements at 523 K.² The differences in Ω_{CO₂} and Ω_{N₂O} are extremely small. This result is surprising because ions should have stronger long-range interactions with N₂O (given its permanent dipole moment) than CO₂, which would be expected to result in smaller K and larger Ω. Given that N₂O is more expensive and hazardous than CO₂, these results suggest that there is no advantage to using N₂O instead of CO₂ in ion mobility spectrometry other than the higher electrical breakdown voltage for N₂O.⁵⁰

Based on the ambient-temperature Ω (Table 4.2) and Equation 4.8, the effect of drift-gas selection on peak capacity (P_c, Figure 4.3) was evaluated for this rf-confining drift cell and a high-performance drift tube (Table 4.3). P_c depends on factors contributing to the widths of peaks (Equation 4.4) and the range of Ω relative to the average Ω for the analytes, which decreases with the increasing polarizability of the gas (Figures 4.2a and 4.3b). The selectivity of each separation was quantified by calculating the peak-to-peak resolution for each pair-wise
combination of amino acid ions (Figure 4.5a). The number of pairs that were resolved depended strongly on $P_c$, but the identities of the pairs resolved also depended on the drift gas (Figure 4.5b). The unique pairs of protonated amino acids resolved in a given drift gas illustrate the potential of selecting a drift gas to separate specific analytes, relative to only maximizing the peak capacity of the separation.

More generally, the outcomes of this research can be used to increase the information content of a wide range of contemporary and future IM-MS experiments. The experimentally determined $\Omega$ will be useful for calibration and benchmarking the accuracy of theoretical methods for calculating $\Omega$. This is particularly critical for $\Omega$ with Ar, CO$_2$, N$_2$O, for which there are relatively few direct measurements of $\Omega$ under low-pressure, ambient-temperature conditions.$^{9,51}$ Equation 4.8 can be used to estimate $P_c$, which can in turn be used to optimize parameters for experiments, such as drift-gas identity, drift-gas pressure, and drift voltage. For example, Figure 4.4b shows that for a specific high-performance instrument, the drift voltage that maximizes $P_c$ depends strongly on the drift-gas selected. This equation will also be useful in the design of new instruments: rapid estimates of $P_c$ will help quantify the relative benefits of specific design decisions, such as the gating time, the length of the drift region, and the temperature of the separation.
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Chapter 5

Effects of Drift Gas Selection on the Ion Mobility of Protonated Quinoline and Its Analogues

5.1 Abstract

Ion mobility spectrometry has recently become an important tool in the field of petroleomics to separate and identify a wider range of molecules in petroleum crude oil. One challenge in petroleomics is the similarity in the size and shape of molecules that have the same mass-to-charge (m/z) ratio. Here we use four different drift gases (He, Ar, N\textsubscript{2}, and CO\textsubscript{2}) in combination with ion mobility spectrometry to characterize the separation of a series of double-bond equivalents, which are representative of compounds typically found in petroleum. We find that separation of compounds with the same m/z improves when larger, more polarizable drift gases are used. We also explore the origin of the orthogonality between ion mobility and m/z by using different methods to calculate the collision cross section of each compound.

5.2 Introduction

Petroleomics\textsuperscript{1–4} is the study and characterization of the compounds present in crude oil. Separation and identification of petroleum compounds is challenging because they often have similar molecular compositions containing primarily carbon, hydrogen, nitrogen, oxygen, and sulfur (C\textsubscript{c}H\textsubscript{h}N\textsubscript{n}O\textsubscript{o}S\textsubscript{s}). Petroleum samples have grown even more complex in recent years with the increased use of unconventional crude oils\textsuperscript{5} that contain heavier components, higher sulfur content, and greater acidity. Distinguishing different types of oil samples is important for determining their origin or their uses. For example, samples of shale oil, which could serve as a
replacement for conventional oil in future, exhibited differences in the most abundant double bond equivalent species compared with conventional oil and was found to be a less biodegraded oil.\textsuperscript{6}

Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR MS), which is a high-resolution and high-mass accuracy analyzer, is capable of resolving thousands of petroleum compounds on the basis of their elemental composition.\textsuperscript{7–13} For example, negative-ion electrospray ionization (ESI) FT-ICR MS resolved \textasciitilde10,000 compositionally distinct compounds in an acidic asphaltene fraction of Illinois No. 6 coal.\textsuperscript{7} Positive-ion ESI FT-ICR MS analysis of a European crude oil resolved and identified \textasciitilde8,000 compounds.\textsuperscript{1} Additionally, 16,858 mass spectral peaks of a heavy vacuum gas oil were resolved using positive-ion atmospheric pressure photoionization (APPI) FT-ICR MS.\textsuperscript{14} However, FT-ICR MS alone is not capable of differentiating molecules with the same elemental composition but different structures. Gas chromatography (GC) is often used to separate petroleum molecules prior to mass analysis, but GC is limited to lighter distillates and requires additional preparation to reduce complexity of the sample.\textsuperscript{14}

In drift tube ion mobility (IM), ions are separated based on their mobility \((K)\) in a weak electric field \((E)\):

\[
K = \frac{L}{t_D E} = \frac{L^2}{t_D V}
\]  

where \(t_D\) is the drift time of the ion, \(V\) is the voltage change across the drift cell (the drift voltage), and \(L\) is the length of the drift cell. In the limit of low \(E,\) \textsuperscript{15} \(K\) is inversely proportional to the collision cross section \((\Omega)\) of the ion and gas molecule:\textsuperscript{16}

\[
\Omega = \frac{3泽}{16N} \sqrt{\frac{2\pi}{\mu k_B T K}}
\]  

(5.2)
where $e$ is the elementary charge, $z$ is the charge state of the ion, $N$ is the drift-gas number density, $\mu$ is the reduced mass of the ion and drift gas, $k_B$ is the Boltzmann constant and $T$ is the drift-gas temperature. Ion mobility mass spectrometry (IMMS)\textsuperscript{2–4,10} can be used to separate and characterize isomeric compounds, which is an advantage in petroleomics. For example, leucine, isoleucine, and their isomers all have the chemical formula C$_6$H$_{13}$NO$_2$, and therefore, the singly protonated ions of these biomolecules cannot be separated on the basis of $m/z$ alone. McLean and coworkers found that pair-wise combinations of constitutional isomers (e.g. L-leucine and L-isoleucine) had $\Omega$ with N$_2$ that differed by 0.3 to 6.9%.\textsuperscript{17} They then determined the resolving power required to separate a pair of ions, based on the percent difference in $\Omega$ and a selected peak-to-peak resolution ($R_{p-p}$):

$$R_{p-p} = \frac{t_{D2} - t_{D1}}{0.5(w_2 + w_1)}$$ (5.3)

where $w$ is the width at base of each peak.

One strategy to increase $R_{p-p}$ is to minimize the $w$, which can be estimated from:

$$w^2 = w_g^2 + w_d^2 = w_g^2 + \frac{32k_BT}{Veze} \left(\frac{L^2}{KV}\right)^2$$ (5.4)

where $w_g$ is the width attributable to gating and $w_d$ is the width attributable to diffusion.\textsuperscript{18,19} $R_{p-p}$ can be maximized by decreasing $w$ in the following ways: decreasing $w_g$, which may also decrease sensitivity,\textsuperscript{19,20} increasing $V$, which can cause electrical breakdown and therefore typically requires increasing $L$,\textsuperscript{21,22} or decreasing $T$ in order to mitigate contributions from diffusion of ions.\textsuperscript{23,24} Recently, efforts have been made to increase $L$ using a 13-meter path length Structures for Lossless Ion Manipulations (SLIM) module, which demonstrated 5-fold higher resolution separations than commercially available instruments.\textsuperscript{25} Alternatively, $R_{p-p}$ can be increased by increasing the relative difference in $tp$ (i.e., $K$) between two analytes by using alternative drift gases\textsuperscript{26–28} or adding chemical modifiers to the buffer gas.\textsuperscript{29–31} For example, a
crude oil sample was analyzed without any pretreatment using traveling-wave ion mobility mass spectrometry (TWIM-MS) with N₂ and CO₂ drift gases. Two classes of compounds were uncovered; one class containing O₂ and the other containing N. The two classes were better resolved from each other using CO₂ gas, which is more massive and polarizable than N₂.

The objectives of this research are to determine the effects of different drift gases on the separation of aromatic compounds quinoline, isoquinoline, and selected double-bond equivalents (DBE). Four drift gases (He, Ar, N₂, and CO₂) were selected for this work based on their range of masses, geometries and polarizabilities. The selectivity of each separation was quantified by calculating $R_{p-p}$ for each pair of a given DBE. The information content of each separation was quantified by calculating the peak capacity. Finally, the origin of drift gas orthogonality was investigated using the projection approximation, exact hard spheres scattering method, and trajectory method as implemented in MOBCAL.

5.3 Methods

5.3.1 Ion Mobility Mass Spectrometry Experiments. All chemicals used in this study were purchased from Sigma-Aldrich (St. Louis, MO), except 5,6,7,8-tetrahydroquinoline was purchased from Acros Organics (Geel, Belgium), and dissolved in a 47.5/47.5/5% solution of methanol/water/acetic acid to concentrations of 10 to 100 ppm. Protonated ions were generated using electrokinetic nanoelectrospray ionization. Ion mobility mass spectrometry data were acquired using a modified Waters Synapt G2 HDMS (Wilmslow, United Kingdom) containing a radio-frequency confining drift cell in place of the original traveling-wave ion mobility cell. He, Ar, N₂, and CO₂ were used as drift gases as purchased from Praxair (Table S5.1) and at pressures reported in Table 5.1. Arrival-time distributions were measured for drift voltages ranging from 100 to 350 V. Some voltages were changed when using Ar and CO₂ to mitigate
fragmentation, but the drift voltages were the same for all gases used (Table S5.2). The arrival-time distribution for each amino acid was extracted and analyzed using software developed in the lab to determine $t_D$ values. $^3$ K values were determined from the slopes of plots of drift time versus reciprocal drift voltages $^3$ and used to determine $\Omega$ values using Equation 5.2.

### Table 5.1. Mass, dipole moments, polarizabilities, and pressures of gases used. $^{44}$

<table>
<thead>
<tr>
<th>Gas</th>
<th>Mass Da</th>
<th>Polarizability x 10$^{-24}$ cm$^3$</th>
<th>Dipole Moment Debye</th>
<th>Pressure Torr</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>4</td>
<td>0.205</td>
<td>0</td>
<td>2.00</td>
</tr>
<tr>
<td>Ar</td>
<td>40</td>
<td>1.641</td>
<td>0</td>
<td>1.20</td>
</tr>
<tr>
<td>N$_2$</td>
<td>28</td>
<td>1.740</td>
<td>0</td>
<td>1.40</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>44</td>
<td>2.911</td>
<td>0</td>
<td>0.70</td>
</tr>
</tbody>
</table>

#### 5.3.2 Theoretical Calculations. The lowest-energy configuration and dipole moment of each protonated ion was determined using Gaussian (Wallingford, CT), $^{39}$ B3LYP density functional theory, and the 6-311+G(d,p) basis set. The optimized geometries were used in MOBCAL $^{35}$ to calculate the collision cross section of each ion with He and N$_2$. Optimized atomic radii of H, C, N and O were determined using a basin hopping algorithm and the projection approximation $^{32}$ and exact hard spheres scattering methods. $^{33,34}$

#### 5.4 Results and Discussion

**5.4.1 Collision Cross Section Measurements.** Structures and abbreviations for the protonated ions of quinoline (Q7), isoquinoline (iQ7), and eight analogues with fewer double bond equivalents selected for this research are shown in Figure 5.1. Arrival-time distributions were measured using an rf-confining drift cell $^{37}$ while containing low pressures of either He, Ar, N$_2$, or CO$_2$ gas. These four drift gases span a range of masses and polarizabilities (Table 5.1). Figures 5.2a and 5.2b show arrival-time distributions of Q5a, iQ5a, Q5b, and iQ5b with He and
CO₂, respectively. The distributions for the four protonated ions are indistinguishable with He, but are different with CO₂. Drift times \( t_D \), which were determined from the Gaussian distribution that has the smallest residual sum of squares with the experimental distribution, were measured as a function of the drift field, \( E \). Measured \( t_D \) are plotted as a function of reciprocal drift voltage in Figure 5.2c. The slope of the best-fit line is inversely proportional to the mobility, \( K \), according to Equation 5.1. The \( \Omega \) value for each ion with each gas was then determined using \( K \) and Equation 5.2.
Figure 5.1. Abbreviations (in bold), dipole moments in Debye, and structures of protonated quinoline (Q7), isoquinoline (iQ7), 3,4-dihydroisoquinoline (iQ6), 1,2,3,4-tetrahydroquinoline (Q5a), 5,6,7,8-tetrahydroquinoline (Q5b), 1,2,3,4-tetrahydroisoquinoline (iQ5a), 5,6,7,8-tetrahydroisoquinoline (iQ5b), 2,3,4,4A,5,6,7,8-octahydroquinoline (Q3), perhydroisoquinoline (iQ2), and trans-decahydroquinoline (Q2). The number in the abbreviation is the number of double-bond equivalents in the structure.
Figure 5.2. Arrival-time distributions of Q5a, iQ5a, Q5b, and iQ5b measured using (a) He and (b) CO₂ drift gases and a drift voltage of 127 V. (c) The centroid of the arrival-time distributions plotted as a function of pressure and inverse drift voltage.
The measured $\Omega_{\text{He}}$, $\Omega_{\text{Ar}}$, $\Omega_{\text{N}_2}$, and $\Omega_{\text{CO}_2}$ values for all ions are reported in Table 5.2 and plotted as a function of $m/z$ in Figure 5.3. The averages of the $\Omega_{\text{He}}$, $\Omega_{\text{Ar}}$, $\Omega_{\text{N}_2}$, and $\Omega_{\text{CO}_2}$ values are 63.5, 118.7, 124.2, and 182.5 Å$^2$, respectively, and increase with drift gas polarizability. The squares of the correlation coefficients ($r^2$) between $m/z$ and $\Omega_{\text{He}}$, $\Omega_{\text{Ar}}$, $\Omega_{\text{N}_2}$, and $\Omega_{\text{CO}_2}$ are 0.98, 0.86, 0.69, and 0.35. That is, the $\Omega_{\text{He}}$ values are essentially linear with respect to $m/z$ and scatter about the best-fit line is small (Figure 5.3a), whereas the $\Omega_{\text{CO}_2}$ are poorly correlated with $m/z$ (Figure 5.3d).

### Table 5.2. Experimental $\Omega$ in Å$^2$ with four different drift gases.

<table>
<thead>
<tr>
<th>Abbrev.</th>
<th>$\Omega_{\text{He}}$</th>
<th>$\Omega_{\text{Ar}}$</th>
<th>$\Omega_{\text{N}_2}$</th>
<th>$\Omega_{\text{CO}_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q7</td>
<td>60.38</td>
<td>112.3</td>
<td>117.5</td>
<td>175.3</td>
</tr>
<tr>
<td>iQ7</td>
<td>59.76</td>
<td>113.3</td>
<td>119.3</td>
<td>176.9</td>
</tr>
<tr>
<td>iQ6</td>
<td>61.84</td>
<td>115.5</td>
<td>121.3</td>
<td>179.3</td>
</tr>
<tr>
<td>Q5a</td>
<td>63.52</td>
<td>120.1</td>
<td>126.3</td>
<td>187.1</td>
</tr>
<tr>
<td>iQ5a</td>
<td>63.51</td>
<td>121.0</td>
<td>128.4</td>
<td>191.6</td>
</tr>
<tr>
<td>Q5b</td>
<td>63.22</td>
<td>117.2</td>
<td>121.9</td>
<td>178.4</td>
</tr>
<tr>
<td>iQ5b</td>
<td>62.98</td>
<td>118.3</td>
<td>123.7</td>
<td>181.4</td>
</tr>
<tr>
<td>Q3</td>
<td>65.92</td>
<td>120.7</td>
<td>124.3</td>
<td>179.6</td>
</tr>
<tr>
<td>iQ2</td>
<td>67.16</td>
<td>125.8</td>
<td>131.1</td>
<td>190.1</td>
</tr>
<tr>
<td>Q2</td>
<td>66.66</td>
<td>123.1</td>
<td>128.3</td>
<td>185.7</td>
</tr>
</tbody>
</table>

### 5.4.2 Origin of Orthogonality.

Differences in $\Omega$ values between different gases have been attributed to a range of factors, including the polarizability of the drift gas; selectivity between different drift gases is most often attributed to the polarizability of the drift gas and/or the dipole moment of the ion.

The dipole moment of each ion, however, is not correlated with $\Omega$. For example, iQ5a has a smaller dipole moment (Figure 5.1) and $\Omega$ than iQ2 with He, Ar, and N$_2$, (Figures 5.3a-c, respectively), however, iQ5a has a larger $\Omega_{\text{CO}_2}$ than iQ2 despite its smaller dipole moment.
(Figure 5.3d). Additionally, the identity of the least and most mobile ions depends on the gas used (Figure 5.4b). For instance, iQ7 and iQ2 are the most and least mobile ions in He while Q7 and iQ5a are the most and least mobile ions in CO₂. These, and other examples, show that the relative dipole moment of each ion does not predictively account for the relative differences in Ω.

**Figure 5.3.** The Ω of 10 protonated compounds (Figure 5.1) as a function of m/z with (a) He, (b) Ar, (c) N₂, and (d) CO₂. Hollow markers identify iQ7 and its analogues while solid markers identify Q7 and its analogues. DBE values are shown on top x-axis. Bars span the 95% confidence interval determined from 3 technical replicates and t-statistics.
Figure 5.4. (a) The difference in $\Omega$ between each compound and Q7 for He (black triangles), Ar (purple triangles), N$_2$ (blue circles) and CO$_2$ (green squares). The range of $\Omega$ increases with polarizability of the gas (Table 5.1). (b) The difference in $\Omega$ between each compound and Q7 with each gas shown as a function of the compound.
If the $\Omega$ of an ion with a drift gas molecule is only due to hard sphere interactions, then Q5a, iQ5a, Q5b, and iQ5b should have similar $\Omega$ with a particular drift gas. However, their $\Omega$ begin to differ when the polarizability of the gas increases. Previously, Hill et al. measured the $\Omega$ of glycine polypeptides in He, Ar, N$_2$, and CO$_2$ and found that the radius of an ion increases linearly with drift gas polarizability.\textsuperscript{26} $\Omega$ of iQ6, Q5a, iQ5a, Q5b, iQ5b, and Q3 were similarly converted to a radius (see Supplemental Information)\textsuperscript{26} and plotted as a function of drift gas polarizability (Figure 5.5a). Figure 5.5 shows that the polarizability of a drift gas does not have an equal effect on each ion’s $\Omega$, regardless of the fact that these compounds are very similar in size and shape. This analysis is consistent with studies from Hill et al., which determined that while the relationship between ion radius and polarizability is linear, drift gas polarizability does not affect all ions equally.\textsuperscript{26,27} However, the differences between each ions’ radius in this study and the best-fit lines have an obvious quadratic residual (Figure 5.5b), even when using the same drift gases as Hill et al. Therefore, a linear fit is too simplistic to describe the relationship between ion radius and the drift gas polarizability.

An alternate method to evaluate the effect of polarizability on ion mobility involves calculating collision cross sections ($\Omega_{\text{Cal}}$) using different methods. Figure 5.6 shows $\Omega_{\text{Cal}}$ as a function of $\Omega_{\text{Exp}}$ using the projection approximation (PA),\textsuperscript{32} the exact hard spheres scattering method (EHSS)\textsuperscript{33,34} and the trajectory method (TM).\textsuperscript{35,41} $\Omega_{\text{He}}$ were initially calculated using the PA in MOBCAL\textsuperscript{41} with pre-defined atomic radii. The resulting $\Omega_{\text{Cal}}$ are larger than experimental results with a root-mean-square deviation (RMSD) of 3.41 (Table S5.3, Figure S5.1a). When the PA is scaled to 95%, however, $\Omega_{\text{Cal}}$ with He are more comparable to experiment with an RMSD of 0.51 (Table S5.3, Figure S5.1a). Therefore, the pre-defined effective atomic radii of H, C, N, and O are not appropriate for this set of molecules.
Figure 5.5. (a) $\Omega$ of iQ6 (black squares), Q5a (purple circles), iQ5a (green triangles), Q5b (blue pentagons), iQ5b (red stars), and Q3 (yellow triangles) plotted as a function of drift gas polarizability. Listed are the slopes and y-intercepts of each best-fit line. (b) Residual values for each compound with each drift gas (He, Ar, N$_2$, and CO$_2$).
Figure 5.6. Calculated Ω (Ω_{Cal}) shown as a function of measured Ω (Ω_{Exp}) with (a) He, (b) Ar, (c) N₂, and (d) CO₂. The calculation methods include the projection approximation (PA), the exact hard spheres scattering method (EHSS), and the trajectory method (TM) using natural population analysis (NPA) partial charges. Optimized radii (Table S5.4), determined using Ω_{Exp} and a basin-hopping algorithm, were used in the determination of Ω_{Cal} using the PA and EHSS methods.
To determine the appropriate effective radii for use with the PA for this set of molecules, the atomic radii of H, C, N, and O were optimized with each gas using a basin-hopping algorithm and are reported in Table S5.4. Using these optimized radii, the PA compared with experimental results has an RMSD of 0.36 with He, 1.35 with Ar, 2.06 with N\textsubscript{2} and 4.05 with CO\textsubscript{2} (Figure 5.6a-d, respectively). The same optimization method was used to determine the effective radii for use with the EHSS method. Using those optimized radii, the EHSS method compared with experimental results has an RMSD of 0.35 with He, 1.39 with Ar, 2.03 with N\textsubscript{2} and 4.03 with CO\textsubscript{2} (Figure 5.6a-d, respectively). The PA and EHSS methods, using optimized effective radii, are reasonable for estimating $\Omega_{\text{He}}$ and $\Omega_{\text{Ar}}$ for this set of molecules. $\Omega$ results for both methods with each gas are reported in Table S5.5.

Additionally, $\Omega_{\text{He}}$ were calculated using the trajectory method (TM) in MOBCAL (Table S5.3, Figure 5.6a).\textsuperscript{35} The TM includes Lennard-Jones interactions between an ion and drift gas. When using the TM, it is important to include a partial charge for each atom in the molecule. For this study, three different methods were used to determine partial charges: Mulliken, Merz-Singh-Kollman (MK) constrained to reproduce the dipole moment (pop = (mk,dipole)), and Natural Population Analysis (NPA, pop = npa). Using the TM, the Mulliken, MK and NPA methods have similar RMSD values with He (1.03, 1.04, and 1.01, respectively) and partial charges using NPA are shown in Figure 5.6a. Residual values between $\Omega_{\text{Cal}}$ and $\Omega_{\text{Exp}}$ are shown in Figure S5.1a. $\Omega_{\text{N}_2}$ were also calculated using the TM and the same partial charge methods as He (Figure S5.1b). The MK method had the smallest RMSD with N\textsubscript{2} (2.76) followed by NPA (2.92) and Mulliken (9.93). TM results using NPA partial charges with N\textsubscript{2} are shown in Figure 5.6c and residual values are shown in Figure S5.1b.
Given the results from all three methods (PA with optimized radii, EHSS with optimized radii, and TM using NPA partial charges), the best methods for calculating $\Omega_{\text{He}}$, $\Omega_{\text{Ar}}$ and $\Omega_{\text{N}_2}$ are the PA and EHSS with optimized radii. $\Omega_{\text{CO}_2}$ determined using the PA and EHSS methods are not comparable to experimental results and therefore other methods that include long range interactions should be used. The TM (which includes long-range interactions) with NPA partial charges is reasonable for calculating $\Omega_{\text{He}}$ and $\Omega_{\text{N}_2}$ but is not yet available for use with Ar and CO$_2$.

5.4.3 Peak Capacity. Peak capacity ($P_c$) was used to analyze the orthogonality and information content of each drift gas. $P_c$ is defined as:

$$P_c = \frac{t_{\text{max}} - t_{\text{min}}}{0.5(w_{\text{max}} + w_{\text{min}})}$$

(5.5)

where $t_{\text{max}}$ and $t_{\text{min}}$ are the drift times of the least and most mobile ions and $w_{\text{max}}$ and $w_{\text{min}}$ are the width at base of those ions, respectively. $P_c$ values determined from experiment in this study and using a drift voltage of 127 V are 1.34 (He), 2.06 (Ar), 1.84 (N$_2$), and 1.64 (CO$_2$) (Table 5.3). The instrument used here is not optimized for $P_c$ and lower pressures were used for heavier gases in order to minimize fragmentation during ion injection, which both contribute to the small experimental $P_c$. Previously, we determined the maximum $P_c$ possible on a high-performance instrument (Figure S5.2a, Table S5.6),$^{22}$ as a function of drift gas using amino acid (AA) ions as the data set and the previously derived equation for $P_c$, which includes contributions to peak widths from diffusion and gating.$^{42}$ Glycine and tryptophan were the most and least mobile ions, respectively, in each gas. The $P_c$ possible for the AA are 11.7 (He), 13.1 (Ar), 10.8 (N$_2$), and 10.2 (CO$_2$) (Figure S5.3a), which are much greater than experimental $P_c$: 3.0 (He), 3.8 (Ar), 3.1 (N$_2$), and 2.4 (CO$_2$).$^{42}$ When the same method is applied to analogues of Q7, the resulting
maximum $P_c$ are 2.37 (He), 4.28 (Ar), 3.92 (N$_2$), and 3.69 (CO$_2$) (Figure S5.2), which are approximately twice that of the experimental $P_c$ (Table 5.3).

<table>
<thead>
<tr>
<th></th>
<th>He</th>
<th>Ar</th>
<th>N$_2$</th>
<th>CO$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>1.34</td>
<td>2.06</td>
<td>1.84</td>
<td>1.64</td>
</tr>
<tr>
<td>PNNL</td>
<td>2.37</td>
<td>4.28</td>
<td>3.92</td>
<td>3.69</td>
</tr>
</tbody>
</table>

The maximum $P_c$ possible for analogues of Q7 are noticeably smaller than that for the AA; $P_{c,\text{max}}$ for DBE in He is approximately one-fifth that of the AA in He, and $P_{c,\text{max}}$ for DBE in Ar, N$_2$ and CO$_2$ are approximately one-third that of the AA in the same gases (Figure S5.2). Previously, we showed that the magnitude of $P_c$ depends on factors contributing to the widths of peaks (Equation 5.4) and the range of $\Omega$, which for the amino acid ions is quite large compared with the range of $\Omega$ in this study. Figure 4a shows that the range of $\Omega$ for this set of compounds generally increases from 7.4 (He), 13.5 (Ar), 13.6 (N$_2$) to 16.3 Å$^2$ (CO$_2$). This is compared to the range of AA ion $\Omega$, which decreases from 35.6 (He), 30.9 (Ar), 29.1 (N$_2$) to 22.1 Å$^2$ (CO$_2$). In both sets of data, Ar is most effective at separating small molecules followed by He for AA ions and N$_2$ for DBE ions.

**5.4.5 Orthogonality of IM and MS.** The relationship between IM and MS measurements is linear with He (Figure 5.3a). However, as the drift gas polarizability increases there are significant differences in relative $\Omega$ among DBE 7, 5 and 2 (Figures 5.3b-d) indicating differences in selectivity of each gas. The selectivity of each gas was characterized using peak-to-peak resolution ($R_{p-p}$, Equation 5.3), which is a quantitative measurement of separation for two ions. The threshold for resolved ions was chosen as $R_{p-p} = 1.0$. The $R_{p-p}$ of pairs of DBE 5 ions were determined for each gas at a drift voltage of 127 V (Table 5.4). The $R_{p-p}$ is ≤ 0.05 for each
pair of DBE 5 with He and increases to 0.51 with CO$_2$ for iQ5a and Q5b. These pairs of compounds are not completely resolved due to the relatively low resolving power ($R_p$) of mobility separations in this study.

| Table 5.4. $R_{pp}$ values for each pair of DBE 5 ions at a drift voltage of 127 V. |
|-------------------|---|---|---|---|
| Pair              | He | Ar | N$_2$ | CO$_2$ |
| Q5a : iQ5a        | 0.03 | 0.05 | 0.14 | 0.14 |
| Q5a : Q5b         | 0.02 | 0.12 | 0.29 | 0.43 |
| Q5a : iQ5b        | 0.01 | 0.07 | 0.17 | 0.29 |
| iQ5a : Q5b        | 0.05 | 0.17 | 0.40 | 0.51 |
| iQ5a : iQ5b       | 0.05 | 0.12 | 0.30 | 0.39 |
| Q5b : iQ5b        | 0.01 | 0.05 | 0.12 | 0.14 |

To assess the $R_{pp}$ that would occur on a higher-performance instrument, values were estimated for a high-performance drift tube developed at PNNL (Table S5.6). Using a previously derived equation for peak capacity ($P_c$), experimental $\Omega$, optimal drift voltage for each drift gas (Figure S5.3b, Table S5.7), and Equations 1 to 4, $R_{pp}$ were estimated for a high-performance drift tube with each gas (Table S5.7). The high-performance instrument improves separations with every gas except He. $R_{pp}$ in Ar increase by up to 87%, in N$_2$ by up to 88%, and in CO$_2$ by up to 94%. This analysis demonstrates the potential for greater information content using larger, more-polarizable drift gases on a high-performance instrument, specifically in regards to petroleum and crude oil separations.

In petroleomics, the separation of DBE can be vital for producing higher-quality oils. Here, we determine the resolving power required to separate DBE in each gas. $R_p$ is defined as (see derivation in Supplemental Information):

$$R_p = \frac{1}{\delta}, \quad \delta = \sqrt{\frac{32k_BT}{vez}}$$  \hspace{1cm} (5.6)
The $R_p$ required to resolve Q7 and iQ2 is 9 in He and N$_2$, 8 in Ar, and 11 in CO$_2$ (Table S5.8). The least and most mobile ions can be separated in any gas, however, this may not be true for ions with the same DBE. Figure 5.7 shows the critical $R_p$ required to separate each pair of DBE 5 ions with each gas. Each pair with He requires $R_p > 100$ to achieve separation ($R_p = 6352$ is needed to separate Q5a from iQ5a with He), showing that He is not suitable for separating compounds with the same DBE. Greater $R_p$ are required with each gas to separate ions that differ only in the placement of the nitrogen atom (Q5a:iQ5a and Q5b:iQ5b). The other pairs of DBE 5, which differ in placement of the nitrogen atom and/or placement of double bonds can be easily separated using Ar, N$_2$ or CO$_2$. Therefore, heavier gases are recommended for use in petroleum and crude oil separation experiments.

**Figure 5.7.** Critical resolving power ($R_p$, Equation 5.6) required to separate each pair of DBE 5 ions as a function of drift gas. CO$_2$ (*green*) requires the lowest $R_p$ with each pair followed by N$_2$ (*blue*), Ar (*magenta*) and He (*gray*). The $R_p$ needed to resolve Q5a from iQ5a in He was 6352, which is beyond the range of values considered here.
5.5 Conclusions

The $\Omega$ of ten petroleum-like ions with He, Ar, N\textsubscript{2} and CO\textsubscript{2} were measured on an rf-confining drift cell\textsuperscript{37} at low pressures and ambient temperatures. The $\Omega$ increase with increasing polarizability of the gas, which was shown previously using amino acid ions.\textsuperscript{42} The range of $\Omega$ also increases with polarizability of the gas, however, $\Omega$ of each ion do not increase uniformly. These results show that drift gases interact differently with ions of similar size and shape and therefore provide more information based on their orthogonality.

$\Omega$ were calculated using several methods in order to determine the origin of orthogonality between drift gases. $\Omega_{\text{He}}$, $\Omega_{\text{Ar}}$ and $\Omega_{\text{N}_2}$ using the PA and EHSS methods and optimized atomic radii were comparable to experimental results with low RMSD. $\Omega_{\text{CO}_2}$ using the same methods were not accurate and the trajectory method (which includes long-range ion-neutral interactions) is currently only available for use with He and N\textsubscript{2}.

The peak capacity ($P_c$, Figure S5.2) with each gas was evaluated for this rf-confining drift cell\textsuperscript{43} and a high-performance drift tube (Table 5.3).\textsuperscript{22} $P_c$ is greatest in Ar followed by N\textsubscript{2}, CO\textsubscript{2} and He. The selectivity of separations with each gas was determined using peak-to-peak resolution ($R_{p-p}$) for each pairwise combination of DBE 5 ions (Table 5.4). Overall, $R_{p-p}$ improved with polarizability of the drift gas. Additionally, we determined the minimum resolving power ($R_p$, Figure 5.7) needed to separate DBE 5 ions (Table S5.8). These results show that He is not an ideal drift gas for separating ions of similar size and shape but separations are possible with Ar, N\textsubscript{2} and CO\textsubscript{2}. In general, this study shows that gases with greater polarizabilities increase the information content for petroleum-like molecules using IM-MS.
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Figure S2.1. Droplet size distribution measured at 75 nA (A). The percent of occupied droplets as a function of aggregate number in log scale assuming a concentration of 400 nM analyte for subpopulation I (B), subpopulation II (C), subpopulation III (D), subpopulations I and III (E), and subpopulations I, II, and III (F).
**Figure S2.2.** Droplet size distribution measured at 75 nA (A). The percent of occupied droplets as a function of aggregate number in log scale assuming a concentration of 40 µM analyte for subpopulation I (B), subpopulation II (C), subpopulation III (D), subpopulations I and III (E), and subpopulations I, II, and III (F).
Figure S3.1. Average charge states of anionic proteins sprayed from four different buffers: ammonium acetate (AA, blue squares), methylammonium acetate (MA, red circles), dimethylammonium acetate (DA, magenta triangles), and trimethylammonium acetate (TA, green stars). $E^*$ values for AA in negative ion mode are 2.65, 2.29 and 1.89 V nm$^{-1}$. 
Figure S3.2. The solvation energies of possible charge carriers in methylammonium acetate buffer as a function of dielectric constant. Critical field strengths ($E^*$, *horizontal lines*) are shown for reference.
Figure S3.3. The solvation energies of possible charge carriers in dimethylammonium acetate buffer as a function of dielectric constant. Critical field strengths ($E^*$, horizontal lines) are shown for reference.
Figure S3.4. The solvation energies of possible charge carriers in trimethylammonium acetate buffer as a function of dielectric constant. Critical field strengths ($E^*$, horizontal lines) are shown for reference.
Appendix C

Supplemental Information for Chapter 4

Derivations of Selected Equations

In this section, all equations used in the main body are numbered using the same Arabic numerals used in the main body. All additional equations are numbered using Roman numerals.

Equation 4.5 defines the peak capacity \( P_c \) in terms of the drift times \( t_D \) and widths \( w \) of the least and most mobile ions:

\[
P_c = \frac{t_{D2} - t_{D1}}{0.5(w_2 + w_1)}
\]  

(4.5)

In order to develop an analytical expression for \( P_c \) based on the properties of the ions and the parameters used for the ion mobility separation, expressions were developed for \( t_D \) and \( w \).

Equations 4.1 and 4.2 relate \( t_D \), mobility \( K \), and collision cross section \( \Omega \):

\[
t_D = \frac{L}{E K} = \frac{l^2}{V K}
\]  

(4.1)

\[
\Omega = \frac{3e z}{16N} \sqrt{\frac{2 \pi}{\mu k_B T}} \frac{1}{K}
\]  

(4.2)

where \( L \) is the length of the drift cell, \( V \) is the voltage change across the drift cell, \( e \) is the elementary charge, \( z \) is the charge state of the ion, \( N \) is the number density of the drift gas, \( \mu \) is the reduced mass of the ion and neutral, \( k_B \) is the Boltzmann constant, and \( T \) is the drift-gas temperature. Solving Equation 4.2 for reciprocal mobility \( (K^{-1}) \) yields:

\[
\frac{1}{K} = \frac{16N}{3ez} \sqrt{\frac{\mu k_B T}{2\pi}} \Omega
\]  

(4.1)

Substituting Equation 4.1 into Equation 4.1 yields Equation 4.11, in which \( t_D \) depends on \( \Omega \), \( \mu \), and \( \tau \) (defined in Equation 4.9):

\[
t_D = \frac{16N}{3ez} \sqrt{\frac{\mu k_B T}{2\pi}} \frac{l^2}{V} \Omega = \tau \sqrt{\mu \Omega}
\]  

(4.11)

\[
\tau = \frac{16N}{3ez} \sqrt{\frac{k_B T}{2\pi}} \frac{l^2}{V}
\]  

(4.9)
For diffusion-limited ion mobility separations, the resolving power is:

\[
\frac{t_D}{FWHM} = \sqrt{\frac{\text{vez}}{16k_BT\ln2}} \quad (4.III)^3
\]

Solving Equation 4.III for FWHM yields Equation 4.IV:

\[
FWHM = \sqrt{\frac{16k_BT\ln2}{\text{vez}}} t_D \quad (4.IV)
\]

For a Gaussian peak, the width (4σ) is proportional to the FWHM (2√2ln2σ). Therefore, the width from diffusion (w_d) depends on Ω, μ, τ, and δ (defined in Equation 4.7):

\[
w_d = \frac{4}{2\sqrt{2\ln2}} \sqrt{\frac{16k_BT\ln2}{\text{vez}}} t_D = \sqrt{\frac{32k_BT}{\text{vez}}} t_D = \delta t_D = \delta \tau \sqrt{\mu \Omega} \quad (4.V)
\]

\[
\delta = \sqrt{\frac{32k_BT}{\text{vez}}} \quad (4.7)
\]

For most ion mobility separations, the total width of peaks (w) will also have contributions from gating (w_g):

\[
w^2 = w_g^2 + w_d^2 \quad (4.4)
\]

Substituting Equation 4.V into Equation 4.4 and solving for w yields Equation 4.VI, in which w depends on w_g, δ, τ, μ, and Ω:

\[
w = \sqrt{w_g^2 + \delta^2 \tau^2 \mu \Omega^2} \quad (4.VI)
\]

Substituting the expressions for t_D (Equation 4.II) and w (Equation 4.VI) into Equation 4.5 yields Equation 4.8:

\[
P_C = \frac{2\tau(\sqrt{\mu_2 \Omega_2} - \sqrt{\mu_1 \Omega_1})}{\sqrt{w_g^2 + \delta^2 \tau^2 \mu_2 \Omega_2^2 + w_g^2 + \delta^2 \tau^2 \mu_1 \Omega_1^2}} \quad (4.8)
\]

For diffusion-limited separations, w_g = 0, which yields:

\[
P_C = \frac{\delta (\sqrt{\mu_2 \Omega_2} - \sqrt{\mu_1 \Omega_1})}{\delta (\sqrt{\mu_2 \Omega_2} + \sqrt{\mu_1 \Omega_1})} \quad (4.6)
\]
**Table S4.1.** Praxair gas cylinder product numbers

<table>
<thead>
<tr>
<th>Gas</th>
<th>Praxair</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>5.0UH-T</td>
</tr>
<tr>
<td>Ar</td>
<td>5.0UH-T</td>
</tr>
<tr>
<td>N₂</td>
<td>4.8RS-K</td>
</tr>
<tr>
<td>CO₂</td>
<td>4.8RS-K</td>
</tr>
<tr>
<td>N₂O</td>
<td>4.8SP-K</td>
</tr>
</tbody>
</table>

**Table S4.2.** Parameters for mobility measurements using a rf-confining drift cell⁴ at a drift voltage of 127 V and different drift gases.

<table>
<thead>
<tr>
<th>Gases</th>
<th>He Cell Entrance (V)</th>
<th>He Cell Exit (V)</th>
<th>He Cell DC (V)</th>
<th>IMS Bias (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He, N₂</td>
<td>-20</td>
<td>-40</td>
<td>0</td>
<td>172</td>
</tr>
<tr>
<td>Ar, CO₂, N₂O</td>
<td>-5</td>
<td>-10</td>
<td>0</td>
<td>142</td>
</tr>
</tbody>
</table>
Figure S4.1. $\Omega_{N_2}$ of amino acid ions (using traveling-wave ion mobility)\textsuperscript{5} as a function of $\Omega_{300 \text{ K, } N_2}$ with N$_2$. 
Figure S4.2. Ω of the protonated amino acids with Ar, in order of increasing amino acid mass, using an rf-confining drift cell (purple triangles) and CRAFTI (blue circles).
Figure S4.3. $\Omega$ of the protonated amino acids with Ar, in order of increasing amino acid mass, using an rf-confining drift cell (purple triangles) and drift-tube ion mobility (purple stars).\textsuperscript{7}
Figure S4.4. Experiment peak widths at base (4σ) compared with diffusion-limited peak widths ($w_d$) and peak widths calculated using Equation 4 with an initial ion pulse width of 170 µs for a) He, b) N$_2$, c) Ar, and d) CO$_2$. The peak widths determined from the experiments in He are broader than expected. Therefore, other factors may contribute to the width of peaks observed for the experiments in He, such as space-charge effects$^{4,8}$ or broadening during transport to the mass analyzer. Result for N$_2$O were similar to those for CO$_2$ and are not shown.
Figure S4.5. The fraction of resolved pairs of amino acids for each gas listed in order of increasing polarizability. Shaded regions indicate the fraction of complementary selectivity relative to a) He, b) Ar, c) CO₂ and d) N₂O.
Figure S4.6. (a) A histogram representation of calculated $R_{pp}$ (Equation 4.3) for every pair-wise combination of amino acids with N$_2$ estimated for a high-performance drift tube (Table 4.3). The vertical dashed line indicates the threshold for resolved amino acids (≥ 1.0). (b) Cumulative distribution functions were calculated for peak-to-peak resolutions ($R_{pp}$) with He (black), Ar (purple), N$_2$ (blue), CO$_2$ (green), and N$_2$O (yellow). (c) The fraction of resolved pairs of amino acids for each gas listed in order of increasing polarizability. Shaded regions indicate the fraction of complementary pairs identified relative to N$_2$. 
Figure S4.7. a) A histogram representation of calculated $R_{p-p}$ for every pair-wise combination of amino acids in N$_2$ estimated for a high-performance drift tube, without contributions from gating (Table 4.3). The vertical dashed line indicates the threshold for resolved pairs of amino acids ($\geq 1.0$). b) Cumulative distribution functions were calculated for peak-to-peak resolutions ($R_{p-p}$) with He (black), Ar (purple), N$_2$ (blue), CO$_2$ (green), and N$_2$O (yellow). c) The fraction of resolved amino acids for each gas listed in order of increasing polarizability. Shaded regions indicate the fraction of complementary pairs identified relative to N$_2$. 
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Discussion of Equations

Ω of iQ6, Q5a, iQ5a, Q5b, iQ5b, and Q3 were converted to a radius \( r_{\text{ion}} \):\(^1\)

\[
r_{\text{ion}} = \left( \frac{\Omega}{\pi} \right)^{1/2} - r_{\text{gas}} \tag{I}
\]

where \( r_{\text{gas}} \) is the radius of the neutral. The radius of the neutral was estimated using a hard-sphere model:\(^1\)

\[
r_{\text{gas}}^2 = \frac{1}{4} \left( \frac{5}{16\pi^{1/2}} \right) \left( \frac{(MRT)^{1/2}}{N_A\eta} \right) \tag{II}
\]

where \( M \) is the mass of the neutral, \( R \) is the gas constant, \( T \) is the temperature, \( N_A \) is Avogadro’s constant and \( \eta \) is the viscosity of the gas.

\( R_p \) is defined as:

\[
R_p = \frac{t_D}{w} \tag{III}
\]

First, \( t_D \) is related to \( \Omega \) using Equations 5.1 and 5.2:

\[
t_D = \tau \sqrt{\mu} \Omega, \quad \tau = \frac{16N}{3ez} \sqrt{\frac{k_B T L^2}{2\pi N_v}} \tag{IV}
\]

The diffusion-limited width is related to \( \Omega \) using the following:

\[
w_d = \delta \tau \sqrt{\mu} \Omega, \quad \delta = \sqrt{\frac{32k_B T}{vez}} \tag{V}
\]

Using Equations 5.4 and IV, \( R_{p-p} \) becomes:

\[
R_{p-p} = \frac{\sqrt{\mu_2 \Omega_2} - \sqrt{\mu_1 \Omega_1}}{0.5\delta (\sqrt{\mu_2 \Omega_2} + \sqrt{\mu_1 \Omega_1})} \tag{VI}
\]

Using Equations III and IV, \( R_p \) becomes:

\[
R_p = \frac{1}{\delta} \tag{5.6}
\]
Table S5.1. Praxair gas cylinder product numbers.

<table>
<thead>
<tr>
<th>Gas</th>
<th>Praxair</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>5.0UH-T</td>
</tr>
<tr>
<td>Ar</td>
<td>5.0UH-T</td>
</tr>
<tr>
<td>N₂</td>
<td>4.8RS-K</td>
</tr>
<tr>
<td>CO₂</td>
<td>4.8RS-K</td>
</tr>
</tbody>
</table>

Table S5.2. Parameters for mobility measurements using a rf-confining drift cell\(^2\) at a drift voltage of 127 V and different drift gases.

<table>
<thead>
<tr>
<th>Gases</th>
<th>He Cell Entrance (V)</th>
<th>He Cell Exit (V)</th>
<th>He Cell DC (V)</th>
<th>IMS Bias (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He, N₂</td>
<td>-20</td>
<td>-40</td>
<td>0</td>
<td>172</td>
</tr>
<tr>
<td>Ar, CO₂, N₂O</td>
<td>-5</td>
<td>-10</td>
<td>0</td>
<td>142</td>
</tr>
</tbody>
</table>

Table S5.3. Theoretical $\Omega$ in Å\(^2\) with He and N₂ using MOBCAL and different methods.

<table>
<thead>
<tr>
<th>Number</th>
<th>$\Omega_{He}$</th>
<th>$\Omega_{N₂}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PA</td>
<td>PA</td>
</tr>
<tr>
<td>Q7</td>
<td>63.44</td>
<td>143.4</td>
</tr>
<tr>
<td>iQ7</td>
<td>63.43</td>
<td>128.4</td>
</tr>
<tr>
<td>iQ6</td>
<td>65.48</td>
<td>128.0</td>
</tr>
<tr>
<td>Q5a</td>
<td>66.93</td>
<td>136.9</td>
</tr>
<tr>
<td>iQ5a</td>
<td>66.48</td>
<td>124.9</td>
</tr>
<tr>
<td>Q5b</td>
<td>66.89</td>
<td>127.0</td>
</tr>
<tr>
<td>iQ5b</td>
<td>66.97</td>
<td>124.5</td>
</tr>
<tr>
<td>Q3</td>
<td>68.86</td>
<td>125.1</td>
</tr>
<tr>
<td>iQ2</td>
<td>70.29</td>
<td>126.2</td>
</tr>
<tr>
<td>Q2</td>
<td>70.09</td>
<td>124.9</td>
</tr>
<tr>
<td>RMSD</td>
<td>3.41</td>
<td>9.93</td>
</tr>
</tbody>
</table>

Table S5.4. Optimized effective radii (Å) for PA and EHSS methods with each gas.

<table>
<thead>
<tr>
<th>Atom</th>
<th>He</th>
<th>Ar</th>
<th>N₂</th>
<th>CO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PA</td>
<td>EHSS</td>
<td>PA</td>
<td>EHSS</td>
</tr>
<tr>
<td>H</td>
<td>2.09</td>
<td>1.95</td>
<td>3.69</td>
<td>3.61</td>
</tr>
<tr>
<td>C</td>
<td>2.52</td>
<td>2.64</td>
<td>3.75</td>
<td>3.95</td>
</tr>
<tr>
<td>N, O</td>
<td>2.58</td>
<td>2.66</td>
<td>3.45</td>
<td>4.06</td>
</tr>
</tbody>
</table>
Table S5.5. $\Omega$ in Å$^2$ determined using optimized radii (Table S5.4) and the PA and EHSS methods with He, Ar, N$_2$ and CO$_2$.

<table>
<thead>
<tr>
<th></th>
<th>He</th>
<th></th>
<th>Ar</th>
<th></th>
<th>N$_2$</th>
<th></th>
<th>CO$_2$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PA</td>
<td>EHSS</td>
<td>PA</td>
<td>EHSS</td>
<td>PA</td>
<td>EHSS</td>
<td>PA</td>
<td>EHSS</td>
</tr>
<tr>
<td>Q7</td>
<td>59.8</td>
<td>60.0</td>
<td>112.8</td>
<td>112.7</td>
<td>119.1</td>
<td>117.8</td>
<td>177.8</td>
<td>179.1</td>
</tr>
<tr>
<td>iQ7</td>
<td>59.7</td>
<td>59.9</td>
<td>112.6</td>
<td>112.8</td>
<td>118.9</td>
<td>118.1</td>
<td>179.1</td>
<td>179.8</td>
</tr>
<tr>
<td>iQ6</td>
<td>62.0</td>
<td>62.0</td>
<td>116.6</td>
<td>117.0</td>
<td>122.2</td>
<td>122.5</td>
<td>181.1</td>
<td>182.1</td>
</tr>
<tr>
<td>Q5a</td>
<td>63.7</td>
<td>63.7</td>
<td>119.5</td>
<td>119.4</td>
<td>124.9</td>
<td>125.1</td>
<td>182.2</td>
<td>183.1</td>
</tr>
<tr>
<td>iQ5a</td>
<td>63.6</td>
<td>63.6</td>
<td>118.6</td>
<td>119.2</td>
<td>124.1</td>
<td>124.8</td>
<td>182.7</td>
<td>183.1</td>
</tr>
<tr>
<td>Q5b</td>
<td>63.6</td>
<td>63.5</td>
<td>119.1</td>
<td>119.0</td>
<td>124.6</td>
<td>124.4</td>
<td>182.2</td>
<td>182.2</td>
</tr>
<tr>
<td>iQ5b</td>
<td>63.6</td>
<td>63.6</td>
<td>119.1</td>
<td>119.4</td>
<td>124.5</td>
<td>125.1</td>
<td>184.9</td>
<td>183.2</td>
</tr>
<tr>
<td>Q3</td>
<td>65.5</td>
<td>65.5</td>
<td>121.5</td>
<td>121.9</td>
<td>126.5</td>
<td>127.5</td>
<td>183.4</td>
<td>183.2</td>
</tr>
<tr>
<td>iQ2</td>
<td>66.9</td>
<td>66.8</td>
<td>123.5</td>
<td>123.2</td>
<td>128.7</td>
<td>128.8</td>
<td>187.2</td>
<td>186.4</td>
</tr>
<tr>
<td>Q2</td>
<td>66.8</td>
<td>66.2</td>
<td>123.4</td>
<td>122.6</td>
<td>128.6</td>
<td>128.0</td>
<td>185.2</td>
<td>184.7</td>
</tr>
</tbody>
</table>

Table S5.6. Instrument parameters used in $R_{pp}$ and $P_c$ calculations.

<table>
<thead>
<tr>
<th>L cm</th>
<th>$w_g$ $\mu$s</th>
<th>V V</th>
<th>E V cm$^{-1}$</th>
<th>P Torr</th>
</tr>
</thead>
<tbody>
<tr>
<td>rf-confining drift cell$^2$</td>
<td>25.2</td>
<td>170</td>
<td>127</td>
<td>6.79</td>
</tr>
<tr>
<td>high-performance drift tube$^3$</td>
<td>94</td>
<td>286</td>
<td>Table S5.7</td>
<td>17.0</td>
</tr>
</tbody>
</table>

Table S5.7. $R_{pp}$ values for each pair of DBE 5 ions using parameters for a high-performance instrument (Table S5.6) and optimized voltages listed beneath the corresponding gas.

<table>
<thead>
<tr>
<th>Pair</th>
<th>He (499 V)</th>
<th>Ar (1512 V)</th>
<th>N$_2$ (1416 V)</th>
<th>CO$_2$ (2063 V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q5a : iQ5a</td>
<td>2.8x10$^{-5}$</td>
<td>0.071</td>
<td>0.35</td>
<td>1.1</td>
</tr>
<tr>
<td>Q5a : Q5b</td>
<td>9.3x10$^{-3}$</td>
<td>0.77</td>
<td>1.5</td>
<td>3.9</td>
</tr>
<tr>
<td>Q5a : iQ5b</td>
<td>3.1x10$^{-2}$</td>
<td>0.30</td>
<td>0.53</td>
<td>1.7</td>
</tr>
<tr>
<td>iQ5a : Q5b</td>
<td>8.3x10$^{-3}$</td>
<td>1.3</td>
<td>3.3</td>
<td>9.0</td>
</tr>
<tr>
<td>iQ5a : iQ5b</td>
<td>2.9x10$^{-2}$</td>
<td>0.67</td>
<td>1.7</td>
<td>5.4</td>
</tr>
<tr>
<td>Q5b : iQ5b</td>
<td>6.3x10$^{-3}$</td>
<td>0.11</td>
<td>0.25</td>
<td>0.45</td>
</tr>
</tbody>
</table>
Table S5.8. Resolving power ($R_p$, Equation 5.6) needed for separation between pairs of DBE in each gas and for separation of DBE 7 and 2.

<table>
<thead>
<tr>
<th>Pair</th>
<th>He</th>
<th>Ar</th>
<th>N₂</th>
<th>CO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q7 : iQ7</td>
<td>95</td>
<td>110</td>
<td>65</td>
<td>112</td>
</tr>
<tr>
<td>Q5a : iQ5a</td>
<td>6352</td>
<td>135</td>
<td>60</td>
<td>41</td>
</tr>
<tr>
<td>Q5a : Q5b</td>
<td>211</td>
<td>41</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>Q5a : iQ5b</td>
<td>117</td>
<td>65</td>
<td>48</td>
<td>32</td>
</tr>
<tr>
<td>iQ5a : Q5b</td>
<td>219</td>
<td>31</td>
<td>19</td>
<td>14</td>
</tr>
<tr>
<td>iQ5a : iQ5b</td>
<td>119</td>
<td>44</td>
<td>27</td>
<td>18</td>
</tr>
<tr>
<td>Q5b : iQ5b</td>
<td>263</td>
<td>109</td>
<td>68</td>
<td>61</td>
</tr>
<tr>
<td>Q2 : iQ2</td>
<td>134</td>
<td>47</td>
<td>46</td>
<td>42</td>
</tr>
<tr>
<td>Q7:iQ2</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>11</td>
</tr>
</tbody>
</table>
Figure S5.1. Differences between calculated $\Omega$ ($\Omega_{\text{cal}}$) and experimental $\Omega$ ($\Omega_{\text{Exp}}$) with (a) He and (b) $N_2$ using the Trajectory Method (TM) in MOBCAL\textsuperscript{4} with Mulliken (purple squares), Merz-Singh-Kollman (MK) (blue circles), and Natural Population Analysis (NPA) partial charges (black triangles) and the Projection Approximation\textsuperscript{5} (PA) in MOBCAL without scaling (1.00 PA, red pentagons) and scaled to 95\% (0.95 PA, green plus signs). The difference for Q7 using Mulliken partial charges with $N_2$ is 26, but for scaling purposes is not shown. The 95\% confidence interval for TM MOBCAL calculations is, on average, 0.1 to 0.2 Å\textsuperscript{2}.
**Figure S5.2.** Maximum $P_c$ ($P_{c,\text{max}}$) as a function of drift gas for amino acids (AA, *blue*)$^6$ and analogues of Q7 (DBE, *red*). $P_{c,\text{max}}$ was determined using a previously derived equation,$^6$ experimental $\Omega$ for the least and most mobile ions, optimal drift voltages (Figure S5.3), and parameters for a high-performance drift tube (Table S5.6).$^3$
Figure S5.3. $P_c$ as a function of drift voltage and gas using experimental $\Omega$ for the least and most mobile ions among a set of (a) amino acids and (b) analogues of Q7 (Figure 5.1). $P_c$ values were determined using a previously derived equation, and parameters for a high-performance drift tube (Table S5.6).
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