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How can Tom Hanks come across so differently in “Forrest Gump” and “Catch Me If You Can”? What makes him unique in each of his roles? Is it his appearance? The way he talks? The way he moves? In my thesis, I introduce the problem of persona reconstruction. I define it as a modeling process that accurately represents the likeness of a person, and propose solutions to address the problem with the goal of creating a model that looks, talks, and acts like the recorded person. The specific aspects of persona modelled in this thesis include facial shape and appearance, motion and expression dynamics, the aging process, the speaking style and how a person talks through solving the visual speech synthesis problem.

These goals are highly ambitious. The key idea of this thesis is that the utilization of a large amount of unconstrained data enables overcoming many of the challenges. Unlike most traditional modeling techniques which require a sophisticated capturing process, my solutions to these tasks operate only on unconstrained data such as an uncalibrated personal photo and video collection, and thus can be scaled to virtually anyone, even historical figures, with minimal efforts.

In particular, I first propose new techniques to reconstruct time-varying facial geometry equipped with expression-dependent texture that captures even minute shape variations such
as wrinkles and creases using a combination of uncalibrated photometric stereo, novel 3D optical flow, dense pixel-level face alignment, and frequency-based image blending. Then I demonstrate a way to drive or animate the reconstructed model with a source video of another actor by transferring the expression dynamics while preserving the likeness of the person. Together these techniques represent the first system that allows reconstruction of a controllable 3D model of any person from just a photo collection.

Next, I model facial changes due to aging by learning the aging transformation from unstructured Internet photos using a novel illumination-subspace matching technique. Then I apply such a transformation in an application that takes as input a photograph of a child and produces a series of age-progressed outputs between 1 and 80 years of age. The proposed technique establishes a new state of the art for the most difficult aging case of babies to adults. This is demonstrated by an extensive evaluation of age progression techniques in the literature.

Finally, I model how a person talks via a system that can synthesize a realistic video of a person speaking given just an input audio. Unlike prior work which requires a carefully constructed speech database from many individuals, my solution solves the video speech problem by requiring only existing video footage of a single person. Specifically, it focuses on a single person (Barack Obama) and relies on an LSTM-based recurrent neural network trained on Obama’s footage to synthesize a high-quality mouth video of him speaking. My approach generates compelling and believable videos from audio that enable a range of important applications such as lip-reading for hearing-impaired people, video bandwidth reduction, and creating digital humans which are central to entertainment applications like special effects in films.
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2.2 Overview of our method. Given a video sequence we estimate 3D pose (average
shape is rotated to the input pose for each of the 3 examples), followed by
estimate of dense 3D flow of the average model to fit the input expression,
and final refinement using shading cues (note the appearance of teeth, details
in eyes, and so forth.)

2.3 3D flow convergence example. The optimization starts from an average model
of Bush with closed mouth, the mouth opens with 3D flow estimation itera-
tions and gets refined at the shading step. This computation is done indepen-
dently for each single frame in the video (temporal constraint is applied only
at the rigid pose estimation step).

2.4 Pose refinement algorithm. (a) non-frontal photo–challenging for current
methods, (b) landmarks detection and (c) pose estimation using landmarks
(slightly off) which is used to initialize our refinement. (d) optical flow match-
ing between an average model rendering in the initial pose and input image.
(e) final pose estimation result using PnP on dense point sets chosen via
RANSAC.

2.5 Example results on still images in non-frontal views. Single view methods
typically fail on such extreme poses.

2.6 Limitations of our reconstruction due to (a) specular highlight (b) cast shad-
ows. We show a few frames from a video where the method introduces artifacts
on the forehead in case of specularities or near the nose in case of cast shad-
ows. This is due to violations of the Lambertian assumption. The full video
and per frame reconstruction is shown in the accompanying video at 30fps.

2.7 A comparison to single view method by Kemelmacher et al. [30].

2.8 Results of our reconstruction on four video sequences. Average shape per
individual are presented on the left. The video reconstruction results illustrate
variety in facial expressions, head pose, appearance of wrinkles, eye detail, and
even partial teeth. Take a look at the full videos in the supplementary material
for the full experience!

2.9 Comparison to ground truth meshes [21]. Given the input photo (left) we show
our reconstruction and the original shape captured by [21] for this particular
expression.

2.10 Comparison to KinectFusion [125]. Two input photos, our reconstructions and
results obtained using Kinect Fusion. The input photos are of lower quality
than typical video sequences (taken from RGB kinect stream).
3.1 Model of Tom Hanks (bottom), derived from Internet Photos, is controlled by his own photos or videos of other celebrities (top). The Tom Hanks model captures his appearance and behavior, while mimicking the pose and expression of the controllers.

3.2 Our system aims to create a realistic puppet of any person which can be controlled by a photo or a video sequence. The driver and puppet only require a 2D photo collection. To produce the final textured model, we deform the average 3D shape of the puppet reconstructed from its own photo collection to the target expression by transferring the deformation from the driver. The texture of the final model is created separately for each frame via our texture synthesize process which produces detailed, consistent, and expression-dependent textures.

3.3 Magnitude adjustment in deformation transfer. Let’s take an example of a blinking eye, and denote by $M_D(u, v)$ a vertex on a driver’s upper eye lid. The vertex is moving down by $\Delta(u, v)$ toward $M_P(s, t)$ in order to blink. Let’s denote the corresponding vertex on the puppet mesh $M_P(u', v')$. Our goal is to apply $\Delta(u, v)$ to $M_P(u', v')$, it could happen, however, that the puppet’s eyes are bigger, thus we adjust the deformation and instead use $\hat{\Delta}(u, v) = \hat{\Delta}(u, v) \cdot \Delta'$. 

3.4 A diagram for synthesizing a texture for a given reference photo shown on the left. Each photo is non-rigidly aligned to the reference and decomposed into a Laplacian pyramid (For visualizing purpose, the Laplacian images are shifted by 0.5 so that a gray pixel corresponds to 0.0). The final output shown on the right is produced by computing a weighted average pyramid of all the pyramids and collapsing it.

3.5 a) A comparison between our method (column v) and 3 baseline methods (columns ii-iv) to produce a texture that matches the target expressions given in the column i. Baseline results in column (ii) are produced by warping a single average texture to the target which lack details such as creases around the mouth when the subject is smiling in the second row. Baseline results in column (iii) is produced by taking a weighed average of the photo collection with identical weights used in our method (Eq. 3.3). The facial features such as mouth appear blurry and the colors of the faces appear inconsistent. Baseline results in column (iv) are produced similarly to column (iii), but each photo is warped using thin plate spline and dense warping to the reference before taking the average. The textures appear sharper but still have inconsistent colors. Our method in column v and image b) produces consistent, sharp textures with expression-dependent details.
3.6 A visualization of the results after each step of the texture synthesis process to generate an average face of Tom Hanks. a) shows an average after all photos in the collection are frontalized by a 3D face template, b) after TPS warping, c) after dense warping, and d) the final texture after the multi-scale weighted average which enhances facial details.  

3.7 a) shows Tom Hanks’ average before detail enhancement. b) and c) show the average after single-scale and multi-scale blending.  

3.8 The first row contains two frames from YouTube videos of Tom Hanks and George W. Bush used as references for puppets of many celebrities in the following rows.  

3.9 We show 3 example subjects for 3D shape and texture reconstruction. The input is a set of photos with varying expressions and appearances, and the output is 3D textured shapes in the same expressions as the input.  

4.1 Given a single input photo of a child (far left) our method renders an image at any future age range between 1 and 80. Note the change in shape (e.g., nose gets longer, eyes narrow) and texture, while keeping the identity (and milk mustache!) of the input person.  

4.2 Average images of people at different ages. Each image represents an average of about 1500 individuals. Results in the top row are aligned only to place the eyes, nose, and mouth in rough correspondence. The second row shows averages after pixel-to-pixel alignment. These are much sharper, but the tone is variable, the lighting is unnatural, and subtle shape differences (e.g., wrinkles) are averaged out (to see it zoom-in to the last column). The bottom two rows show re-lit averages, matched to two reference frames (far left) with opposite lighting directions. The re-lit results have proper shading, are tone-matched to allow easier comparison across ages, and reveal 3D shape changes (note the nose and forehead).  

4.3 Age progression results. For each input image we automatically generate age progressed images for a variety of ages. Note the realistic progression results even with strong directional lighting, non-frontal pose, and non-neutral expressions.  

4.4 Steps of illumination-aware age progression.  

4.5 Comprehensive comparison to prior work, plotting user study ratings of our method vs. all 120 results from prior work. Blue cells (> 0.55) are where our method scored higher, red cells (< 0.45) have prior method(s) scoring higher, and gray cells are ambiguous. Our method excels for aging children, while prior techniques that target adults perform better for that category.  

vi
4.6 Comparison to other methods: (a) to Perrett et al. and FaceResearch online tool, (b) to mapping the baby’s face (far left) onto the ground truth (column 3) to produce a blended result (far right). The aged results (column 2) look much more similar to the ground truth, indicating that simply blending a face into a head of an older person does not produce a satisfactory age progression, additional shape and texture changes must be added.

4.7 Comparison to ground truth images. In each case a single photo of a child (top) is age progressed (left) and compared to photos of the same person (right) at the corresponding age (labeled at left). The age progressed face is composited into the ground truth photo to match the hairstyle and background (see supplementary material for comparisons of just the face regions). Facial expression and lighting are not matched to the ground truth, but retained from the input photo. Note how well the progressed photo matches the ground truth, given that the full sequence is synthesized from a single baby photo.

4.8 Our Mechanical Turk test to compare with ground-truth. We show the input image (far left), our result (middle), and ground truth (right). Note that if the progressed image at age Y is generated from the reference at age X, it will have the same lighting and expression. To avoid this similarity bias, we show to the user a different input photo of the same person at the closest age to the input. Also, the order of our and ground truth was randomly chosen to prevent order bias.

4.9 Our Mechanical Turk test to compare with previous work. We show the input image (far left), our result (in this case A; we randomize the order of ours and previous to prevent bias), and previous result (in this case B).

4.10 Our Mechanical Test to evaluate human proficiency at recognizing the same person across different ages. In each test two real (ground truth) images of the same person, separated by at least 5 years, are shown.

4.11 Results of human study in Fig. 4.10. The results indicate that people are generally good at recognizing adults across different age ranges, but poor at recognizing children after many years. In particular across children aged 0-7, participants performed barely better than chance (57%) at recognition for roughly 10 year differences, at chance for 20 years (52%), and worse than chance for 50 years (33%).

4.12 Higher resolution averages of people at different ages, and additional re-lit averages and corresponding relighting references (left). These are for the dataset of males.
4.13 Higher resolution averages of people at different ages, and additional re-lit averages and corresponding relighting references (left). These are for the dataset of females.  
4.14 Age progression results. For each input image (left) we automatically generate age progression photos in different ages.  
4.15 Age progression and comparison to cropped ground truth images. In each case a single photo of a child (top) is age progressed (left) and compared to photos of the same person (right) at the corresponding age (labeled at left). Note that lighting and facial expression are not designed to match.  
4.16 Additional age progressions and comparison to cropped ground truth images. We show the input image (top), our result for each age (left) and ground-truth (right). For each example the age label is on the left.  
4.17 Additional age progressions and comparison to cropped ground truth images. We show the input image (top), our result for each age (left) and ground-truth (right). For each example the age label is on the left.  
4.18 Comparison to related works. These are all the results of young children (under 9 years old) found in related works (p1-p8). In each case a single photo of a child is age progressed using our method and compared to age progression result of a related work on the same input (paper number is labeled at bottom right of each result, our result is not labeled).  
5.1 Given input audio of Obama speaking, we synthesize photorealistic, lip-synced Obama video.  
5.2 Our system first converts audio input to a time-varying sparse mouth shape. Based on this mouth shape, we generate photo-realistic mouth texture, that is composited into the mouth region of a target video. Before the final composite, the mouth texture sequence and the target video are matched and re-timed so that the head motion appears natural and fits the input speech.  
5.3 We augment an Obama model (a) reconstructed from [157] with a simple, near-planar background. This extension is used for frontalizing the chin and neck in addition to the face region.  
5.4 a) shows the visual quality with respect to the number of candidates (n). Even though averaging (through median) lower numbers produce sharper results, they are not temporally smooth when used in an animation. On the other hand, our final result shown in b) both minimizes blur and is temporally smooth.
5.5 The effects of proxy-based teeth enhancement. a) shows the weighted median texture computed in Section 5.3.2. b) is after applying proxy-based teeth enhancement in Section 5.3.2. c) is after an additional high-pass filter. d) shows the result of a high-pass filter on the median texture, without the teeth proxy.

5.6 a) shows a jawline discrepancy when the mouth texture of a different speech is blended onto a target video frame. b) shows our corrected result where two jawlines are connected.

5.7 To prepare the mouth texture so that the final jawline appears seamless in Figure 5.6, we first compute optical flow between a target video frame (a) and our mouth texture (b). This resulting flow (d) is masked by (e) to produce (f) which is used to warp our mouth texture and produce the final texture in (c).

5.8 The final composite is produced by pyramid blending of the following layers from back to front: a) the target frame, b) the neck region under the chin in the mouth texture, c) Obama’s shirt from the target frame, d) the mouth.

5.9 a) shows the losses at the end of the training of networks with varying time delay steps from 0 to 80 (800ms) trained with 300 unfold time steps. b) plots loss during training of our single-layer LSTM network with 20 time delay steps.

5.10 Mouth synthesis comparison to weighted-mean (a), weighted-median (b), weighted-mode (c), AAM-based techniques (d), and [158] (e). For all results shown here, we first frontalize all training images using the same frontalization technique as our result, and for (a,b,c,e), we use identical weights to ours computed from Equation 5.11. Notice how other techniques produce blurry results on our training dataset that contains mouth images from a real speech with natural head motion.

5.11 Comparison to Face2face [165] for four different utterances in the same speech using the same source video. Note that [165] requires the video of the input speech to drive the animation and focuses on the real-time puppetry application whereas ours aims to synthesize a visual speech given only a recorded audio of Obama. Notice how our method can synthesize more realistic mouths with natural creases around the mouth. The differences between the two approaches are best viewed in the supplementary video.

5.12 Results for the same input speech using four different target videos. Results along each column are generated from the same utterance.

5.13 Comparison of our mouth shapes to the ground-truth footage of the input audio (note good agreement—more results in supplemental video). a) is an interview from “60 minutes,” and b) is a weekly address on health care.
5.14 a) shows a double chin artifact. This happens when the chin of the target video is lower than our synthesized chin and occludes part of the shirt. b) shows a mouth texture bleeding onto the background.

6.1 The first row shows the effect of adding $-2\sigma, -1\sigma, 0, 1\sigma, 2\sigma$ of 6th principle component vector to the average face where $\sigma$ is the 6th singular value. The second row is generated similarly using the 9th principle component. The first row shows the aging effect while the second row shows an expression change.

6.2 Each pair shows the effect of adding the first through sixth principle components to the mean shape of George W. Bush.
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Chapter 1

INTRODUCTION

When we think of someone we know, the first thing that comes to mind tends to be the person’s face. The face is arguably the strongest cue we use to identify and differentiate a person from others. Yet, a single person may appear very different under different circumstances. For example, Tom Hanks in the movie “Forrest Gump” comes across as a simple man with a slow, absent-minded, yet heart-warming persona, whereas in “Catch Me If You Can,” he appears as a serious FBI detective with a smart, solemn, and determined persona. Can we capture and recreate these different aspects of a person? Moreover, can we capture anyone’s persona just by analyzing their casual, day-to-day photos and videos of themselves such as those posted on social networks? In the case of Tom Hanks, can we reconstruct his different personas by analyzing just video frames from his movies?

Let us start by defining “persona reconstruction.” The idea is to build a model that accurately represents the likeness of a person, i.e., their visual appearances such as face, hair, skin, and expressions, as well as their behaviors and mannerisms such as how they talk, react, and interact in different situations. In this thesis, I propose solutions for capturing specific aspects of persona by 1) building a 3D face model of a person that captures their shape and appearances, 2) modeling facial expressions and their associated motions from videos, and using them to drive a model for facial puppetry, 3) modeling facial changes due to aging and applying such a transformation to “age-progress” any photo, and 4) learning how to map a person’s voice to mouth video and face motion to create realistic speech videos.

Reconstructing a model that looks, talks, and acts like the person has only been done in highly calibrated settings such as production studios. For example, in the movie “Benjamin Button,” a model of Brad Pitt was captured using an array of hundreds of synchronized
flashing lights and cameras [3, 7]. Even in this setup, the model captured Brad Pitt only in one personality dimension, i.e., acting for a particular role. Capturing the multidimensionality of persona requires an integration of various components across many areas such as computer graphics, computer vision, natural language processing, and artificial intelligence. More importantly, one missing capability that holds the key to learning those many aspects is the ability to utilize large amount of unconstrained data. It is only recently that such techniques, including those proposed in this thesis, emerge and produce promising and practical results.

Figure 1.1: My thesis proposes techniques for capturing persona that operate on unconstrained data such as this photo collection of President Barack Obama as returned by Google Image Search.

Unlike in most traditional modeling techniques which require a sophisticated capturing process, all of my proposed tasks will be achieved by operating only on unconstrained data such as a general personal photo and video collection or a photo collection of a celebrity as returned by a search engine (Figure 1.1). For these modeling tasks, unconstrained data is particularly well suited and has many appeals over controlled or carefully constructed laboratory datasets: 1) Unconstrained data can be easily gathered in a large amount and its content is constantly growing thanks to the popularity of digital photography and the Internet as a sharing and storage medium. As a result, it provides a rich source for learning
a wide variety of aspects which are challenging to obtain traditionally in a lab such as how
we react in various situations or how we age through the years. 2) The ability to operate on
just unconstrained data allows the method to scale to anyone with minimal efforts, such as
those we do not physically have access to or historical figures.

Figure 1.2: Snavely et al.’s 3D reconstructions of landmarks from Internet photo collections
using a Structure-from-Motion technique. The goal of this work is to provide the experience
of being at those places.

The idea of leveraging vast unconstrained photo collections to better make sense of things
around us has been pioneered in Snavely et al.’s Photo Tourism [153] where thousands of
tourists’ photographs of a certain landmark are combined to create an intuitive 3D visual-
alization with the ultimate goal of providing the experience of being there (Figure 1.2).
Analogous to the goal of being at a place, this thesis is about building a model of a person,
out of all available imagery, that can act and talk just like them and gives us the feeling
and experience of knowing them as a person. Unlike modeling places, reconstructing even
basic aspects of persona such as facial shape is highly challenging due to its dynamics and
the large variability in expression.

Another inspiration is a project called “New Dimensions in Testimony” [167] where a
A WWII Holocaust survivor was recorded in a capture studio answering thousands of predetermined questions related to the event (Figure 1.3). Later on, a user can ask any questions to a computer visualization of him and listen to his answers. Even though the system joins together and replays pre-recorded videos related to the questions being asked, it provides one of a kind experience that allows the user to feel as if they are having a conversation with the survivor. Taking this further, a new set of uncalibrated techniques in this thesis would provide the groundwork for automatically creating such an experience of anyone from their existing footage. The survivor’s responses given as video playbacks could also be replaced with a more flexible form of visualization such as a realistic 3D avatar that can interactively talk and express itself freely while exhibiting the likeness and persona of him. Apart from building digital avatars which finds wide applications in the movie and entertainment industries, the ability to learn persona of many people at scale could lead to a better understanding of human qualities and could one day give human qualities to robots or virtual assistants to make them more personal and emotionally connected.
1.1 Contributions

This thesis addresses the problem of capturing and modeling persona of a person from unconstrained data. In particular, my contributions include 1) reconstruction of time-varying 3D geometry using uncalibrated photometric stereo and 3D optical flow, 2) synthesis of expression-dependent texture using dense alignment and frequency-based blending, 3) a technique to drive a reconstructed model for facial puppetry by transferring facial motion from an input video, 4) a technique that generates age-progressed results by learning the transformation from Internet photos, 5) visual speech synthesis that generates a lip sync video given an input audio using a recurrent neural network. Each contribution will be described next.

1.1.1 Reconstructing Time-Varying 3D Geometry

Reconstructing 3D geometry of a face from unconstrained data is highly challenging due to the non-rigid nature of human face. Many traditional 3D reconstruction techniques reconstruct a single 3D model of a scene or an object by analyzing multiple photos from different viewpoints [147]. However, general photo collections contain photos that are taken at different moments with varying facial expressions and thus cannot be represented with a single model. In fact, it requires a different model for each and every photo. Existing face reconstruction techniques that operate on a single photo rely on a linear combination of blend shapes [28] which limits the expressiveness and the ability to capture fine details. Other techniques such as non-rigid structure from motion [69] can only operate on video sequences with a sufficient motion.

Rather than solving for a model for every photo in isolation, my solution leverages a vast photo collection of a person to serve as prior and help reconstruct any expressions in any given photos or video frames. In particular, it first applies an unconstrained photometric stereo technique as pioneered by Basri et al. [18] and Kemelmacher et al. [95] which exploits the shading cues to reconstruct an initial average 3D model via a factorization. This average
will serve as a base shape that will be deformed to match other expressions of any given photos. To do this, an accurate alignment of the base shape to an input photo is first needed. In Chapter 2, I propose an accurate pose estimation technique based on optical flow and one key property of the base shape, i.e., it can be relit to match the illumination of a reference image. After aligning the pose, I propose a novel 3D optical flow technique used to transform each vertex of the base shape so that its relit rendering looks as close as possible to the input photo. Finally, facial details such as wrinkles are reconstructed using a shading refinement technique similar to Kemelmacher et al. [93].

The output is a high detailed time-varying 3D mesh that captures even minute shape variations (e.g., dimples, wrinkles, and pimples) over the video sequence or in a photo (Figure 1.4). I show results on a variety of video sequences that include various lighting conditions, head poses, and facial expressions in Chapter 2. This ability enables a reconstruction of a person’s face without requiring the person to participate in a training or capturing process, unlike prior work, and produces accurate reconstruction even under degenerate motions, e.g., when there is no head rotation, that foil nonrigid structure-from motion methods [69].
1.1.2 Synthesizing Expression-Dependent Textures

In addition to the reconstructed geometry described in Chapter 2, we need to recover the color or the “texture” of the reconstructed model which captures the appearance such as the skin and eye color. The goal of this part is to synthesize a sharp, dynamic texture that changes according to the expression of the reconstructed model. A standard approach to recover, say a smile texture, would be to compute an average of smiling photos that are warped and aligned to some canonical view based on a facial tracker (e.g., [188]). Alternatively, we can compute an average of all photos weighted by how “smiling” each photo is to obtain a smooth interpolation between expressions. However, these approaches yield a very blurry texture with inconsistent color due to the large variations in pose, expression, and illumination in the photo collection.

Chapter 3 addresses these issues and recovers facial textures that are 1) sharp and detailed, 2) expression-dependent, and 3) consistent in the overall color shown in Figure 1.5. The main ideas are first to perform a pixel-level alignment of face images using a sparse thin plate splines followed a novel dense warping technique based on relightable average and optical flow. Then, image averages are taken separately across different levels of image frequencies, i.e., those constructed from a Laplacian pyramid. These weights are spatially- and frequency-varying and are designed such that the color of the texture, a low-frequency component, appear consistent across all expressions while enhancing and preserving high-frequency details specific to the target expression.

Together with the time-varying geometric reconstruction, this process represents the first system capable of building a dynamic, textured model automatically from large photo collections. Such a model can be rendered in any expressions from any angles with realistic appearance changes such as creases and wrinkles (Figure 1.6).
Figure 1.5: Our texture synthesis produces consistent, sharp textures with expression-dependent details according to the expressions in the reference images. Note the consistency in color in columns 2, 4, 6.

1.1.3 Facial Puppetry

To use the reconstructed model as a controllable CG character, we also need the ability to drive or animate the model. While prior approaches can reconstruct and transfer expressions of an actor to a CG character with high fidelity [66, 41] they rely on a sophisticated capturing process with multiple cameras, controlled lighting [55], or facial markers [79] which are inapplicable in our setting where we do not have access to the actor for training purposes. Automatic methods for expression transfer such as those that rely on multilinear models created from 3D scans [29, 178], or a direct deformation transfer [154, 179, 99] either account for only large scale deformations or do not handle texture changes on the puppet. Unlike existing work that transfers wrinkles from another person [115], our goal is to transfer
Chapter 3 proposes a way to realistically drive the reconstructed model using only an input video of the actor or of other people for “facial puppetry.” My solution first finds correspondence between the driver input video and an illumination-matched “puppet” model by utilizing the relightable averages. The expression of the driver represented as a deformation field is then globally denoised and transferred to the puppet while taking into account the difference in facial features of the driver and puppet. Finally, by independently learning puppet’s appearance from their photo collection using the novel synthesis, the final texture of the puppet retains puppet-specific qualities such as their wrinkles and creases even though the model is being driven by another person.

This ability to construct and drive a puppet of anyone given only their photo collections opens up many applications such as creating personal CG characters for movies and video games [8] and driving the facial motion of an animated character in Virtual Reality applications, e.g. AltspaceVR [2]. I demonstrate an example of facial puppetry on eight different celebrities driven by George W. Bush’s interview video in Figure 1.7.
1.1.4 Age Progression

Modeling facial changes due to aging is challenging for a number of reasons. First, the aging process is non-deterministic, depending on environmental and genetic factors that may not be evident in the input photos. Second, there is little high-quality training data that spans over many years of individuals from which to build effective models. To solve this problem, in Chapter 4, we propose an illumination-aware age progression technique that learns the aging transformation from Internet photos and can be applied to any photos under any poses and lighting conditions to produce an age-progressed result. The key components include a new database consisting of thousands of face photos collected from the Internet clustered by ages, and a novel technique that utilizes relightable clusters’ averages to learn the transformations between clusters, i.e., how shape and appearance changes across age groups. By applying the transformations to a photograph of a child, we can automatically produce a series of age-progressed outputs (Figure 1.8).

One of the most difficult cases of age progression is for very young children where facial structure changes significantly. Using the proposed method, I show the first compelling
Figure 1.8: Given a single input photo of a child (far left) our method renders an image at any future age range between 1 and 80. Note the change in shape (e.g., nose gets longer, eyes narrow) and texture, while preserving the identity of the input person.

results for aging babies to adults, establishing a new state-of-the-art in this category as demonstrated by comprehensive evaluations against prior work and ground-truth photos. Such a tool could be invaluable for solving missing children cases.

1.1.5 Visual Speech Synthesis

So far, we have modelled the basic building blocks of persona such as the facial shape, appearances, and expressions of a person from their photos and videos. In the next step, we’re interested in modeling higher level components such as behaviors or how and when certain expressions and actions are performed. In particular, I first focus on the visual speech synthesis problem: given an audio track of a person speaking, synthesize a talking video with an accurate lip sync that captures the person’s style of speaking. The problem of generating realistic mouth video from audio is highly difficult due to the fact that humans are extremely attuned to subtle details in the mouth region. Learning to perform this task from general unlabelled, unconstrained videos adds yet another level of complexity and has never been attempted before in the literature. Prior work that synthesizes mouth from audio requires a speech database constructed manually from video recordings of a number of subjects speaking predetermined sentences [119, 60]. And many attempts at rendering talking head produce results that look uncanny with various types of artifacts on the mouth including flickering,
Figure 1.9: Given input Obama audio and a reference video, I synthesize photo-realistic, lip-synced video of Obama speaking those words.

ghosting, and blurry or non-rigid teeth [14, 60].

In Chapter 5, I propose a solution to synthesize a realistic high-quality video of a person speaking from input audio with accurate lip sync. The technique is demonstrated with a case study on President Barack Obama. The solution represents the first attempt to solve the audio speech to video speech problem by analyzing a large corpus of existing video data of a single person. In particular, it combines computer graphics techniques and an LSTM-based recurrent neural network trained on 14-hour of Obama footage to synthesize a high-quality mouth video of him speaking. The mouth video is then composited into a reference video that is retimed to match the flow and pauses of the given speech. The final output is a novel realistic video of Obama talking synced with the input audio (Figure 1.9).

The ability to generate high quality video just from audio has a wide range of practical applications. For example, video synthesis could significantly reduce the amount of bandwidth needed in video call transmission, enable lip-reading from over-the-phone audio
for hearing-impaired people, and replacing or complementing lip tracking used in motion capture.

The rest of the thesis is structured as follows. Chapter 2 describes the algorithm to reconstruct time-varying geometry from unconstrained photo collections. Chapter 3 describes the expression-dependent texture synthesis algorithm as well as the facial mapping technique used to drive the reconstructed model. Chapter 4 describes the age progression algorithm. Chapter 5 describes the visual speech synthesis system. Chapter 6 concludes and discusses several directions for future work.
Chapter 2

TIME-VARYING FACIAL RECONSTRUCTION

Figure 2.1: Given a YouTube video of a person’s face our method estimates high detail geometry (full 3D flow and pose) in each video frame completely automatically.

This chapter is based on “Total Moving Face Reconstruction” [157] published in the proceedings of the European Conference on Computer Vision 2014. The project webpage can be found at http://grail.cs.washington.edu/projects/totalmoving/ with video results https://www.youtube.com/watch?v=C1iLVAUiC7s.

Reconstructing the time-varying geometry of a person’s face from a video is extremely challenging. Indeed, the highly nonrigid nature of the human face, coupled with our ability to discern even minute facial details and geometry flaws, make it very difficult to achieve high quality results. Operating on free-form video captured “in the wild” adds another level of complexity; only a handful of such results have been reported in the literature.
Rather than reconstruct the input video in isolation, suppose that we had access to a large collection of other photos of the same person captured at different times, with varying pose, expression and lighting. Indeed, most people are captured in numerous photos and videos over their lifetimes; we propose to leverage the total corpus of available imagery of the same person to help reconstruct his/her face in an input video. We call this problem total moving face reconstruction.

Virtually all modern 3D face tracking and video reconstruction approaches leverage an assumption that the human face is well represented by a linear combination of blend shapes, e.g., Morphable models [28, 29, 178], AAMs [59, 52], and Nonrigid SfM [35, 33, 69, 53]. The advantage of the blend-shape model is that it makes the problem more constrained, as the number of parameters (blend shapes and/or coefficients) is less than the number of measurements (pixels in the video). The main disadvantage is the low-rank model limits expressiveness and the ability to capture fine details.

Instead, our approach is based on deriving a person-specific face model (from all available imagery), and fitting it to each image in the video using a novel 3D optical flow approach coupled with shading cues. The combination of flow and shading enables capturing even minute shape variations (e.g., dimples, wrinkles, pimples, etc.) over the sequence.

We leverage the corpus of images to compute a person-specific face model that captures both the average 3D shape and the illumination-dependent appearance subspace. One key property of this model is that it enables appearance matching of any new image, and solving for dense correspondence via a 3D optical flow approach, yielding more precise alignment and robust 3D tracking than are possible by matching sparse fiducials, e.g., [43]. Another key property is that our use of previously captured photos enables accurate reconstruction even under degenerate motions (e.g., no head rotation) that foil nonrigid structure-from-motion methods [35, 33, 69, 53]. Finally, we incorporate shading cues to obtain higher resolution details than are possible to capture with any other method.
2.1 Related Work

High quality time-varying 3D face geometry capture is extremely challenging due to highly non rigid nature of the human face–ultimately we would like to capture wrinkles, eye and muscle movement, dimples, detailed mouth expressions, eye lid details, and so forth. All these together form our perception of a person’s face and are highly important for further face analysis.

Early methods in 3D facial performance capture use marker-based motion capture systems, e.g., [79], that track a sparse set of markers on a person’s face. This requires the person to spend hours in a lab, and tracks only a sparse set of points. In contrast, modern high detail reconstruction methods use multi-view stereo approaches on input coming from multiple high resolution synchronized cameras which does not require markers but assumes calibration of the cameras and controlled lighting [20, 21, 30] or uncontrolled lighting [183]. Structured light [194] and light stages [40, 11, 13, 73] provide the ability to use multiple synchronized and calibrated lights for reconstruction.

Recently, RGBD cameras were proven to be extremely successful in face and expression tracking [29, 178, 108]. The idea is to fit raw depth camera output to a deformable facial expression model (blend shapes) created by an artist for facial expression retargeting, puppeteering, and high quality face tracking. Similarly, [43] showed that it is possible to achieve high quality tracking via 3D regression and fitting to a blend shape model extracted from large number of face shapes captured via kinect fusion method [44]. These methods achieve very impressive face tracking results, however 1) require the person to participate in the training stage or be present in front of a depth camera, and 2) assume that face shapes can be represented by a linear combination of blend shapes. Representing face shapes using linear combinations of laser scans of other people’s faces and artist created blend shapes goes back to the classical work by Blanz and Vetter [28] as well as more recent works by [51, 172]. These however only enable capture of large scale deformations and tend to miss the fine details (wrinkles, dimples, etc.) that distinguish individuals.
Non-rigid structure from motion methods enable reconstruction from a single video by creating a linear basis for the non rigid motion that appears in the particular video; correspondence between the frames is typically given [35, 33, 53] or estimated via optical flow [69]. The major drawback of these methods is that the basis is extracted from the video itself which not only limits the ability to capture fine details, but also requires head pose to change significantly throughout the video to enable basis reconstruction.

Most related to our work are single view methods, particularly [93, 82, 81, 92]. These methods can produce detailed reconstructions, but do not estimate how the scene deforms over time. Similar to scene flow methods [171], we reconstruct a dense 3D flow field; key differences include our illumination invariance model, and that we compute 3D to 2D correspondence rather than 3D to 3D. Furthermore, recent scene flow methods either assume availability of a stereo pair of photos taken in the same rigid configuration (e.g., same expression) [168, 169] or rigid motion throughout the video [17]. The most relevant to our work is [72], who also operate on monocular video and leverage motion and shading cues to reconstruct a moving face model. However, whereas we simply fit a rigid 3D model independently to each frame, their technical approach involves several additional steps including blend-shape coefficient fitting, keyframe selection, feature-point refinement, multi frame optical flow, and temporal shape filtering (we filter only pose, not shape or flow). We believe the success of our much simpler approach stems from our 3D flow model ([72] move mesh vertices only parallel to the image plane), and our use of all available imagery to build an illumination-invariant appearance model. Most importantly, their approach requires a prior, lab-captured model of each actor (requiring a stereo rig and manual work), and hence is not applicable to videos of celebrities or other content in personal photo and video collections.

In this chapter, we target high detail reconstruction from a single video captured in the wild, i.e., under uncontrolled imaging conditions. Instead of requiring the person to be scanned in the lab or participate in the reconstruction process (as many other methods require [72, ?, 29, 178, 108]), we leverage whatever existing imagery is available online or in personal photo collections. This enables applying our approach on YouTube videos of
celebrities (e.g., video of Prince Charles\textsuperscript{1} as in Figure 2.1), for which we produce arguably the best reconstructions to date.

Our approach is based on foundation work of Kemelmacher and Seitz \cite{Kemelmacher-Seitz:2009} who first apply uncalibrated photometric stereo techniques \cite{Bleyer2017, Bleyer2016} to the face reconstruction problem. They attempt to reconstruct a single canonical shape of a person’s face based on a random personal photo collection. Their method works by first estimating facial poses and warping each face photo to frontal based on a 3D face template. Then a factorization method based on singular value decomposition and Tikhonov regularization is performed on an image matrix where each row represents a vectorized version of an image in the collection. This factorization produces a set of normal vectors which is later integrated to form a 3D surface.

2.2 Overview

Given a video of a person, we seek to reconstruct a moving 3D model of his/her face that captures apparent motion and fine-scale shape details as well as possible. Specifically, we compute a 3D reconstruction that optimally fits both the image motion and shading in each frame. Because the problem is not fully constrained (we have only one view of the deforming face at each time instant), we leverage all available imagery of the person’s face (e.g., photos on the Internet or in personal collections) to compute a reference model of that person (Section 2.3), capturing both their average shape and appearance under a subspace of illuminations. The reference model is used to constrain the gross shape of the sought reconstruction.

To compute the 3D facial deformation in each frame, we formulate a novel 3D optical flow problem (Section 2.4.1) that computes dense correspondence between the 3D model and each video frame, and optimally deform the reference mesh to fit. Similarly, to capture wrinkles and other high frequency structures, we introduce a novel approach to deform the reference mesh so that, when rendered, the mesh shading fits the image shading as accurately

\textsuperscript{1} http://www.youtube.com/watch?v=s89KEI2AfBU
Figure 2.2: Overview of our method. Given a video sequence we estimate 3D pose (average shape is rotated to the input pose for each of the 3 examples), followed by estimate of dense 3D flow of the average model to fit the input expression, and final refinement using shading cues (note the appearance of teeth, details in eyes, and so forth.)

as possible.

We note that our method does not guarantee an accurate fit to ground-truth geometry, as the shape of the face may change in each frame and single-image cues are not sufficient for this purpose. Rather, we seek to produce a reasonably convincing model (leveraging all available imagery) which optimally fits the image information in each frame.
2.3 Reconstructing Average Shape and Appearance

While a person’s face shape may be slightly different at each time instant, their rough shape (e.g., distance between eyes, nose length, overall geometry), tends to be consistent over time. Hence, we leverage all available imagery (photos and/or video frames) to reconstruct a shape and appearance model of the person that captures their average shape and appearance under a subspace of illuminations.

In principle, this shape could be acquired in a number of different ways, e.g., a laser scan, kinect fusion model, stereo reconstruction, photometric stereo, etc. Given registered or rendered imagery of the same person under many different illuminations, we can construct an illumination subspace by projecting onto the first four singular vectors [18].

In practice, such 3D data with registered imagery is seldom available. Hence, we leverage Kemelmacher et al’s Face Reconstruction in the Wild approach [95] to obtain an average shape and appearance model (rank-4 linear basis of the aligned image set). In practice, we find that aligning the images using Collection Flow [96] prior to reconstruction yields slightly sharper reconstructions. We will assume that as a result of this process we have obtained an average shape of the person $v_{avg}$, texture basis $I_{avg}$, and initial 3D pose estimate $P_0$.

2.4 Total Moving Reconstruction

We now describe our approach for reconstructing a moving 3D face shape by deforming an average model to fit the motion and shading cues in each video frame. The face in any given frame may have unknown and possibly changing lighting conditions, arbitrary facial expressions, and varying head orientation (even profile or other highly non-frontal poses are supported—see supplementary video).

Key to our approach is a metric based on photo consistency, i.e., comparing mesh renderings with input video frames. This capability depends critically on being able to match the illumination and shading in each input frame to that of the rendered mesh, a property achieved by our appearance subspace representation (Section 2.3). We recover shape in two
steps: first, we deform the average shape to fit the image motion, and second, we deform
the resulting shape to fit the shading cues in each frame. We now formulate each problem
in turn.

2.4.1 3D Flow Objective

Given an average shape, we seek a 3D flow field mapping it to the reconstructed shape in
a given input image (video frame). Denote by \( \mathbf{v} := (x, y, z)^T \) a vertex on the average mesh
we wish to deform, and \( \mathbf{f}(\mathbf{v}) \in \mathbb{R}^3 \) is the desired per vertex 3D flow (3D displacement to
the reconstruction). As the average shape is provided as a depth map \( \mathbf{d}(u, v) \), vertices are
connected to form triangle meshes over 4 neighbor pixels in a regular 4-connected grid of
the depth map and flow \( \mathbf{f}(\mathbf{v}) \) can also be parametrized on 2D image plane as
\( \mathbf{f}(u, v) = \mathbf{f}(u, v, \mathbf{d}(u, v)) \). \( I(u, v) \) gives the input image intensity at pixel \((u, v)\), and denote \( C(\mathbf{v}) \) to
be the intensity of vertex \( \mathbf{v} \) in the rendering of the average shape from the viewpoint of the
input image. Define the camera function as \( \mathbb{P} : \mathbb{R}^3 \rightarrow \mathbb{R}^2 \) which takes a vertex as input
and applies a rigid transformation and weak-perspective projection to produce 2D point on
the image plane. We therefore cast 3D flow as an optimization problem with the following
objective:

\[
E_{\text{flow3d}}(\mathbf{f}) = \sum_{\mathbf{v}} |I(\mathbb{P}(\mathbf{v} + \mathbf{f}(\mathbf{v}))) - C(\mathbf{v})|^2 + \alpha \left( |\nabla \tilde{f}_x|^2 + |\nabla \tilde{f}_y|^2 + |\nabla \tilde{f}_z|^2 \right)
\]  

(2.1)

where \( |\nabla \tilde{f}_x|^2 = \left( \frac{\partial \tilde{f}_x}{\partial u} \right)^2 + \left( \frac{\partial \tilde{f}_x}{\partial v} \right)^2 \) is the gradient magnitude of the \( x \) component of flow
parametrized on 2D image plane and \( |\nabla \tilde{f}_y|^2, |\nabla \tilde{f}_z|^2 \) along \( y \) and \( z \) and are defined similarly.
\( \alpha > 0 \) is the smoothness weight that serves as a regularization parameter. We will describe
how to optimize this function shortly.
2.4.2 Shape-from-Shading Objective

Applying the estimated 3D flow field \( \tilde{f} \) yields a new mesh \( \mathbf{v}' = \mathbf{v} + \tilde{f} \) that deforms the average shape to match the input image. While the resulting reconstruction captures dense nonrigid correspondence, it does not model the impact of the deformation on surface normals and their resulting shading effects. Hence, we introduce a second step to optimize the reconstruction to best fit the shading of the input image, by iteratively deforming the mesh vertices and re-rendering.

Specifically, we optimize for new z-coordinate \( z(\mathbf{v}') \) of each vertex \( \mathbf{v}' \) by minimizing the sum of photometric and position error terms:

\[
E_{\text{shading}}(z) = \sum_{\mathbf{v}'} |I(\mathbb{P}(\mathbf{v}')) - \tilde{l}^\top \tilde{h}_{\mathbf{v}'}(z(\mathbf{v}'))|^2 + \beta |z(\mathbf{v}') - \mathbf{v}'_z|^2
\] (2.2)

\( \mathbf{v}_z' \) is the original z-coordinate of \( \mathbf{v}' \) after 3D flow, \( \tilde{h}_{\mathbf{v}'} \) is a 4D spherical harmonics approximation to surface reflectance at new vertex mesh \( (\mathbf{v}'_x, \mathbf{v}'_y, z(\mathbf{v}')) \) and \( \tilde{l} \) is a 4D vector of spherical harmonics coefficients. \( \beta \) is a regularization weight for the second position error term that constrains final \( z \) to be close to the original shape. We describe in detail each of the optimization steps in the following subsections.

2.4.3 Optimization

We now describe our optimization approach for computing 3D flow and shading-based mesh refinement. Our approach requires an initial estimate of 3D head pose and lighting (described in Section 2.4.6).

2.4.4 3D Flow estimation

Minimizing Eq. 2.1 is a non-linear optimization task even if we assume weak-perspective projection with L2 norm because \( I(\mathbb{P}(\mathbf{v} + \tilde{f}(\mathbf{v}))) \) is generally non-linear in the image coordinate. To optimize this objective, we use Levenberg-Marquardt (LM) implemented in
Figure 2.3: 3D flow convergence example. The optimization starts from an average model of Bush with closed mouth, the mouth opens with 3D flow estimation iterations and gets refined at the shading step. This computation is done independently for each single frame in the video (temporal constraint is applied only at the rigid pose estimation step).

the Ceres Solver \cite{10}. This requires a calculation of the Jacobian matrix in which the variables are $x, y,$ and $z$ for each flow value. To compute the derivatives of $I \left( \mathbb{P}(\mathbf{v} + \tilde{\mathbf{f}}(\mathbf{v})) \right)$ with respect to each flow component $x, y$ and $z$, let us denote $\mathbb{P}(\mathbf{v} + \tilde{\mathbf{f}}(\mathbf{v})) = (u, v)^\top$ and $\tilde{\mathbf{f}}(\mathbf{v}) = (x, y, z)^\top$. By applying the chain rule with respect to $x$ we get:

$$\frac{\partial}{\partial x} I \left( \mathbb{P}(\mathbf{v} + \tilde{\mathbf{f}}(\mathbf{v})) \right) = I_u \frac{\partial u}{\partial x} + I_v \frac{\partial v}{\partial x} \quad (2.3)$$

where $I_u$ and $I_v$ denote image derivatives along the horizontal and vertical axis and are computed using the 5-point derivative filter $\frac{1}{12} [-1 \ 8 \ 0 \ -8 \ 1]$. Let us further define the camera function as

$$\mathbb{P}(\mathbf{q}) = \pi (\mathbf{R}_{3 \times 3} \mathbf{q} + \mathbf{T}_{3 \times 1}) \quad (2.4)$$

$$\pi(\hat{\mathbf{r}}) = (f \cdot \hat{r}_x / \bar{z}, f \cdot \hat{r}_y / \bar{z})^\top \quad (2.5)$$

where $\mathbf{R}_{3 \times 3}$ is a rotation matrix and $\mathbf{T}_{3 \times 1}$ is a translation vector. $\pi$ is a weak-perspective projection with $\bar{z}$ being the constant average of vertex $z$-coordinate; $\frac{\partial u}{\partial x}$ and $\frac{\partial u}{\partial y}$ are evaluated
using automatic differentiation. This provides a derivative with respect to \( x \), derivatives with respect to \( y \) and \( z \) are computed similarly.

To differentiate the smoothness term, we approximate the partial derivatives of \( \nabla \vec{f}_x, \nabla \vec{f}_y, \nabla \vec{f}_z \) by forward differences (i.e., re-parametrize flow on 2D image plane \( \frac{\partial \vec{f}_x}{\partial u} = \vec{f}_x(u + 1, v) - \vec{f}_x(u, v), \frac{\partial \vec{f}_x}{\partial v} = \vec{f}_x(u, v + 1) - \vec{f}_x(u, v) \)), and then take the derivatives. Similar computation is done for \( y \) and \( z \) components.

We implement this in a coarse-to-fine multi-resolution scheme [36] to deal with large flow displacements, i.e., we construct a Gaussian pyramid of the input image with down sampling rate of 0.75, and use the output flow in a coarser level as an initialization for the next finer level.

2.4.5 Shading-based refinement

We deform the average mesh to fit the input face according to the estimated 3D flow and use this new mesh as initialization to shading based mesh refinement. The idea is to capture high frequency details, e.g., wrinkles, folds, etc. We assume Lambertian reflectance and use the 1st order spherical harmonics (SH) approximation to Lambertian reflectance [19] to model the relationship between surface normals and image intensities. From Eq. 2.2, we define the SH approximation to surface reflectance at each new vertex \( \mathbf{w} = (\mathbf{v}_x', \mathbf{v}_y', z) \) as

\[
\vec{h}_{v'} = \left(1, \frac{\mathbf{w}_u - \mathbf{w}}{\|\mathbf{w}_u - \mathbf{w}\|} \times \frac{\mathbf{w}_v - \mathbf{w}}{\|\mathbf{w}_v - \mathbf{w}\|}\right)^T
\]  
(2.6)

where \( \mathbf{w}_u \) and \( \mathbf{w}_v \) are vertices adjacent to \( \mathbf{w} \) in the mesh structure along the positive horizontal and vertical directions. We estimate the SH coefficients \( \vec{\tilde{l}} \) by finding the best coefficients that fit the deformed mesh after 3D flow to the input via:

\[
\min_{\vec{\tilde{l}}} \sum_{\mathbf{v}'} |I(\mathbf{P}(\mathbf{v}')) - \vec{\tilde{l}}^\top \vec{h}_{v'}(\mathbf{v}_z')|^2.
\]  
(2.7)
To finally optimize Eq. 2.2 we pre-compute $I(P(v'))$ and further linearize by precomputing the normalizing factor $\| (w_u - w) \times (w_v - w) \|$ as suggested in [93] using the deformed mesh. The resulting formulation becomes linear in $z$ and solved efficiently using linear least squares optimization.

### 2.4.6 Pose and Lighting

Faces in input frames/photos may appear in an arbitrary 3D pose, and often in highly non-frontal poses, e.g., 90 degrees out of plane rotation. To estimate 3D flow we first need to compute the 3D rigid transformation $P = [R | T]$ that takes the average mesh $\bar{v}$ and transforms it to the position of the face in the image. While we obtain an initial estimate from the warping process in Section 2.3 it is performed using a 3D reference model of a different individual (see [95] for more details), thus pose estimation error increases with larger angles of rotation, e.g., due to difference in nose shape across people. We propose the following process (Alg. 1) to recover accurate face pose in a single photo, and we further show how to leverage temporal information in videos to achieve accurate pose estimates. We
Data: $P_0 = P_{\text{ref}}$ initialize pose from Sec. 2.3
$I$: input image;
$A_L^P$: rendering of an average shape $v_{\text{avg}}$ with texture in pose $P$ and lighting $L$;
i = 0;
Result: 3D pose $P$
while until convergence do
  estimate lighting $L_i$ of input $I$ using process described in Sec. 2.3
  render $v_{\text{avg}}$ in pose $P_i$ and input lighting $L_i$;
  run 2D optical flow between $A_L^{P_i}$ and $I$;
  generate 3D-to-2D correspondences from $v_{\text{avg}}$ to $I$ through 2D flow;
  solve PnP using RANSAC on subset of correspondences;
  solve PnP on all inliers to compute new estimate of pose $P_{i+1}$;
end

Algorithm 1: Out of plane pose estimation in a single photo.

solve the Perspective-n-Point problem (PnP) using OpenCV’s implementation of Levenberg-Marquardt [31]. Following the optimization in Alg. 1 we get high quality pose estimates for challenging poses. To achieve temporal coherence across the video, we refine the individual pose estimates using nearby frames. Specifically, we use each frame’s 12 neighbors and their corresponding poses for refinement, as follows. We compute bi-directional 2D optical flow between every consecutive pair of frames, then we concatenate them to produce flows between frame $j$ and all its neighbors. Once these flows are available, we project 3D points of $v_{\text{avg}}$ onto the image plane using pose estimate of frame $j + 1$ then follow 2D flow from frame $j + 1$ to $j$ to produce dense 3D-to-2D correspondences between $v_{\text{avg}}$ and the image pixels of frame $j$. Then we solve RANSAC PnP problem as in Alg. 1 to get another pose estimate for frame $j$. Performing this for all its neighbors will produce 12 additional estimates for frame $j$ which are averaged together using quaternion average for rotations and linear average for translations. While we did not rigorously evaluate our method in comparison to state of the art [188, 197, 143], we have found that our pose estimation is comparable to these methods and gives temporally smooth, drift-free pose estimates, as can be observed from the accompanying videos. This process is completely automatic and the same for all video sequences.
2.5 **Experiments**

We evaluate the performance of our approach on a variety of videos downloaded from the Internet. Figure 2.8 shows example frames from four different videos (Tom Hanks, George Bush, Arnold Schwarzenegger, and Thaksin Shinawatra) downloaded from YouTube.com and the corresponding per-frame 3D shape reconstructions obtained using our algorithm. On the left of Figure 2.8 we also present the average shapes (that are used to initialize the 3D flow estimation) for each person; these were obtained using [95]. The level of detail in the reconstructions is remarkable; the algorithm succeeds in capturing very fine details such as wrinkles and subtle expressions. Note the change in facial expression (compared to the average shape) in each frame, e.g., mouth opening, eyes close and open, wrinkles appear and disappear, detail in eye region, and so forth. The approach is robust to very large changes in pose, providing high quality results even for profile views (e.g., supplementary video of Tom Hanks). The stability of our results without any temporal smoothing other than pose filtering is evidence for the strength of the photo-based illumination subspace approach. Specifically, the illumination matching process makes the flow more accurate and thus stable. We strongly encourage the readers to watch the accompanying videos where we show per frame reconstructions for full length videos. Specifically, the lengths are: Tom Hanks: 20s (591 frames), George Bush 20s (610 frames), Arnold Schwarzenegger 24s (719 frames), and Thaksin Shinawatra 20s (600 frames). Note that unlike non-rigid SfM methods [69], our reconstruction quality is independent of input video length (we can produce good results from even a single frame). And since we estimate pose independently in each frame (and then average) by matching to an illumination-matched reference, the approach is not susceptible to drift problems that plague many tracking methods. We show long and short sequences to illustrate the quality of the reconstruction under a large variety of imaging conditions, non

---

2 URLs of input videos:
- Hanks: https://www.youtube.com/watch?v=emLpj38huDA
- Bush: https://www.youtube.com/watch?v=BJbUXw87j0A
- Schwarzenegger: https://www.youtube.com/watch?v=wH8VtPQ-okI
- Shinawatra: https://www.youtube.com/watch?v=dZdhrlWcYEM
rigid motion, pose and lighting.

In addition to handling videos, we can also estimate 3D shapes from single still images, and we show a number of results in Figure 2.5. We chose to show photos of faces that appear in highly non-frontal poses, these are typically the hardest cases for any state of the art single view method. The algorithm’s ability to handle such extreme poses stems from our use of a person-specific template and appearance model that can be relit to match the input photo. In contrast, most other face tracking methods use generic face models which produce less reliable pose estimates, particularly for non-frontal poses.

**Implementation details.** We use the Ceres solver [10] for optimization in the 3D flow estimation stage with \( \alpha = 0.03 \). For pose refinement we used the 2D optical flow code of [113] with the following parameters: \( \alpha=0.02 \), ratio=0.75, nOuterFPIterations=4, nSORIterations=40. The regularization weight in shading-based refinement step is \( \beta = 2 \) for all videos. The running times are 35s for pose estimation (incl. 15s for temporal refinement), 70s for 3D flow, and 0.1s for shading, for a 350 × 350 frame size (face size 220 × 260 pixels).

**Comparisons.** We provide qualitative comparisons to calibrated results captured in the lab using range sensing and multi view stereo. We run our algorithm on data from [21]
Figure 2.6: Limitations of our reconstruction due to (a) specular highlight (b) cast shadows. We show a few frames from a video where the method introduces artifacts on the forehead in case of specularities or near the nose in case of cast shadows. This is due to violations of the Lambertian assumption. The full video and per frame reconstruction is shown in the accompanying video at 30fps.

and compare their capture with our reconstruction in Figure 2.9, note the resemblance to the model captured by [21] (acquired by stereo setup) and our single view reconstruction. The base shape was acquired using the method described in Sec. 2.3 on 100 renders under different random lightings of frame 390 (neutral expression). The input photos are renderings of frames 80 and 340 in the dataset provided by [21]. We have also compared with Kinect Fusion [125] and present the results in Figure 2.10. The input to our reconstruction is a single frame; to obtain the Kinect Fusion result the person had to stay still while the depth camera captures him from a number of different viewpoints. To preserve consistency we ran our method on the direct RGB stream of kinect camera (lower in resolution than typical videos). We also compare to single view reconstruction methods, see results in the supp. material. The comparisons are qualitative since our method currently does not guarantee an accurate fit to ground-truth geometry due to gauge and bas-relief ambiguities. Any monocular uncalibrated approach will have this limitation, unless they assume a 3D model of the person a priori, e.g., [21, 29, 43, 72, 178] or sufficient 3D head rotation [69]. Rather, we seek to produce a reasonably accurate model (leveraging all available imagery) which
optimally fits the image information in each frame. It is our future work to conduct a quantitative evaluation once time-varying 3D datasets exist with the level of detail we are attempting to capture and extend our work to handle shadows and specularities, and account for non-uniform albedo as introduced by earlier work [184].

We compare to single view method in Figure 2.7. Our method (outlined in red) obtains higher quality coarse as well as detailed reconstruction due to estimation of 3D flow coupled with extreme non frontal pose and shading. State of the art single view methods do not account for 3D flow. Additionally, while we estimate an initial template (average shape) of the individual we would like to reconstruct, state of the art single view methods use models of other individuals as the template; this also decreases the quality of the results.

All the examples are viewed best as videos, so we strongly encourage you to watch the supplementary video!

2.6 Discussion

While we found our method to be extremely robust to a variety of lighting conditions, individuals and poses, there are a number of limitations that we would like to discuss. The first are due to the use of spherical harmonics approximation to reflectance modeling, and the Lambertian assumption. In Figure 2.6 we present a number of frames where (a) the person rotates the head and specularities appear on the forehead, and (b) cast shadows appear around the nose area. These are not covered by our reflectance model and therefore the algorithm will produce slightly erroneous results in the specular and shadow vertices.

Our initial base shape model still suffers from the bas-relief ambiguity inherent to unconstrained photometric stereo techniques. It’s an interesting future direction to combine photometric stereo with multiview stereo to resolve this ambiguity or estimate the bas-relief parameters from additional side profile photos.
Figure 2.7: A comparison to single view method by Kemelmacher et al. [30].
Figure 2.8: Results of our reconstruction on four video sequences. Average shape per individual are presented on the left. The video reconstruction results illustrate variety in facial expressions, head pose, appearance of wrinkles, eye detail, and even partial teeth. Take a look at the full videos in the supplementary material for the full experience!
Figure 2.9: Comparison to ground truth meshes [21]. Given the input photo (left) we show our reconstruction and the original shape captured by [21] for this particular expression.

Figure 2.10: Comparison to KinectFusion [125]. Two input photos, our reconstructions and results obtained using Kinect Fusion. The input photos are of lower quality than typical video sequences (taken from RGB kinect stream).
Figure 3.1: Model of Tom Hanks (bottom), derived from Internet Photos, is controlled by his own photos or videos of other celebrities (top). The Tom Hanks model captures his appearance and behavior, while mimicking the pose and expression of the controllers.

This chapter is based on “What Makes Tom Hanks Look Like Tom Hanks” [158] published in the proceedings of the International Conference on Computer Vision 2015. The project webpage can be found at http://grail.cs.washington.edu/projects/3DPersona/ with video results https://www.youtube.com/watch?v=ladqJQLR2bA.

In addition to the reconstructed geometry described in the previous chapter, we need to recover the color or the “texture” of the reconstructed model which captures the appearance such as the skin and eye color. We address this with a new technique to recover facial textures that are 1) sharp and detailed, 2) expression-dependent, and 3) consistent in the overall color. And with this complete, textured model, we propose a facial puppetry technique to drive the model of an actor using a source video of another actor. Specifically, we define the following problem:
**Input:** 1) a photo collection of actor B, and 2) a photo collection and a single video V of actor A

**Output:** a video V' of actor B performing the same role as actor A in V, but with B’s personality and character.

Figure 3.1 presents example results with Tom Hanks as actor B, and two other celebrities (Daniel Craig and George Bush) as actor A.

The problem of using one face to drive another is a form of *puppetry*, which has been explored in the graphics literature e.g., [154, 179, 99]. The term *avatar* is also used sometimes to denote this concept of a puppet. Making facial puppetry work well is challenging, as we need to determine what aspects are preserved from actor A’s performance and actor B’s personality. For example, if actor A smiles, should actor B smile in the exact same manner? Or use actor B’s own particular brand of smile? After a great deal of experimentation, we obtained surprisingly convincing results using the following simple recipe: use actor B’s shape, B’s texture, and A’s motion (adjusted for the geometry of B’s face). Both the shape and texture model are derived from large photo collections of B, and A’s motion is estimated using a 3D optical flow technique.

### 3.1 Related Work

Creating a realistic controllable model of a person’s face is challenging due to the high degree of variability in the human face shape and appearance. Moreover, the shape and texture are highly coupled: when a person smiles, the 3D mouth and eye shape changes, and wrinkles and creases appear and disappear which changes the texture of the face.

Most research on avatars focuses on non-human faces [99,178]. The canonical example is that a person drives an animated character, e.g., a dog, with his/her face. The driver’s face can be captured by a webcam or structured light device such as Kinect, the facial expressions are then transferred to a blend shape model that connects the driver and the puppet and then coefficients of the blend shape model are applied to the puppet to create a similar
Figure 3.2: Our system aims to create a realistic puppet of any person which can be controlled by a photo or a video sequence. The driver and puppet only require a 2D photo collection. To produce the final textured model, we deform the average 3D shape of the puppet reconstructed from its own photo collection to the target expression by transferring the deformation from the driver. The texture of the final model is created separately for each frame via our texture synthesize process which produces detailed, consistent, and expression-dependent textures.
facial expression. Recent techniques can operate in real-time, with a number of commercial systems now available, e.g., faceshift.com (based on \cite{178}), and Adobe Project Animal \cite{1}.

The blend shape model typically captures large scale expression deformations. Capturing fine details remains an open challenge. Some authors have explored alternatives to blend shape models for non-human characters by learning shape transfer functions \cite{193}, and dividing the shape transfer to several layers of detail \cite{189, 99}.

Creating a model of a real person, however, requires extreme detail. One way of capturing fine details is by having the person participate in lab sessions and use multiple synchronized and calibrated lights and camera rigs \cite{11}. For example, light stages were used for creation of the Benjamin Button movie—to create an avatar of Brad Pitt in an older age \cite{55}. Brad Pitt participated in many sessions where his face was captured making expressions according to the Facial Action Coding System \cite{57}. The expressions were later used to create a personalized blend shape model and transferred to an artist created sculpture of an older version of him. This approach produces amazing results, however, requires actor’s active participation and takes months to execute.

Automatic methods, for expression transfer, explored multilinear models created from 3D scans \cite{172} or structured light data \cite{44}, and transfered differences in expressions of the driver’s mesh to the puppet’s mesh through direct deformation transfer, e.g., \cite{154, 179, 99}, coefficients that represent different face shapes \cite{178, 172}, decomposable generative models \cite{106, 177}, or driven by speech \cite{46}. These approaches either account only for large scale deformations or do not handle texture changes on the puppet.

This chapter is about creating expression transfer in 3D with high detail models and accounting for expression related texture changes. Change in texture was previously considered by \cite{115} via image based wrinkles transfer using ratio images, where editing of facial expression used only a single photo \cite{190}, face swapping \cite{27, 54}, reenactment \cite{70}, and age progression \cite{98}. These approaches changed a person’s appearance by transferring changes in texture from another person, and typically focus on a small range of expressions. Prior work on expression-dependent texture synthesis has been proposed in \cite{116} focusing on skin
deformation due to expressions. Note that our framework is different since it is designed to work on uncalibrated (in the wild) datasets and can synthesize textures with generic modes of variations. Finally, [94] showed that it is possible to create a puppetry effect by simply comparing two youtube videos (of the driver and puppet) and finding similarly looking (based on metrics of [97]) pairs of photos. However, the results simply recalled the best matching frame at each time instance, and did not synthesize continuous motion. In this chapter, we show that it is possible to leverage a completely unconstrained photo collection of the person (e.g., Internet photos) in a simple but highly effective way to create texture changes, applied in 3D.

3.2 Overview

Given a photo collection of the driver and the puppet, our system (Fig. 5.2) first reconstructs rigid 3D models of the driver and the puppet. Next, given a video of the driver, it estimates 3D flow from each video frame to the driver’s model. This flow is then transferred onto the model of the puppet creating a sequence of shapes that move like the driver (Sec. 3.3). In the next stage, high detail consistent texture is generated for each frame that accounts for changes in facial expressions (Sec. 3.4).

3.3 3D Dynamic Mesh Creation

By searching for “Tom Hanks” on Google’s image search we get a large collection of photos that are captured under various poses, expressions, and lightings. In this section, we describe how we estimate a 3D model of the driver and the puppet, and deform it according to a video or a sequence of photos of the driver. Figure 3.3 illustrates the shape creation process.

3D Average Model Estimation. We begin by detection of face and fiducial points (corners of eyes, mouth, nose) in each photo using [188]. We next align all the faces to a canonical coordinate frame and reconstruct an average rigid 3D shape of person’s face. For 3D average shape reconstruction we follow Kemelmacher-Shlizerman and Seitz [95] with the modific-
tion of non-rigidly aligning photos prior to 3D reconstruction. We describe the non-rigid alignment step in Section 3.4. The same reconstruction pipeline is applied on the driver and the puppet photo collections, resulting in two average 3D rigid models.

**Dynamic 3D Model.** Next, we create a dynamic model of the puppet that is deformed according to the driver’s non-rigid motions. For the driver, we are given a video or sequence of photos. The first step is to reconstruct the 3D flow that deforms the driver’s 3D average model to the expression of the driver in every single frame of the input video, using the method of [157]. The geometric transformation is given as a 3D translation field \( T : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) applied on a driver’s average shape.

Given a reconstructed mesh at frame \( i \) of a driver \( M_D^i(u, v) : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \) parametrized on an image plane \((u, v)\) from a depth map, and the average mesh over the entire frame sequence \( M_D \), the goal is to transfer the translation field \( M_D^i - M_D \) to the puppet’s base mesh \( M_P \) to produce \( M_P^i \). To transfer the deformation, we first establish correspondence between \( M_D \) and \( M_P \) through a 2D optical flow algorithm between the puppet’s and driver’s 2D averages from their photo collections.

The “collection flow” work [96] has shown that we can obtain correspondence between two very different people by projecting one average onto the appearance subspace of the other by this matching illumination, and then run an optical flow algorithm between the resulting projections. With this flow, we can apply the deformation of the driver on the same facial features of the puppet. However, the direct deformation from the driver may not be suitable for the puppet, for example, if their eye sizes are different, the deformation needed to blink will be different. We solve this by scaling the magnitude of the deformation to fit each puppet as follows (Figure 3.3): Let the deformation vector from the driver at vertex \( M_D(u, v) \), be \( \Delta(u, v) \). We first find the nearest vertex to \( M_D(u, v) + \Delta(u, v) \) in euclidean distance on the driver mesh, denoted by \( M_D(s, t) \). Through the flow between \( M_D \) and \( M_P \) we computed earlier, we can establish a corresponding pair \((M_P(u', v'), M_P(s', t'))\) on the puppet mesh. The magnitude-adjusted deformation at \( M_P(u', v') \) is then computed.
Figure 3.3: Magnitude adjustment in deformation transfer. Let’s take an example of a blinking eye, and denote by $M_D(u, v)$ a vertex on a driver’s upper eye lid. The vertex is moving down by $\Delta(u, v)$ toward $M_D(s, t)$ in order to blink. Let’s denote the corresponding vertex on the puppet mesh $M_P(u', v')$. Our goal is to apply $\Delta(u, v)$ to $M_P(u', v')$, it could happen, however, that the puppet’s eyes are bigger, thus we adjust the deformation and instead use $\hat{\Delta}(u, v)(\hat{\Delta}(u, v) \cdot \Delta')$.

by $\hat{\Delta}(u, v)(\hat{\Delta}(u, v) \cdot \Delta')$ where $\hat{\Delta} = \frac{\Delta}{\|\Delta\|}$ and $\Delta' = M_P(s', t') - M_P(u', v')$. In addition, since the flow between the driver and puppet can be noisy around ambiguous, untextured regions, we perform the standard denoising on the term $f(u, v) = (\hat{\Delta}(u, v) \cdot \Delta')$ to obtain a regularized field $f^*(u, v)$. The particular denoising algorithm we use is ROF denoising with the Huber norm and TV regularization. The final puppet’s mesh is constructed as $M_P^*(u, v) = M_P(u, v) + \hat{\Delta}(u, v)f^*(u, v)$.

### 3.4 High detail Dynamic Texture Map Creation

In the previous section, we have described how to create a dynamic mesh of the puppet. This section will focus on creation of a dynamic texture. The ultimate set of texture maps should be consistent over time (no flickering, or color change), have the facial details of the puppet, and change according to the driver’s expression, i.e., when the driver is laughing, creases around the mouth and eye wrinkles may appear on the face. For the latter it is particularly...
important to account for the puppet’s identity—some people may have wrinkles while others won’t. Thus, a naive solution of copying the expression detail from the driver’s face will generally not look realistic. Instead, we leverage a large unconstrained photo collection of the puppet’s face. The key intuition is that to create a texture map of a smile, we can find many more smiles of the person in the collection. While these smiles are captured under different pose, lighting, white balance, etc. they have a common high detail that can be transferred to a new texture map.

Our method works as follows. Given the target expression which is either the configuration of fiducials on the driver’s face (that represents e.g., a rough shape of a smile) or by a reference photo if the driver is the same person as the puppet, we first warp all the photos in the puppet’s collection to the given expression. We then create a multi-scale weighted average that preserves a uniform illumination represented by the lower frequency bands and enhances details in the higher frequency bands. Next we explain each of these in more detail.
Figure 3.5: a) A comparison between our method (column v) and 3 baseline methods (columns ii-iv) to produce a texture that matches the target expressions given in the column i. Baseline results in column (ii) are produced by warping a single average texture to the target which lack details such as creases around the mouth when the subject is smiling in the second row. Baseline results in column (iii) is produced by taking a weighed average of the photo collection with identical weights used in our method (Eq. 3.3). The facial features such as mouth appear blurry and the colors of the faces appear inconsistent. Baseline results in column (iv) are produced similarly to column (iii), but each photo is warped using thin plate spline and dense warping to the reference before taking the average. The textures appear sharper but still have inconsistent colors. Our method in column v and image b) produces consistent, sharp textures with expression-dependent details.

Figure 3.6: A visualization of the results after each step of the texture synthesis process to generate an average face of Tom Hanks. a) shows an average after all photos in the collection are frontalized by a 3D face template, b) after TPS warping, c) after dense warping, and d) the final texture after the multi-scale weighted average which enhances facial details.
Non-rigid warping of the photos. Each photo in the puppet’s photo collection has 49 fiducial points that we detected. Next we frontalize the face by marking the same fiducials on a generic 3D face model and solve a Perspective-n-Point problem to estimate the 3D pose of the face in the photo. The model is then back-projected to produce a frontal-warp version of each photo. Let the rigid pose-corrected fiducials in each photo be $F^i \in \mathbb{R}^{2 \times 49}$ and the target fiducials be $F^T$. Given two sets of fiducials we estimate a smooth mapping $r$ that transforms the $i$-th photo to the target expression using a smooth variant of thin-plate splines [173] which minimizes the following objective:

$$\min_r \sum_{i=1}^n \|F^i - r(F^T)\|^2 + \lambda \int \int (r_{xx}^2 + 2r_{xy}^2 + r_{yy}^2) \, dx \, dy \quad (3.1)$$

The optimal mapping $r$ satisfying this objective can be represented with a radial basis function $\phi(x) = x^2 \log x$ and efficiently solved with a linear system of equations [173]. Given the optimal $r$, we can then warp each face photo to the target expression by backward warping. However, this warping relies only on a sparse set of fiducials and the resulting warp field can be too coarse to capture shape changes required to match the target expression which results in a blurry average around eyes and mouth (Figure 3.6 b). To refine the alignment, we perform an additional dense warping step by exploiting appearance subspaces based on [157, 96]. The idea is to warp all photos to their average, which now has the target expression, through optical flow between illumination-matched pairs. Specifically, let the $i$-th face image after TPS warping be $I^i$, its projection onto the rank 4 appearance subspace of the TPS warped photos be $\hat{I}^i$. The refined warp field is then simply the flow from $I^i$ to $\hat{I}$. In the case where a reference photo is available, (Figure 3.5), we can further warp the entire collection to the reference photo by computing an optical flow that warps $\tilde{I}^T$ to $I^T$, denoted by $F_{\tilde{I}^T \rightarrow I^T}$, and compute the final warp field by composing $F_{I \rightarrow \tilde{I}} \circ F_{\tilde{I} \rightarrow I^T} \circ F_{\tilde{I}^T \rightarrow I^T} = F_{I \rightarrow \tilde{I}} \circ F_{\tilde{I}^T \rightarrow I^T}$ from the fact that $F_{\tilde{I} \rightarrow I^T}$ is an identity mapping.
Figure 3.7: a) shows Tom Hanks’ average before detail enhancement. b) and c) show the average after single-scale and multi-scale blending.

Adding high-detail. Given the set of aligned face photos, we compute a weighted average of the aligned photos where the weights measure the expression similarity to the target expression and the confidence of high-frequency details. We measure expression similarity by $L_2$ norm of the difference between the source and target fiducial points, and high-frequency details by the response of a Laplacian filter. A spatially-varying weight $W_{jk}^i$ for face $i$ at pixel $(j, k)$ is computed as:

$$W_{jk}^i = \exp \left( -\frac{\|F^T - F^i\|^2}{2\sigma^2} \right) \cdot (L_{jk}^i)^\alpha$$

(3.2)

where $L_{jk}^i$ is the response of a Laplacian filter on face image $i$ at pixel $(j, k)$. An average produced with this weighting scheme produces blending artifacts, for example if high-frequency details from many photos with various illuminations are blended together (Figure 3.7). To avoid this problem, the blending is done in a multi-scale framework, which blends different image frequency separately. In particular, we construct a Laplacian pyramid for every face photo and compute the weighted average of each level from all the pyramids according to the normalized $W_{jk}^i$, then collapse the average pyramid to create a final texture.

With real photo collections, it is rarely practical to assume that the collection spans any expression under every illumination. One problem is that the final texture for different
expressions may be averaged from a subset of photos that have different mean illuminations which results in an inconsistency in the overall color or illumination of the texture. This change in the color, however, is low-frequency and is mitigated in the multi-scale framework by preferring a uniform weight distribution in the lower frequency levels of the pyramid. We achieve this is by adding a uniform distribution term, which dominates the distribution in the coarser levels:

\[ W_{jk}^i = \left( \exp \left( -\frac{\|F_T^i - F_j^i\|^2}{2\sigma^2} \right) + \tau l^{-\beta} \right) \cdot (L_{jk})^\alpha \] (3.3)

where \( l \in \{0, \ldots, p - 1\} \) and \( l = 0 \) represents the coarsest level of a pyramid with \( p \) levels, and \( \tau \) and \( \beta \) are constants.

### 3.5 Experiments

In this section, we describe implementation details, runtime, and our results.

**Implementation details** In Section 3.3, the 3D average models for both driver and puppet are reconstructed using [157] which outputs meshes as depth maps with a face size around 194 x 244 (width x height) pixels. To find correspondence between the driver and puppet for deformation transfer purpose, we project the 2D average of the puppet onto the rank-4 appearance subspace of the driver, then compute an optical flow based on Brox et al. [36] and Bruhn et al. [37] with parameters \((\alpha, \text{ratio}, \text{minWidth}, \text{outer-}, \text{inner-}, \text{SOR-iterations}) = (0.02, 0.85, 20, 4, 1, 40)\). The ROF denoising algorithm used for adjusting deformation magnitude has only two parameters: The weight constant for the TV regularization which is set to 1, and the Huber epsilon to 0.05. In Section 3.4, \( \lambda \) in TPS warping objective is set to 10, and the dense warping step uses the same optical flow implementation but with \( \alpha = 0.3 \). For Eq. 3.3 \((\alpha, \beta, \tau) = (1, 20, 1)\), \( \sigma \) is typically set to 10 but can vary around 6 – 12 for different sizes and qualities of the photo collections (See Sec. 3.6).

**Runtime** We test our system on a single CPU core of a quad-core Intel i7-4770@3.40GHz. Computing a deformed puppet mesh based on the driver sequence takes 0.2 second per frame with 0.13 second spent on denoising. Synthesizing a texture which includes TPS warping,
Figure 3.8: The first row contains two frames from YouTube videos of Tom Hanks and George W. Bush used as references for puppets of many celebrities in the following rows.
Figure 3.9: We show 3 example subjects for 3D shape and texture reconstruction. The input is a set of photos with varying expressions and appearances, and the output is 3D textured shapes in the same expressions as the input.
dense warping, and multi-scale pyramid blending takes 0.34 second per frame on average.

Evaluating a puppetry system objectively are extremely hard, and there exists no accuracy metric or benchmark to evaluate such system. Ground-truth shapes for evaluating deformation transfer across two people cannot be captured as this requires the puppet person whose shape will be captured, to perform exactly like a driver sequence, which is not possible unless the person is the driver themselves. However, such a setup of self puppetry to evaluate the reconstructed geometry requires no deformation transfer and does not evaluate our system. Evaluating the synthesized textures is also qualitative in nature as the average texture we generate cannot be pixel-wise compared to the reference. We provide results and input references for qualitative comparisons and point out areas where further improvement can be done.

From Google Images, we gathered around 200 photos for celebrities and politicians in Figure 3.8. We generated output puppetry sequences of those people performing various facial expressions driven by YouTube Videos of Tom Hanks and George W. Bush in the top row. These 3D models are generated by warping an average model of each person with 3D optical flow transferred from the driver (top). So, to render these texture-mapped models, we only synthesize textures in their neutral expressions for the average models but use the target expressions to calculate the blending weights. The identities of these puppets are well-preserved and remain recognizable even when driven by the same source, and the transformation provides plausible output for puppets with different genders, ethnicities, skin colors, or facial features. Facial details are enhanced and change dynamically according to the reference expressions, for example, in creases around the mouth in the last column (supplementary video shows the results in detail).

In Figure 3.5, we show the capability to recreate consistent textures with similar expressions as reference photos in the photo collection. In other words, we are able to “regenerate” each photo in the entire collection so that they appear as if the person is performing different expressions within the same video or photograph captures. Note that each reference here is part of the photo collection used in the averaging process. Texture results for references out-
side the photo collection is in Figure 3.9. We compare our method with 3 baseline approaches: 1. A single static average is TPS warped to the reference. This approach produces textures that lack realistic changes such as wrinkles and creases, and shapes that only roughly match the reference (e.g. eyes in column (ii) second row which appear bigger than the reference) because the warping can only rely on sparse fiducial points. 2. A weighted average of the photo collection using identical weights as our method. With this approach, creases can be seen, but the overall texture colors appear inconsistent when there is a variation in the mean color of different high-weighted sets of photos. The overall textures look blurry as there is no alignment done for each photo, and the shapes (eyes in the third row) do not match the reference when the number of similar photos in the collection is small. 3. An improved weighted average with prewarping step which includes TPS and dense warping similar to our pipeline. The prewarping step improves the shapes and the sharpness of the faces, but the textures remain inconsistent. Our method in column (v) produces sharp, realistic, and consistent textures with expression-dependent details and is able to match references with strong illuminations (diffuse-dominated, visible shadows) or in black-and-white in Figure 3.5 (b). Since the references are part of the averaging process, some high-frequency details such as wrinkles are transferred to the output texture. However, the low-frequency details such as shading effects, soft shadow under the nose (in the last example, middle row), or highlights (in the second example, last row) are averaged out in the multi-scale blending and are not part of the final textures.

In Figure 3.9 we show self-puppetry results where we render output 3D models from [157] with our textures. Similarly to Figure 3.8, we only synthesize textures in neutral expressions for the average models with blending weights calculated based on the target expressions. The reference photos are excluded from the photo collection in the averaging process. Our textures remain consistent when the references have different lightings and look realistic from various angles. In the fourth reference in the last row, our textures have wrinkles but are less pronounced than the input reference, which is due partly to the fact that the number of photos with wrinkles in the collection is less than 5%.
3.6 Discussion

The quality of the synthesized textures highly depends on many aspects of the photo collection which include the number and resolutions of the photos, expression and light variations. Since the textures are synthesized based on the assumption that we can find photos with similar expressions, the results will degrade with smaller photo collection (less expression variation). In that situation, the method needs to take into account less-similar photos with a larger standard deviation in Equation 3.3 resulting in a less pronounced expression. If the standard deviation is kept small, high-frequency details can flicker when the rendered models from video input are played in sequence. Higher resolution photos directly contribute to a sharper average. Our method is less sensitive to having small light variations, in contrast to expression variations, because the shading differences are of low-frequency and can be shared across a wider range of photos in the coarser levels of pyramid. The final shape is derived from [157], so any shape inaccuracy will remain as we do not correct the geometry.

When a photo collection contains in the order of thousands photos such as when we extract frames from all movies starring a particular actor, additional characteristics of photos can be used to fine-tune the similarity measure in the averaging process such as the directions of lights in the scene to enable a relighting capability or the age of the person (e.g. from a regressor) to synthesize textures at different ages. Only a small modification is needed to implement these changes in our framework. It is also useful to learn the association between the appearance of facial details and facial motions to help with unseen expressions that may share common facial details with already existing photos in the collection.

We presented the first system that allows reconstruction of a controllable 3D model of any person from a photo collection toward the goal of capturing persona. The reconstructed model has time-varying, expression-dependent textures and can be controlled by a video sequence of a different person. This capability opens up the ability to create puppets for any photo collection of a person, without requiring them to be scanned. Furthermore, we believe that the insights from this approach (i.e., using actor B’s shape and texture but A’s
motion), will help drive future research in this area.
Chapter 4

AUTOMATIC AGE PROGRESSION

Figure 4.1: Given a single input photo of a child (far left) our method renders an image at any future age range between 1 and 80. Note the change in shape (e.g., nose gets longer, eyes narrow) and texture, while keeping the identity (and milk mustache!) of the input person.

This chapter is based on “Illumination-Aware Age Progression” \cite{98} published in the proceedings of the Conference on Computer Vision and Pattern Recognition 2017. The project webpage can be found at \url{http://grail.cs.washington.edu/aging/}

Modeling facial changes due to aging or “age progression” is one of the most intriguing of digital image processing operations. It is also one of the most challenging for a variety of reasons. First, the aging process is non-deterministic, depending on environmental as well as genetic factors that may not be evident in the input photos. Second, facial appearance and recognizability is strongly influenced by hair style, glasses, expression, and lighting, which is variable and unpredictable. Finally, there is relatively little data available from which to build effective models, as existing age analysis databases are relatively small, low resolution, and/or limited in age range.

Nevertheless, age progression techniques have enjoyed significant success in helping to
solve missing children cases, where subjects have been recognized many years later based on age progressed images. Described as “part art, part science, and a little intuition” [132], these images are produced by forensic artists who combine a background in art, physical anthropology, and expertise with image editing software to simulate the appearance of a person later in life [83]. Aging photos of very young children from a single photo is considered the most difficult case of all, where age progression beyond a few years is considered impractical [124]. We focus specifically on this very challenging case.

Our approach takes a single photo as input and automatically produces a series of age-progressed outputs between 1 and 80 years of age. Figure 2.1 shows an example result. Our approach has three primary contributions. First, we present the first fully-automated approach for age progression that operates “in the wild”, i.e., without strong constraints on lighting, expression, or pose. Second, we present some of the first compelling (and most extensive) results for aging babies to adults. And third, we introduce a novel illumination-aware age progression technique, leveraging illumination modeling results [19, 133], that properly account for scene illumination and correct surface shading without reconstructing 3D models or light source directions.

4.1 Related Work

We build on prior work on age progression, notably, the seminal work of Burt and Perrett [38], who created convincing average male faces for several ages (in the range of 20-54) by aligning and averaging photos together. A new query photo was then age progressed by adding to it the difference in shape and texture between the average of the desired target age, and the average for the age corresponding to the query. Their approach required manual alignment. Subsequent aging work in the computer vision literature introduced more automation, often using Active Appearance Models [105] or detecting fiducials [134]. Additional improvements included texture modeling for wrinkles [155] and person-specific models [145, 130]. More details can be found in these excellent survey papers [65, 135]. There are now several commercial programs that will age photos taken with a webcam or
mobile phone. Typically, however, these programs operate effectively only for photos of adults or older children; \cite{122} requires a minimum age of 18, ageeme.com lists 7 as the low range, the popular AgingBooth iphone app suggests a minimum age of 15. Furthermore, both commercial offerings and state-of-the-art methods from the research literature still require frontal, simply-lit faces, with neutral expression \cite{65}.

There is a body of work on automatic age estimation, e.g., \cite{126, 80, 107}. They, however, did not pursue age progression or other synthesis applications.

Our results set a new bar for age-progression research, demonstrated by a comprehensive evaluation of prior art (the first of its kind in the age progression literature), and an extensive comparison to “ground truth,” via large scale user studies on Amazon Mechanical Turk, as described in Section 4.4. The key components that make this advance possible are first, a new database consisting of thousands of photos of people spanning age (0 to 100), variable lighting, and variable pose and expression (Section 4.2.1). Second, relightable average images that capture changes in facial appearance and shape across ages, in an illumination invariant manner (Section 4.2.2). And third, a novel technique for aligning illumination subspaces that enables capturing and synthesizing age transformations (Section 4.3).

4.2 Overview

As we age, our faces undergo changes in shape and appearance. The transformation from child to adult is dominated by craniofacial growth, in which the forehead slopes backward, the head expands, and the lower portion of the face extends downward \cite{62}. Changes in later years are dominated by growth of the nose, narrowing of the eyes, the formation of wrinkles and other textural changes.

One of the most compelling ways to model and view these changes across people is by creating a sequence of composite faces, where each composite is the average of several faces of the same gender and age. This idea dates back more than two centuries; Galton \cite{68} generated average images by taking several exposures of portraits on the same photographic plate. Bensen and Perrett \cite{24} showed that dramatically better composites can be obtained
by first aligning facial features (208 fiducials) and warping the images to a reference prior to averaging. Producing composites for aging studies is hampered, however, by the lack of good photographic data for young children, as existing databases are relatively small, low resolution, and limited in age range [65]. In the remainder of this section, we introduce an approach for creating and analyzing a large dataset of human faces across ages, based on thousands of photos from the Internet.

4.2.1 Data collection

To analyze aging effects we created a large dataset of people at different ages, using Google image search queries like “Age 25”, “1st grade portrait,” and so forth. We additionally drew from science competitions, soccer teams, beauty contests, and other websites that included age/grade information. The resulting databases spans 0 to 100, pooled into 14 age groups (we call them clusters), separated by gender. The clusters correspond to ages 0, 1, 2-3, 4-6, 7-9, 10-12, 13-15, 16-24, 25-34, 35-44, 45-56, 57-67, 68-80 and 81-100. The total number of photos in the dataset is 40K and each cluster includes, on average, 1500 photos of different people in the same age range. This database captures people “in the wild” and spans a large range of ages.

4.2.2 Aligned, re-lightable averages

To obtain dense correspondence between the photos in each cluster, we use the “collection flow” method [96], which enables accurate dense correspondence across images with large illumination variation. The input to the collection flow method are aligned and warped to frontal photos for which we use the pipeline of [97]. Figure 4.2 shows the average image for each age, and the average of flow-warped photos using collection flow. Note how much sharper the flow-aligned averages look. While these aligned averages can appear remarkably lifelike, the lighting is dull and unrealistic, as it is averaged over all images in the collection. We instead produce relightable average images, which may be re-illuminated from any direction with realistic shading effects. We propose to match the lighting of any new input image $I$
by first pose-aligning the image [97], and projecting that image onto every age subspace. Specifically, for an age cluster \( j \) with flow-aligned average \( A_j \), we compute a rank-4 basis via singular value decomposition on the flow-aligned images, i.e., \( M_j = U_j D_j V_j^T \) where \( M_j \) is \( f \times p \) the matrix representation of the cluster’s flow-aligned photos (\( f \) is the number of photos and \( p \) number of pixels in each photo). As described in [96], this rank-4 approximation retains the lighting and shading of the input photos, but \textit{neutralizes} the changes due to identity and facial expression, producing a set of images in nearly perfect alignment with a common, average face pose. Next solving

\[
\min_{\alpha} || I - \alpha V_j^T ||^2 \quad (4.1)
\]

for the coefficients \( \alpha \) yields a re-lit average that matches the illumination of \( I \):

\[
A_j^f = \alpha V_j^T \quad (4.2)
\]

(\( V_j \) is truncated to rank=4). Figure 4.2 (rows 3-4) shows this capability. Two key advantages of relighting are that 1) it generates a more realistic set of average images, bringing out fine details that are only visible with proper shading, and 2) we can \textit{align} the lighting across the set of averages, to enable comparing changes at different ages. We use this relighting capability to estimate flow across clusters as described below.

4.2.3 Illumination Subspace Flow

We have so far focused on aligning photos within each age cluster. Next, we show how to estimate flow across age clusters, to measure face shape changes over time. Each cluster has many photos under different illumination conditions and thus captures an \textit{illumination subspace}, representing how an average person at a particular age appears under all illuminations [19]. A key contribution is how to align two such illumination subspaces \( V_i \) and \( V_j \).

We seek the (single) optical flow field that aligns \( V_i \) and \( V_j \). Our insight is to use relighting for flow estimation. As shown in Fig. 4.2 (last column), relighting brings out 3-dimensional
shape differences that are otherwise invisible when averaging many photos. We therefore propose an optical flow method that optimizes over many different lighting conditions. The challenge here is twofold: 1) each illumination subspace represents a continuum of different images, and 2) their coefficient space is not aligned, i.e., any physical lighting direction may map to different lighting coefficients in each illumination subspace.

We introduce a solution that can be easily implemented within the traditional two-view optical flow framework. Let $K$ be the number of database images in the union of clusters $i$ and $j$. For each image $I_k$ in this union, we project it to each of the two illumination subspaces resulting in an average image $A^i_k$ and $A^j_k$. The resulting set of images $\{A^i_k\}_{k=1}^K$ can be represented as a single $K$-channel image $A^i$, and similarly for $A^j$. Unlike the original illumination subspaces $V^i$ and $V^j$, these two multi-channel images are illumination-aligned; the $k^{\text{th}}$ channel of $A^i$ and $A^j$ have the same lighting. Hence, any optical flow algorithm that supports multiple channel images can be used to compute the flow field between them.

When $K$ is large, a smaller representative set of images can be chosen using either discrete sampling, clustering, or dimensionality reduction techniques. We leveraged the fact that the illumination subspaces are low-dimensional [95] ($V^i$ is 4D) and computed an orthogonal 24D basis (two 4D clusters times 3 color channels) for the $K$ images using PCA. Each basis vector (mean + principle vector) was weighted in proportion to its principle value (we modified [113] to support weighted multi-channel images).

4.2.4 Age Transformations

To align all age clusters, we compute subspace flow between each pair of successive age clusters $i$ and $i + 1$. Longer range flows between more disparate ages $i$ and $j$ are obtained by concatenation of the flow fields between $i$ and $i + 1$, $i + 1$ and $i + 2$, ..., $j - 1$ and $j$. This concatenation approach gives more reliable flow fields than direct, pairwise flow computation between $i$ and $j$. These flows enable estimating differences in texture and shape between the different age groups, as we describe in the next section.
4.3 Illumination-Aware Age Progression

Given an input photo of a 2 year old, we can render her at age 60 by computing the difference in flow and texture between the cluster of ages 2-3 (source) and cluster of ages 57-67 (target) and applying it to the input photo. This task is challenging for images “in the wild,” as it requires taking into account variations in lighting, pose, and identity. Illumination and shading are inherently 3D effects that depend upon light source direction and surface shape, e.g., as the nose becomes more angular, its shading should change in a manner that depends on light source direction. We show, however, that it is possible to utilize our rank-4 relightable aging basis to work entirely in the 2D domain, without reconstructing 3D models.

To age progress a face photo we perform the following steps, as illustrated in Figure 4.4.

**Pose correction:** the input face is warped to approximately frontal pose using the alignment pipeline of [97] (step 1 in the figure). Denote the aligned photo $I$.

**Texture age progress:** Relight the source and target age cluster averages to match the lighting of $I$ as described in Section 4.2.2, yielding $A_s^I$ and $A_t^I$. Compute flow $F_{\text{source-input}}$ between $A_s^I$ and $I$ and warp $A_s^I$ to the input image coordinate frame, and similarly for $F_{\text{target-input}}$. This yields a pair of illumination matched projections, $J_s$ and $J_t$ both warped to input. The texture difference $J_t - J_s$ is added to the input image $I$.

**Flow age progress:** Apply flow from source cluster to target cluster $F_{\text{target-source}}$ mapped to the input image, i.e., apply $F_{\text{target-input}} \circ F_{\text{target-source}}$ to the texture-modified image $I + J_t - J_s$. For efficiency, we precompute bidirectional flows from each age cluster to every other age cluster.

**Aspect ratio progress:** Apply change in aspect ratio, to account for variation in head shape over time. Per-cluster aspect ratios were computed as the ratio of distance between the left and right eye to the distance between the eyes and mouth, averaged over the fiducial point locations of images in each of the clusters.

We also allow for differences in skin tone (albedo) by computing a separate rank-4 subspace and projection for each color channel.
4.4 Experiments

We now describe implementation details, results, and evaluation based on a large scale user study.

Implementation details For all flow computations, we modified Ce Liu’s implementation (based on Brox et al. and Bruhn et al.) to work with weighted multi-channel photos. We used the following parameters $\alpha = 0.005$, ratio $= 0.85$, minWidth $= 20$, nOuterFPIterations $= 10$, nInnerFPIterations $= 1$, nSORIterations $= 20$. We used random SVD for fast low rank computations. Processing the photo database required 30 minutes (on 14 compute nodes) per age cluster of 300 photos, including flow, averages, and subspace computation. Given the precomputed aging basis, age progression of a new input photo takes 0.1 seconds. For blending aged faces into adult heads we estimate fiducials in the adult head photo (computed during pose correction), to match fiducials between the input and target photos, and then run graph cuts to find an optimal seam followed by poisson blending to blend the aged face into the adult head photo.

Cropped progression results Figures 2.1 and 4.3 show age progressed images generated automatically using our method. The input images were taken from the FGNET database and were not part of the training set used to create the flow and texture age differences. The results shown here focus on extremely challenging photos of children, with examples that cover a wide range of face types and imaging conditions: neutral, smiling, and laughing facial expressions, frontal and non-frontal pose, lower quality scans as well as higher quality photos, female and male children and a variety of lighting conditions. All results are cropped to the face area to show the raw output of the method. Note how the face shape changes with age in these sequences, e.g., the nose stretches, eyes narrow, and wrinkles appear. Textural changes include facial hair, “shadows” in male faces, eye makeup in female faces, and stronger eyebrows. Many more examples can be found in the supplementary material.
4.4.1 Evaluation

We performed a large scale user study on Mechanical Turk, the most extensive of its kind in the age progression literature. In particular, we had human subjects compare our results to every prior age progression result we could find in the literature, and to ground truth (photos of 82 people at different ages). Each subject was shown a photo of a person at age X (e.g., 4), and two additional photos: A) a photo of the same person at an older age Y (e.g., 25), and B) our age-progressed result. The user was asked which of A or B is more likely to be the same person at age Y. They also had the option of selecting “both are equally likely” or “neither is likely.” Please refer to the supplementary material for a screenshot of the interface and exact wording. The order of our result and the ground truth was randomly chosen to prevent order bias. All photos were cropped to the face area only. If the progressed image at age Y is generated from the reference at age X, it will have the same lighting and expression. To avoid this similarity bias, our age progression was generated not from the reference, but instead from a photo of the same person at the closest age to the reference.

Comparison with ground-truth We ran our method on every photo in the FGNET dataset, and compared to every older photo available for each person. FGNET consists of photos of the same person over time, and several span baby to adult, resulting in a total of 2976 comparisons. Each user was presented three images: a photo of the subject at age X, an older photo at age Y, and an age progressed photo at age Y. They were asked to specify which of the latter two photos was more likely the same person at age Y by choosing: photo A, photo B, both are equally likely, or neither is likely to be the same person at age Y. Each comparison was evaluated by 3 different people, and 12 comparisons were left blank, making the total number of comparisons we received 8916. The number of unique workers was 72. The results are as following: we received 3288 votes (out of 8916, i.e., 37%) that our result is more likely, 3901 (44%) that ground truth is more likely, 1303 (15%) that both are equally likely, and 424 (5%) that neither is likely. Surprisingly, users could correctly distinguish our results from ground truth only 44% of the time, i.e., no better than chance. I.e., on average,
participants were not able to distinguish our results from ground truth.

This result is so surprising that it led us to question how proficient humans are at this task, i.e., maybe we are just not good at face recognition across large age differences. To test this hypothesis, we conducted a perceptual study in which each user was shown two real (ground truth) images of the same person, separated by at least 5 years, and asked to specify if it is the same or a different person. We used all pairs (at least 5 years apart) of each person on FGNET, and repeated each test three times on Mechanical Turk (8928 tests in total). The results indicate that people are generally good at recognizing adults across different age ranges, but poor at recognizing children after many years. In particular, across children aged 0-7, participants performed barely better than chance (57%) at recognition for roughly 10 year differences, at chance for 20 years (52%), and worse than chance for 50 years (33%). See supplementary material for the full details of the experiment and results.

These studies point to the limits of human evaluation for assessing age progression results. However, the main conclusion that we can draw is that our results are no less realistic than the ground truth. This is significant because humans are very adept at identifying errors in synthesized face images.

**Ground-truth-blended comparisons** While the Mechanical Turk study focuses on cropped faces, we also experimented with blending age progressed faces onto the ground truth head; representative results are shown in Figure 4.7 (additional results appear in the supplementary material). In each case, we take an input photo in the 0-3 age range and compare the ground truth image at each age (right) with our result (left). We blended our result into the ground truth head, using the process described earlier in this section. (We also include unblended results cropped to only the face area in the supplementary material.) The similarity is impressive, especially given that each sequence (column) is produced from a single baby photo. Note that the facial expression and lighting are fixed from the baby photo and therefore differ from the ground truth. As a strawman, we also blended the input child’s face onto the older ground truth for comparison (Figure 4.6 (b)); clearly age progressing the input face prior to blending yields much more realistic composites.
Comparison to prior work We compared our results to all prior papers that demonstrate age progression results, with the exception of Lanitis et al. [105] whose results do not specify ages. These papers are: (p1) [155], (p2) [145], (p3) [135], (p4) [128], (p5) [129], (p6) [111], (p7) [112], (p8) [149].

While we’re most interested in long range age progression of very young children, for comparison we ran our method on every result we found in these papers (including adults and older children). The number of age progression results in papers p1-p8 was: 56, 2, 8, 5, 7, 4, 30 and 8 respectively, for a total of 120 comparisons. Each comparison was performed by 10 workers, and there were on average 13 unique workers per paper. Figure 4.5 plots the results of the user study: the x-axis is the input age group and the y-axis is the output age group. The score is calculated as follows: as in the ground-truth experiment, workers were asked to choose one of the four options. We added 1 point when our result was chosen, 0.5 when “both are likely” was chosen, and 0 when a result from prior work was chosen. The score was then normalized by number of responses per cell (we did not include examples for which the option ”neither” was chosen here, as the ground truth evaluation captures similar statistics). As can be seen from Figure 4.5, our approach almost uniformly outperforms prior work for aging young children, and clearly dominates for aging children to adult. The one “red” box corresponds to an age change of only three years (a less interesting case). Note, that there are no prior results in the literature for aging children beyond age 25; we are the first to attempt this task. On the other hand, techniques that focus on modeling older people (modeling wrinkles, hair color, etc.) do better for that category. Note that all previous works typically focus on one of the two age ranges: child to teenager or adult to older person, while our method is general and spans ages 0 to 100 (e.g., Fig. 4.3). While beyond the scope of this chapter, incorporating wrinkles or hair lightening models could yield further improvements in the upper age ranges.

Very few age progression papers address young children [105, 111, 134, 145, 149], and those that do include only a handful of results. See supplementary material for a figure that compares our results to all results in the literature for children under 9 years of age.
Figure 4.6(a) compares our results to Perrett et al.’s FaceTransformer tool at http://morph.cs.st-andrews.ac.uk/Transformer/ and the PsychoMorph tool by Tiddeman et al. [166] at the Face Research Lab website http://www.faceresearch.org/demos/. As can be seen, they do not perform well on young children. As a baseline we also compare to applying only the aspect ratio change to the input face (compare columns 2 and 5). Both of these tools require manual placement of facial features, whereas our approach is fully automated.
4.5 Discussion

We presented a method for automatic age progression of a child’s photo to any age between 1 and 80, by leveraging thousands of photos across age groups and illuminations collected from the Internet. Despite its simplicity, this method works remarkably well, in particular for the most challenging case of very young children, for which few prior results have been demonstrated. A key contribution is the ability to handle photos “in the wild,” with variable illumination, pose, and expression.

Our results could be further improved by modeling wrinkles and hair whitening [155] to enhance realism for older subjects. Rather than output a single face, it could be useful to output a set of different candidates to account for variations in appearance, building on face editing techniques, e.g., [123]. And, while we focus on the face region, having a database of heads and upper torsos of different ages to composite onto with a face swapping technique [27] could yield more natural looking results.
Figure 4.2: Average images of people at different ages. Each image represents an average of about 1500 individuals. Results in the top row are aligned only to place the eyes, nose, and mouth in rough correspondence. The second row shows averages after pixel-to-pixel alignment. These are much sharper, but the tone is variable, the lighting is unnatural, and subtle shape differences (e.g., wrinkles) are averaged out (to see it zoom-in to the last column). The bottom two rows show re-lit averages, matched to two reference frames (far left) with opposite lighting directions. The re-lit results have proper shading, are tone-matched to allow easier comparison across ages, and reveal 3D shape changes (note the nose and forehead).
Figure 4.3: Age progression results. For each input image we automatically generate age progressed images for a variety of ages. Note the realistic progression results even with strong directional lighting, non-frontal pose, and non-neutral expressions.
Figure 4.4: Steps of illumination-aware age progression.

Figure 4.5: Comprehensive comparison to prior work, plotting user study ratings of our method vs. all 120 results from prior work. Blue cells (> 0.55) are where our method scored higher, red cells (< 0.45) have prior method(s) scoring higher, and gray cells are ambiguous. Our method excels for aging children, while prior techniques that target adults perform better for that category.
Figure 4.6: Comparison to other methods: (a) to Perrett et al. and FaceResearch online tool, (b) to mapping the baby’s face (far left) onto the ground truth (column 3) to produce a blended result (far right). The aged results (column 2) look much more similar to the ground truth, indicating that simply blending a face into a head of an older person does not produce a satisfactory age progression, additional shape and texture changes must be added.
Figure 4.7: Comparison to ground truth images. In each case a single photo of a child (top) is age progressed (left) and compared to photos of the same person (right) at the corresponding age (labeled at left). The age progressed face is composited into the ground truth photo to match the hairstyle and background (see supplementary material for comparisons of just the face regions). Facial expression and lighting are not matched to the ground truth, but retained from the input photo. Note how well the progressed photo matches the ground truth, given that the full sequence is synthesized from a single baby photo.
Figure 4.8: Our Mechanical Turk test to compare with ground-truth. We show the input image (far left), our result (middle), and ground truth (right). Note that if the progressed image at age Y is generated from the reference at age X, it will have the same lighting and expression. To avoid this similarity bias, we show to the user a different input photo of the same person at the closest age to the input. Also, the order of our and ground truth was randomly chosen to prevent order bias.

Figure 4.9: Our Mechanical Turk test to compare with previous work. We show the input image (far left), our result (in this case A; we randomize the order of ours and previous to prevent bias), and previous result (in this case B).
Figure 4.10: Our Mechanical Test to evaluate human proficiency at recognizing the same person across different ages. In each test two real (ground truth) images of the same person, separated by at least 5 years, are shown.

Figure 4.11: Results of human study in Fig. 4.10. The results indicate that people are generally good at recognizing adults across different age ranges, but poor at recognizing children after many years. In particular across children aged 0-7, participants performed barely better than chance (57%) at recognition for roughly 10 year differences, at chance for 20 years (52%), and worse than chance for 50 years (33%).
Figure 4.12: Higher resolution averages of people at different ages, and additional re-lit averages and corresponding relighting references (left). These are for the dataset of males.
Figure 4.13: Higher resolution averages of people at different ages, and additional re-lit averages and corresponding relighting references (left). These are for the dataset of females.
Figure 4.14: Age progression results. For each input image (left) we automatically generate age progression photos in different ages.
Figure 4.15: Age progression and comparison to cropped ground truth images. In each case a single photo of a child (top) is age progressed (left) and compared to photos of the same person (right) at the corresponding age (labeled at left). Note that lighting and facial expression are not designed to match.
Figure 4.16: Additional age progressions and comparison to ground-truth images. We show the input image (top), our result for each age (left) and ground-truth (right). For each example the age label is on the left.
Figure 4.17: Additional age progressions and comparison to ground-truth images. We show the input image (top), our result for each age (left) and ground-truth (right). For each example the age label is on the left.
Figure 4.18: Comparison to related works. These are all the results of young children (under 9 years old) found in related works (p1-p8). In each case a single photo of a child is age progressed using our method and compared to age progression result of a related work on the same input (paper number is labeled at bottom right of each result, our result is not labeled).
Chapter 5

VISUAL SPEECH SYNTHESIS

Figure 5.1: Given input audio of Obama speaking, we synthesize photorealistic, lip-synced Obama video.

This chapter is based on “Synthesizing Obama: Learning Lip Sync from Audio” [159] published in the proceedings of ACM SIGGRAPH 2017. The project webpage can be found at [http://grail.cs.washington.edu/projects/AudioToObama/] with video results [https://www.youtube.com/watch?v=9Yq67CjDqwW]

How much can you infer about someone’s persona from their video footage? Imagine learning how to replicate the sound and cadence of a person’s voice, how they speak, what they say, how they converse and interact, and how they appear; their expressions and head motions.

In this chapter, we focus on the specific task of learning to generate video of a person from his or her voice. In particular, given just an input audio of someone speaking, we want to generate a corresponding lip-synced video that captures the way they talk and how they deliver that speech. For this task, we do a case study on former President Barack Obama who is ideally suited as an initial test subject for a number of reasons. First, there exists
an abundance of video footage from his weekly presidential addresses—17 hours, and nearly two million frames, spanning a period of eight years. Importantly, the video is online and public domain, and hence well suited for academic research and publication. Furthermore, the quality is high (HD), with the face region occupying a relatively large part of the frame. And, while lighting and composition varies a bit from week to week, and his head pose changes significantly, the shots are relatively controlled with the subject in the center and facing the camera. Finally, Obama’s persona in this footage is consistent—it is the President addressing the nation directly, and adopting a serious and direct tone.

Despite the availability of such promising data, the problem of generating mouth video from audio is extremely difficult, due in part to the technical challenge of mapping from a one-dimensional signal to a (3D) time-varying image, but also due to the fact that humans are extremely attuned to subtle details in the mouth region; many previous attempts at simulating talking heads have produced results that look uncanny. In addition to generating realistic results, this chapter represents the first attempt to solve the audio speech to video speech problem by analyzing a large corpus of existing video data of a single person. As such, it opens to the door to modeling other public figures, or ourselves (through analyzing Skype footage, e.g.).

Audio to video, aside from being interesting purely from a scientific standpoint, has a range of important practical applications. The ability to generate high quality video from audio could significantly reduce the amount of bandwidth needed in video coding/transmission (which makes up a large percentage of current internet bandwidth). For hearing-impaired people, video synthesis could enable lip-reading from over-the-phone audio. And digital humans are central to entertainment applications like film special effects and games.

Our approach is based on synthesizing video from audio in the region around the mouth, and using compositing techniques to borrow the rest of the head and torso from other stock footage (Fig. 5.2). Our compositing approach builds on similar talking head techniques like Face2Face [165], although Face2Face transfers the mouth from another video sequence whereas we synthesize the mouth shape directly from audio. A main contribution is our
5.1 Related Work

Creating a photorealistic talking head model – a virtual character that sounds and appears real, has long been a goal both in digital special effects and in the computer graphics research community.

In their seminal paper, Bregler et al. demonstrated how to “rewrite” a person’s lip movement in a video to match a new audio track represented as a phoneme sequence. Their approach was notable in automating all of the key components; face tracking, phoneme detection, mouth synthesis, and compositing, and produced compelling results for a few short sequences. However, the generality of the method in practice was limited due to insufficient phoneme and viseme reference data; as noted by the authors, correct triphones could be found only 6% of the time, and visemes had to be present for each desired pose. Nevertheless, Video Rewrite remains important as one of the very few techniques in the literature that operate on existing video footage, e.g., President John F. Kennedy, rather than training on laboratory-captured footage.

Almost all subsequent work that aims to produce photo-realistic speech from audio has required subjects captured in a controlled lab environment, e.g., [119, 60, 14, 152, 176]. The advantage of the lab environment is that the pose of the subject, their lighting, and the words they utter can all be controlled. Typically, the subject is instructed to say pre-determined, phonetically-rich sentences in a neutral expression (or repeat with up to six different emotions [14]). In contrast to these lab-based approaches, our goal is to develop methods that can
Figure 5.2: Our system first converts audio input to a time-varying sparse mouth shape. Based on this mouth shape, we generate photo-realistic mouth texture, that is composited into the mouth region of a target video. Before the final composite, the mouth texture sequence and the target video are matched and re-timed so that the head motion appears natural and fits the input speech.
eventually be applied to online video footage, i.e., from interviews, speeches, or skype feeds.

A requirement of most prior work in this area is the need for phoneme labels with millisecond-accurate timestamps. These labels are either provided manually, from a speech recognition system, or from a text-to-speech module \[60, 119\]. Automatic phoneme labeling tends to be error-prone, and thus limits the quality of lipsync. The input is often converted to a sequence of phonemes, or diphones and triphones that encode the surrounding phonemes \[34, 60\]. Additional known contextual information such as stress or position in the sentence may also be provided \[60\]. Two different schemes have been used to solve this regression problem that takes phonemes as input and predicts the visual speech. One is based on Hidden-Markov Models (HMM) \[142, 64, 186, 185\] and the other constructs the final visual speech by concatenating visemes generated from a learned phoneme-to-viseme mapping \[161\]. Both approaches require a significant amount of linguistic modeling and are quite complex. Voice Puppetry \[32\] is notable as an early (HMM-based) approach that does not require phoneme labels. Recently, a regression technique based on deep bidirectional long short-term memory \[60\] has been shown to outperform HMM-based approaches, although this still relies on phoneme labels. Similar to our approach, \[152\] use an LSTM neural net that does not require phoneme labels and works directly on audio features. However, their network lacks a time-delay, which we have found crucial to producing good results. They unfortunately have no video results available online, and the images in the paper are limited to low-res face images with mocap dots that have been manually annotated. In this work, we show that a simple time-shift recurrent network trained on an uncontrolled, unlabelled visual speech dataset is able to produce convincing results without any dependencies on a speech recognition system.

A key aspect of rendering realistic talking heads is synthesizing visual speech, i.e., the motion and appearance of the mouth and surrounding areas. While simple effects can be produced based on motion alone, i.e., using morphing techniques to warp the mouth into new poses \[32\], the results often look cartoony, as they fail to capture important geometric and shading changes, e.g., creases, dimples, that occur as you move your mouth. Most modern
methods therefore attempt to *synthesize* at least the mouth region of the face.

Face synthesis algorithms can be categorized into methods that use 3D face models \cite{165, 14, 16, 45} and others that operate on 2D images. Even in most 3D-based methods, the mouth and teeth are not explicitly modeled in 3D but are represented with 2D texture, e.g. in \cite{14}. One of the most common 2D face texture synthesis techniques is Active Appearance Models (AAM) \cite{52} where a face is jointly modeled in a PCA-based representation for both the sparse shape and texture. Due to the low-rank PCA approximation, however, details such as mouth and teeth often appear blurry \cite{60}.

Alternatively, several authors have chosen to use a teeth proxy \cite{164, 15, 71} or to copy teeth texture from original source frames \cite{176, 165, 172}. Neither approach is full-proof, however, often appearing unnatural with artifacts near the lip boundary (see our overview of related work in the accompanying video).

A third source of artifacts in prior art is temporal flickering. To produce smoother results, triphones are sometimes used to find longer subsequences \cite{34}, or a visually-smooth path through the original frames is optimized with respect to some similarity cost function \cite{34, 176}. Another approach is to use optical flow to interpolate in-between frames \cite{109, 165}. Note that some of the similarity metrics in these facial reenactment methods require a driving reference face to compare to, which is not available when only audio is given as input. Unfortunately, none of these techniques are full-proof, and some amount of flickering or unnatural warping often remains. In contrast, our mouth synthesis approach is simple, highly realistic, and naturally exhibits temporal continuity without the need for explicit temporal smoothing or interpolation.

We close our related work section by mentioning perhaps the simplest rewrite approach is to take raw video clips of a person talking, chop them up into word-long segments, and reorder the clips to fit the words of any desired new sentence. The popular website talkobamato.me does just that; the results can be fun, but also distracting, as the the background, pose, and tone changes rapidly and discontinuously.
5.2 Overview

Given a source audio track of President Barak Obama speaking, we seek to synthesize a corresponding video track. To achieve this capability, we propose to train on many hours of stock video footage of the President (from his weekly addresses) to learn how to map audio input to video output.

This problem may be thought of as learning a sequence to sequence mapping, from audio to video, that is tailored for one specific individual. This problem is challenging both due to the fact that mapping goes from a lower dimensional (audio) to a higher dimensional (video) signal, but also the need to avoid the uncanny valley, as humans are highly attuned lip motion.

To make the problem easier, we focus on synthesizing the parts of the face that are most correlated to speech. At least for the Presidential address footage, we have found that the content of Obama’s speech correlates most strongly to the region around the mouth (lips, cheeks, and chin), and also aspects of head motion – his head stops moving when he pauses his speech (which we model through a retiming technique). We therefore focus on synthesizing the region around his mouth, and borrow the rest of Obama (eyes, head, upper torso, background) from stock footage.

We use the following terms throughout the chapter: the many hours of online weekly address video is referred to as stock video footage. Stock footage will be used to train our audio-to-shape neural net. The input audio track is the source, and the target video is a stock video clip into which we composite the synthesized mouth region.

5.3 Audio to Video

The overall pipeline works as follows (Fig. 5.2): Given an audio of Obama, we first extract audio features to use as input to a recurrent neural network that outputs, for every output video frame, a sparse mouth shape (Section 5.3.1). From the sparse mouth shape, we synthesize texture for the mouth and lower region of the face (Section 5.3.2). The mouth texture
is then blended onto a stock video that is modified so that the final head motion appears natural and matches with the given input speech (Section 5.3.3). During blending, the jaw line is warped to match the chin of the new speech, and the face is composed to a target frame in the original pose. (Section 5.3.4).

5.3.1 Audio to Sparse Mouth Shape

Rather than synthesize video directly from audio, we decompose the problem into two steps: 1) map from audio features to sparse shape coefficients, and 2) map from shape to mouth texture. Like [152], we skip the error-prone process of phoneme extraction, and map directly from audio to sparse shape features.

In this step, we represent the audio using standard MFCC coefficients, and the mouth shape by 18 lip fiducials, ranked reduced by a PCA basis, as described next.

Audio Features  For audio features, we use Mel-frequency cepstral coefficients (MFCC) which are computed as follows:

1. Given a 16KHz mono audio, we normalize the volume using RMS-based normalization in ffmpeg [23, 137].

2. Take the Discrete Fourier Transform on every 25ms-length sliding window over the audio with 10ms sampling interval.

3. Apply 40 triangular Mel-scale filters onto the Fourier power spectrum, apply logarithm to the outputs.

4. Apply the Discrete Cosine Transform to reduce dimensionality to a 13-D vector.

The final 28-D output feature vector consists of the 13-D vector plus the log mean energy to account for volume, and their first temporal derivatives.
Mouth Shape Features To compute the mouth shape representation, we first detect and frontalize Obama’s face in each video frame using the approach in [157]. For each frontalized face, we detect mouth landmarks using [188] which gives 18 points along the outer and inner contours of the lip. We reshape each 18-point mouth shape into a 36-D vector, apply PCA over all frames, and represent each mouth shape by the coefficients of the first 20 PCA coefficients; this step both reduces dimensionality and decorrelates the resulting feature set. Finally, we temporally upsample the mouth shape from 30Hz to 100Hz by linearly interpolating PCA coefficients, to match the audio sampling rate. Note that this upampling is only used for training; we generate the final video at 30Hz.

Recurrent Neural Network

We seek to learn a mapping from MFCC audio coefficients to PCA mouth shape coefficients. Let’s model this mapping using a Neural Network.

Consider Obama saying the word “America”. He begins by making the sound Uhhh, which is a cue to the mouth synthesizer that he should start opening his mouth. Clearly our network needs the latest audio features as input to determine the mouth shape. But note also that the current mouth shape also depends on the previous shape; he will continue to say Uhhh for several milliseconds during which time the mouth will open wider, rather than reopening from a closed state.

These considerations motivate a recurrent neural network (RNN): at each moment in time, this network takes the latest audio input $x_t$, uses it to modify its hidden state, aka memory $c$, and outputs a new mouth shape vector $y_t$ for that time instant, as well as passing its memory forward in time. In this way, the memory vector (which can be as large as you
want), can represent events potentially far into the past. This RNN technique is very popular for learning time-series problems. RNNs are similar to Hidden Markov Models (HMMs), which have been the basis for most prior talking face work [142, 64, 186, 185], but RNNs provide a more general memory mechanism, nonlinear transitions, and better performance on many problems. Many variants of RNNs have been proposed, and we use Long Short Term Memory (LSTM) models which provide a more efficient mechanism for modeling long term dependencies. LSTMs work by replacing each hidden unit with a series of gates that are specifically designed to facilitate remembering and forgetting (when useful) information (see \[1\] for a nice tutorial).

Sometimes, your mouth moves before you say something. I.e., by the time Obama says *Uhhh*, his mouth is already open. Hence, it’s not enough to condition your mouth shape on past audio input – the network needs to look into the future. Shimba et al. [152] point this out as a limitation of their LSTM method. One possible solution is to make the network bidirectional. Indeed [61] uses a bidirectional LSTM to exploit future context. However, bidirectional networks require much more compute power and memory to train, as they must be unfolded in the backpropagation process, which usually limits not only the length of training examples, but also the length of the output. Instead, a much simpler way to introduce a short future context to a unidirectional network is to add a time delay to the output by shifting the network output forward in time as explored in [78] as “target delay.” While bidirectional LSTMs are popular for speech recognition problems [78, 77], we find that the simpler time delay mechanism is sufficient for our task, likely due to the need to look less far in the future for audio to video, compared with speech recognition which may require looking multiple words ahead. We find that introducing this time delay dramatically improves the quality of results (Section 5.4.1), compared to prior architectures like [152] which omit it. A time-delayed RNN (for a delay of $d = 2$) looks like this:

We opt for a simple single-layer unidirectional LSTM [84]. In Section 5.4.1, we show a

\[\text{http://colah.github.io/posts/2015-08-Understanding-LSTMs/}\]
comparison with other architectures such as multi-layer LSTMs, but we did not find significant improvements to merit the additional complexity. Given \([x_1, \ldots, x_n], [y_1, \ldots, y_n]\) as input and output vector sequences, our standard LSTM network is defined by the following functions:

\[
\begin{align*}
  f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \\
  i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \\
  o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \\
  c_t &= c_{t-1}f_t + i_t \tanh(W_j \cdot [h_{t-1}, x_t] + b_j) \\
  h_t &= \tanh(c_t) o_t \\
  \hat{y}_{t-d} &= W_y h_t + b_y
\end{align*}
\]

where \(f, i, o, c, h\) are forget gate, input gate, output gate, cell state, cell output as proposed in [84]. \(\sigma\) is the sigmoid activation. Note that the cell state and cell output are transformed with \(\tanh\). \(\hat{y}_{t-d}\) represents the predicted PCA coefficients at time \(t - d\) where \(d\) is the time-delay parameter. Learned parameters are weight matrices \(W\) and bias vectors \(b\). We use a 60 dimensional cell state \(c\) and a time delay \(d\) of 20 steps (200ms). The network is minimized using L2-loss on the coefficients and trained using Adam optimizer [102] implemented in TensorFlow [9], on many hours of stock Obama weekly address footage. More details can be found in Section 5.4.1.
5.3.2 Facial Texture Synthesis

In this section, we describe our approach for synthesizing high detailed face textures from sparse mouth shapes. We focus on synthesizing the lower face area, i.e., mouth, chin, cheeks, and area surrounding the nose and mouth. Figure 5.8 shows the mask. The rest of Obama’s appearance (eyes, head, torso, background) comes from stock footage of Obama’s weekly addresses. Our texture synthesis algorithm is designed to satisfy two key requirements: 1) sharp and realistic appearance per video frame, 2) temporally smooth texture changes across frames.

We explored several approaches for synthesizing the mouth area based on prior art (see Section 5.1) but found that results were either too blurry (in the case of Active Appearance Models), the teeth were too non-rigid (with warping/flow techniques), or the illumination was mismatched. We compare these different techniques in Figure 5.10 and the supplementary video. Instead, we propose an approach that combines weighted median and high frequencies from a teeth proxy.

Given a sparse mouth shape sequence and a target video, we process each mouth shape independently. The algorithm overview is as follows: per mouth PCA shape, select a fixed number of target video frames that best match the given shape; apply weighted median on the candidates to synthesize a median texture; select teeth proxy frames from the target video, and transfer high-frequency teeth details from the proxy into the teeth region of the media texture. We describe those steps in detail below.

Candidate frame selection: Given a generated mouth shape, we seek a set of best matching frames from the target video. Candidate frames are selected as follows: we run a landmark detector [188] on the target video, estimate 3D pose, and frontalize every frame using a 3D model of Obama (Figure 5.3). We compute the 3D face model using [157], and augment it with rough approximations of chin and background shape. We found that the latter step significantly improved frontalization results. The 3D face model is extended to include the chin by assuming a planar background and solving for a smooth surface that
Figure 5.3: We augment an Obama model (a) reconstructed from [Suwajanakorn et al. 2014] with a simple, near-planar background. This extension is used for frontalizing the chin and neck in addition to the face region.

connects the face to the background. Specifically, we minimize the surface’s second partial derivatives: suppose the initial surface parametrized on a 2D depth map \( f(x, y) : \Omega \to \mathbb{R} \) is only given on the face region \( \Omega' \subset \Omega \). We solve for a new \( f^* \) on the entire domain \( \Omega \) by:

\[
\min_{f^*} \int_{\Omega} \left( \frac{\partial^2 f^*}{\partial x^2} \right)^2 + \left( \frac{\partial^2 f^*}{\partial y^2} \right)^2 \, dx \, dy
\]

subject to \( f^*|_{\Omega'} = f|_{\Omega'} \) and \( \nabla f^*|_{\partial \Omega} = 0 \)

where \( \partial \Omega \) denotes the boundary of \( \Omega \). The objective and constraints are turned into a linear least squares problem (with soft constraints) on a discrete pixel grid by finite differences. The extended 3D model is shown in Figure 5.3b. Next, we estimate drift-free 3D pose for each frame using [157], place the model onto each frame, and back project the head to the frontal view. Even though this extended geometry is inaccurate away from the face area, it suffices as a frontal-warping proxy since the final synthesized texture will be warped back to the original pose using the same geometry.

Texture is synthesized in an area defined by a manually drawn mask that includes the
lower face and neck areas in frontal pose. The mask is drawn only once. Additionally, since
in some poses the neck is occluded, we automatically mask out the clothing in every video
frame (by means of simple thresholding in HSV space; the same threshold is used in all
results) and in-paint the masked region using [162], and the OpenCV [31] implementation.

Once all frames are frontalized and pose is computed, $n$ frames that have the smallest $L^2$
distance between frame’s mouth shape and target mouth shape are selected.

Weighted median texture synthesis: Given a set of frontal mouth candidate images
$\{I_1, \ldots, I_n\}$ with associated mouth shapes $S_1, \ldots, S_n$ where $S_i \in \mathbb{R}^{2 \times 18}$ and a target mouth
shape $S_{\text{target}}$, we first compute the weighted median per pixel $(u, v)$:

$$\text{median}(u, v) = c \sum_{i=1}^{n} w_i |I_i(u, v) - c|$$

subject to $\exists k, c = I_k(u, v)$ \hspace{1cm} (5.10)

This is computed independently for each of the R,G,B channels. $c$ is the output pixel intensity
and $w_i$ represents how similar $S_i$ is to $S_{\text{target}}$ and is computed by:

$$w_i = e^{-\frac{\|S_i - S_{\text{target}}\|^2}{2\sigma^2}}$$

Choosing the right $\sigma$ is critical. Small $\sigma$ will create a peak distribution on a few images
which can cause temporal flickering, similar to taking a single original frame, and large $\sigma$
can produce a blurry result. Moreover, the optimal $\sigma$ for one target shape can be suboptimal
for another target shape depending on the number of good candidates, i.e., ones with small
$\|S_i - S_{\text{target}}\|$. Because the optimal $\sigma$ is tied to the number of good candidates, we adaptively
select $\sigma$ such that the weight contribution of $n$ candidates is $\alpha$-fraction of the weight of all
available frames. In other words, we solve for $\sigma$ for each target shape such that

$$\sum_{i=1}^{n} w_i(\sigma) = \alpha \sum_{i=1}^{N} w_i(\sigma)$$

(5.12)
Figure 5.4: a) shows the visual quality with respect to the number of candidates (n). Even though averaging (through median) lower numbers produce sharper results, they are not temporally smooth when used in an animation. On the other hand, our final result shown in b) both minimizes blur and is temporally smooth.

where $N$ is the total number of video frames. This can be efficiently solved with a binary search on $\sigma$. We fix $\alpha$ to 0.9 and tune $n$ for the best balance between the visual quality and temporal smoothness (Figure 5.4). Once $n$ is selected, only $\sigma$ will vary for each output frame. With all $w_i$ computed, Equation 5.9 is solved efficiently by sorting pixel intensities and picking the intensity situated at the half of the total weight.

**Teeth Proxy:** Synthesizing realistic teeth is surprisingly challenging. The teeth must appear rigid, sharp, pose aligned, lit correctly, and properly occluded by the lip. Our evaluation of prior methods (see Section 5.1 and submission video) all exhibited problems in one or more of these aspects. In particular, AAM-like models yielded blurry results, while teeth proxy approaches produced compositing artifacts.

We achieved our best results with a new, hybrid technique that combines low-frequencies from the weighted median texture, and high frequency detail from a teeth proxy image. This idea of combining frequencies from different sources is based on [127]. The key insight is that the median texture provides a good (but blurry) mask for the teeth region, whereas the teeth proxy does a good job of capturing sharp details. Hence, we apply the high frequencies
of the teeth proxy only in the (automatically detected) teeth region of the median image.

The teeth proxy reference frame is manually chosen to be one of the target frames where teeth are frontal-facing and highly visible. We need one proxy for the upper and another for the lower set of teeth; these two proxies may be chosen from different frames. This is a step in approach that is manual, and must be repeated for each target sequence.

The teeth region in the median texture, to which we will transfer proxy details, is detected by applying a threshold (low-saturation, high-value) in HSV space within the mouth region given by the landmarks.

Given a teeth proxy reference frame $T$ whose pixel values are converted to be within $[0, 1]^3$, we apply a high-pass filter to $T$:

$$H_{\sigma,s}(T) = (T - G_{\sigma} * T) \times s + 0.5$$

(5.13)

where $G_{\sigma}$ is a Gaussian kernel with standard deviation $\sigma$, $*$ is the convolution operator, and $s$ is the adjustable strength. We also truncate the value of $H(T)$ to be within $[0, 1]$. Then given a median texture $I$, we compute the final texture $I'$ for pixel $(u, v)$ in the mouth region as:

$$I'(u, v) = \begin{cases} 
2I(u, v)H(u, v) & \text{if } H(u, v) < 0.5 \\
1 - 2(1 - I(u, v))(1 - H(u, v)) & \text{otherwise}
\end{cases}$$

(5.14)

Additionally, we enhance $I$ with multiple $H_{\sigma,s}$ of different $\sigma$'s to handle various frequency scales. This high-frequency addition, however, only works for the upper teeth, since they are stationary with respect to the face. For the lower teeth, we shift $H(u, v) \leftarrow H(u+\Delta u, v+\Delta v)$ by $\Delta u, \Delta v$ which represent the jaw difference between $I$ and $T$ estimated from the lower lip landmarks. Without accurate landmarks, this can cause flickering. So, instead of using the landmark output from our network or running a landmark detection on $I$ which can be noisy, we compute a weighted average of the lip landmarks of all image candidates using the weights
Figure 5.5: The effects of proxy-based teeth enhancement. a) shows the weighted median texture computed in Section 5.3.2. b) is after applying proxy-based teeth enhancement in Section 5.3.2. c) is after an additional high-pass filter. d) shows the result of a high-pass filter on the median texture, without the teeth proxy.

from Equation 5.11 to obtain an accurate, temporally smooth jaw location. The enhanced teeth texture after an additional spatial sharpening (unsharp masking) is illustrated in Figure 5.5.

5.3.3 Video Re-timing for Natural Head Motion

We assume the availability of a target video, into which our synthesized mouth region will be composited. Any of Obama’s weekly presidential address videos work well as targets, for example. Since the speech in the target video is different from the source (input) speech, a naive composite can appear awkward. In particular, we’ve observed that it’s important to align audio and visual pauses; if Obama pauses his speech, but his head or eyebrows keeps moving, it looks unnatural. To solve this problem, we use dynamic programming to re-time the target video. We look for the optimal monotonic mapping between \( N \) synthesized mouth animation frames and \( M \) target video frames such that:
it prefers more motion during utterance and minimal motion during silence

any target video frame may be repeated at most once but never skipped. This limits slow downs to at most 50% and the video cannot be sped up; otherwise a noticeable jump or freeze can occur.

it prefers sections of the target video where slowing down would be least noticeable, i.e., not during blinking or quick expression changes.

Note that this technique is loosely related to “Video Textures” [146] which aims to generate a new sequence from small sections of an input video clip by minimizing noticeable discontinuities. In our task, we wish to avoid repeated head motion or motion loops, and we can directly use the target sequence, although re-timed, to avoid any visual discontinuities.

To formulate the dynamic programming objective, we first compute the motion speed for each frame $j$ in the source video, denoted by $V(j)$, using the first derivative of the facial landmark positions as well as a binary flag indicating a blink, denoted by $B(j)$, by applying a threshold on the size of the eye landmarks. Then we assign $V(j) \leftarrow V(j) + \alpha_B B(j)$ where $\alpha_B$ is a balancing weight. For the source speech, we compute a binary flag, denoted by $A(i)$, indicating non-silence by applying a threshold on the audio volume. These binary flag sequences typically contain salt and pepper noise (random 0’s or 1’s), which we filter out by applying dilation followed by erosion with the same kernel size to remove small gaps of 0’s. We additionally filter out very short consecutive sequences of 0’s or 1’s by a second
threshold. The recurrence relation is defined as follows:

\[ F(i, j, 0) = \min(F(i - 1, j - 1, 0), F(i - 1, j - 1, 1)) + G(i, j) \] (5.15)

\[ F(i, j, 1) = F(i - 1, j, 0) - \alpha_s V(j) + G(i, j) \] (5.16)

\[ G(i, j) = \begin{cases} 
  V(j) & \text{if } A(i) = 0 \\
  0 & \text{otherwise}
\end{cases} \] (5.17)

\[ + \begin{cases} 
  \alpha_u V(j) & \text{if } A(i - 2) = 1 \text{ and } A(i - 3) = 0 \\
  0 & \text{otherwise}
\end{cases} \] (5.18)

where \( F(i, j, k) \) stores the score when the \( i^{th} \) mouth shape frame is matched with the \( j^{th} \) video frame and \( k \) is the number of times this mouth frame has been repeated. \( \alpha_s \) and \( \alpha_u \) are free parameters associated with penalizing large motion during silence and small motion during utterance, respectively. We initialize the base cases as follows:

\[ F(0, j, 0) = \begin{cases} 
  V(j) & \text{if } A(i) = 0 \\
  0 & \text{otherwise}
\end{cases} \] (5.19)

\[ F(i, 0, 0) = \begin{cases} 
  \infty & \text{if } i > 0 \\
  0 & \text{otherwise}
\end{cases} \] (5.20)

\[ F(i, j, 1) = \infty \text{ if } i = 0 \text{ or } j = 0 \] (5.21)

The optimal score is \( \min_j \{ \min(F(N - 1, j, 0), F(N - 1, j, 1)) \} \) and the optimal mapping is found by back-tracing the minimal path through the 3-dimensional \( F \) array with an overall \( O(MN) \) time complexity. We set \( \alpha_B = 1 \) and \( \alpha_s = \alpha_u = 2 \) in our implementation. Finally, to avoid having a completely static motion for the final composite when a frame is repeated, we warp the repeated frame halfway between the previous and next frame. Specifically, suppose
frame $i$ is a copy of frame $i - 1$, we compute optical flows $F_{(i-1)\rightarrow(i+1)}$ and $F_{(i+1)\rightarrow(i-1)}$, and define the final frame $i$ as the average of frame $i - 1$ warped by $0.5F_{(i-1)\rightarrow(i+1)}$ and frame $i + 1$ warped by $0.5F_{(i+1)\rightarrow(i-1)}$.

5.3.4 Composite into Target Video

Compositing into the target video is the final step of our algorithm. By this point, we have created a lower face texture for each mouth shape corresponding to the source audio. We have also re-timed the target video to naturally fit silence or talking moments in the source audio. The key part of the composition step is to create a natural, artifact-free chin motion and jawline blending of the lower face texture into the target head. Figure 5.6 illustrates how blending may look if jawlines are not explicitly corrected. The artifacts are especially visible when watching a video. Therefore, we created a jaw correction approach that operates per frame.

**Jaw correction:** The algorithm is illustrated in Figure 5.7. Optical flow (d) is computed between the lower face texture frame (b) and target video frame (a). Next, an alpha map is created based on fiducials to focus only on the area of the jawline (e). The flow is masked
Figure 5.7: To prepare the mouth texture so that the final jawline appears seamless in Figure 5.6, we first compute optical flow between a target video frame (a) and our mouth texture (b). This resulting flow (d) is masked by (e) to produce (f) which is used to warp our mouth texture and produce the final texture in (c).

by the alpha map and then used to warp the lower face texture to fit the target frame.

**Final compositing:** Figure 5.8 illustrates the final masking and blending steps. The blending is done using Laplacian pyramids [39] in a layer based fashion. There are four layers that are blended in the following order from front to back: 1) Lower face texture (excluding the neck), 2) torso (shirt and jacket), 3) Neck, and 4) the rest. Parts 1 and 3 come from the synthesized texture, while parts 2 and 4 come from the target frame. The neck mask is the region under the chin in our synthesized mouth texture and the mouth mask is the region above. The chin is determined by splining face contour landmarks estimated from DLIB library [101]. In some target videos where the background is easy to segment, e.g. when it is a solid black, we create an additional mask for the background (via a color detector) and add it to the shirt mask to have the second layer include both the shirt and background. Although this is optional, it helps prevent the artifact shown in Figure 5.14c. The final texture is rendered back to the target frame pose using the 3D shape estimated in
Figure 5.8: The final composite is produced by pyramid blending of the following layers from back to front: a) the target frame, b) the neck region under the chin in the mouth texture, c) Obama’s shirt from the target frame, d) the mouth.
the synthesis part (Section 5.3.2).

5.4 Experiments

In this section, we describe implementation details, evaluations, comparisons to prior work, limitations, and applications.

**Running times and hardware:** We report the following runtime based on NVIDIA TitanX for RNN inference, and Intel Core i7-5820K for other computations. For a source audio of 66 seconds in length, on a single CPU core, it took 45 minutes in total to produce a 30fps output video. The breakdown is as follows: 5 seconds to run RNN inference and generate 1980 mouth shapes (30fps for 66 seconds); mouth texture synthesis took 0.1s per frame (3.3 minutes total); and the final composite including chin correction, masking, and rendering took 0.35s per frame (11.5 minutes total). The retiming dynamic programming solution took 0.2s for the entire sequence, with an additional 4s per repeated frame for optical flow interpolation [114]. In practice, we parallelized most computations on a 24-core CPU and reduced the runtime from 45 to 3 minutes total (0.1s per frame).

5.4.1 LSTM Architecture and Data

For training we downloaded 300 weekly addresses available online spanning 2009 to 2016. Each address lasts about 3 minutes on average, resulting in total of 17 hours of video. We extracted frames at 30fps and obtained around 1.9 million video frames. We randomly split out 20% of the addresses (3 hours) for validation and used 80% (14 hours) for training.

Our network consists of 60 LSTM nodes (dimension of \(c\)) and uses a 20 step time-delay \(d\), corresponding to 200ms. We train the network with a batch size of 100 using truncated backpropagation through time with 100 time steps. We use the ADAM optimizer [102] with learning rate 0.001, implemented in TensorFlow [9]. Each dimension in the input vector is normalized by its mean and variance, but the output is unnormalized to keep the relative

\[\text{https://www.whitehouse.gov/briefing-room/weekly-address}\]
Figure 5.9: a) shows the losses at the end of the training of networks with varying time delay steps from 0 to 80 (800ms) trained with 300 unfold time steps. b) plots loss during training of our single-layer LSTM network with 20 time delay steps.

We found that augmenting the LSTM with a time delay was critical for improving validation loss and visual quality. This modification effectively increases the receptive field beyond that of the MFCC window (25ms) to at least 200ms of future audio context. Figure 5.9 shows validation losses by varying the time delay steps for our single-layer 60-node LSTM network. Without the time delay, both the training and validation losses are high and the visual lip-sync quality is poor. Table 5.1 shows validations losses for varying time delays as well as the number of LSTM nodes. We found that for our architecture, the time delay of 200ms gives consistently lower validation losses across different numbers of LSTM nodes. Performance decreases beyond 200ms, likely due to the need to propagate information further across time.

Other network architectures are evaluated in Table 5.2 by keeping the time delay at 200ms and varying the number of stacked layers, LSTM nodes, and the dropout probability of the standard RNN regularization [192].
<table>
<thead>
<tr>
<th>Time Delay:</th>
<th>50ms</th>
<th>100ms</th>
<th>200ms</th>
<th>400ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1-30</td>
<td>5.824</td>
<td>4.946</td>
<td>4.572</td>
<td>5.147</td>
</tr>
<tr>
<td>L1-60</td>
<td>5.782</td>
<td>4.877</td>
<td>4.400</td>
<td>5.089</td>
</tr>
<tr>
<td>L1-90</td>
<td>5.726</td>
<td>4.841</td>
<td>4.391</td>
<td>5.009</td>
</tr>
<tr>
<td>L1-120</td>
<td>5.732</td>
<td>4.946</td>
<td>4.572</td>
<td>5.147</td>
</tr>
</tbody>
</table>

Table 5.1: Validation losses for single-layer (L1) networks with varying (30, 60, 90, and 120) LSTM nodes and time delays.

<table>
<thead>
<tr>
<th>Dropout probability:</th>
<th>0</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2-30</td>
<td>4.449</td>
<td>4.587</td>
<td>4.881</td>
<td>5.252</td>
</tr>
<tr>
<td>L2-60</td>
<td>4.389</td>
<td>4.420</td>
<td>4.621</td>
<td>4.923</td>
</tr>
<tr>
<td>L2-90</td>
<td>4.403</td>
<td>4.347</td>
<td>4.498</td>
<td>4.754</td>
</tr>
<tr>
<td>L3-30</td>
<td>4.409</td>
<td>4.548</td>
<td>4.850</td>
<td>5.237</td>
</tr>
<tr>
<td>L3-60</td>
<td>4.402</td>
<td>4.386</td>
<td>4.585</td>
<td>4.881</td>
</tr>
<tr>
<td>L3-90</td>
<td>4.439</td>
<td>4.310</td>
<td>4.487</td>
<td>4.718</td>
</tr>
</tbody>
</table>

Table 5.2: Validation losses for two (L2) and three (L3) layers networks with various LSTM nodes and dropout probability.

Additionally, we explored other regularization techniques, e.g. variational RNN dropout [67] on a few configurations but did not find a major improvement. These validation losses have high variance and do not necessarily translate to better visual lip-sync quality after reaching a certain value. One reason is that we do not have ground-truth mouth landmarks and instead rely on landmark estimates from imperfect algorithms. While we filtered out clear failure cases such as when the mouth shape is irregular or not detected, other error cases remain in both the training and validation sets. As such, zero loss does not equate to perfect visual results. We believe recently developed techniques such as recurrent batch normalization can further improve the loss, but larger accuracy gains may require improving the landmark data. For our purpose, we opt for the simplest network (L1-60, with 200ms delay) that achieves a similar loss and empirically similar visual quality to the more complex models.
Finally, we evaluated the effect of varying the amount of training data on the quality of the output video. We trained our network with: 0.35% of the data (3 minutes total), 10% (1 hour total), 50% (7 hours), and the full test dataset (14 hours). The supplementary video shows how quality improves with more training data. In particular, with more training data, lip-sync quality improves significantly and mouth jitter is reduced. There is significant improvement at each step, even from 7 hours to 14, indicating that having a large amount of training data is critical.

5.4.2 Lower Face Synthesis Evaluation

Figure 5.10 shows comparison of our synthesis algorithm to the classic AAM approach \[52\] that is prevalent in visual speech synthesis, and to a recent detail-enhancing Laplacian pyramid technique \[158\]. We observe that both AAM and \[158\] show significant blurriness. The blurriness appears due to use of data captured in uncontrolled and uncalibrated conditions, i.e., faces can be non-frontal, under different lighting, etc. The results in the figure are computed using the same set of frontalized face images as used in our algorithm, and even if lighting-invariant optical flow (i.e., collection flow \[96\] is performed as in \[158\]), the resulted synthesis is blurry in the teeth area due to fine misalignment across photos.

Figure 5.10 also compares weighted mean, median and mode, for generating facial texture from the same set of image candidates. Mean produces the blurriest result among all three, and mode appears noisy even when the sparse sampling (i.e., low number of candidates) is handled by using larger frequency bins or counting by merging nearby points in color space. This behavior can also be understood in an optimization framework where mean, median, and mode correspond to a minimization with \(L^2, L^1, L^0\) norms, respectively. In the case of mode, the summation of the quasi-convex \(L^0\) has multiple minima and is sensitive to image noise and misalignment, whereas \(L^2\) produces an over-smooth average. Median strikes a good balance between these two, which we’ve seen in practice translates to better edge-preserving properties than mean and is less noisy than mode.

In Figure 5.11 we compare to the recent Face2face algorithm \[165\]. We provide the same
source video (a weekly presidential address) to both methods. Note that we use only the source audio as input, whereas their technique requires the source video—i.e., they effectively have access to the ground truth mouth appearance. In addition, we provide the same target video (a different weekly presidential address) to both methods. The Face2face were produced by the authors running their original system on our videos. The differences between the two methods are best viewed in the supplementary video. Some observations: our method tends to produce more realistic and Obama-like lip and head motion. Additionally, our method captures time-varying wrinkles and creases around the mouth whereas Face2face’s texture for the surrounding skin appears more static. The teeth produced by Face2face sometimes appear non-rigid with occasional ghosting artifacts, whereas teeth produced by our method appear rigid and temporally smoother. The differences perhaps expected, since our system is trained on many videos of Obama and tuned to produce high quality realistic results while...
Figure 5.11: Comparison to Face2face [165] for four different utterances in the same speech using the same source video. Note that [165] requires the video of the input speech to drive the animation and focuses on the real-time puppetry application whereas ours aims to synthesize a visual speech given only a recorded audio of Obama. Notice how our method can synthesize more realistic mouths with natural creases around the mouth. The differences between the two approaches are best viewed in the supplementary video.

Face2face is aimed at a real-time puppetry scenario that uses only two videos (source and target).

In addition to the above comparisons, we compiled a 4 minute video showing related face animation results of the last 20 years. The end of our supplementary video includes this compilation, as a helpful visual reference for our work.

5.4.3 Target Video Re-timing Evaluation

In the supplementary video (Video D) we show results generated with and without re-timing (Section 5.3.3). Since our dynamic programming approach also solves for the best
starting frame of the target video, for comparison we start both target videos at this same frame. Without retiming, there are occasional head motion and expression changes during vocal pauses which appears unnatural, as indicated by the red arrow. We also evaluate consistency of the re-timing approach across different target videos (Video E in sup. video), by generating output videos with four different targets. Most of the time, all four results start moving when Obama starts a new sentence and stop during long pauses. Occasionally, Obama moves slightly during small pauses, but fast motion during pauses is avoided.

5.4.4 Results & Applications

All of the result figures and supplementary videos are generated from input speeches that are not in the training or validation sets. In Figure 5.12, we run on the audio of Obama weekly address “Standing with Orlando” from YouTube with ID nIxM8rL5GVE and use four different target videos also from weekly addresses (E3gfMumXClj, 3vPdtajOJfw, 25GOnaY8ZCY, k4OZOTa3lk). Fully generated videos for each of the targets are presented in supplementary Video E. Our results are realistic with convincing, natural head motion. When compared to prior techniques (Video I), our mouth texture looks sharper than those that rely on AAM and more temporally smooth than those that use frames from original footage. The upper teeth look sharp and realistic. We do note that the lower teeth and tongue appear blurrier and less plausible when compared to the ground-truth footage, e.g., in Video A. In Figure 5.13 and Video F, we compare our synthesized textures to the original video of the input speech. Our results show good agreement in terms of the mouth shapes, timing, and overall mouth animation.

To evaluate generalization to other types of input speech not from the weekly addresses on which we trained, we ran our system on the audio of Obama’s interview with Steve Harvey (qMlLjFPCO4M), 60 Minutes (F8MxP9adPOS), and the View (Hdn1iX1a528). Our method can handle casual speech and generates plausible mouth animation even during a

---

3YouTube video can be accessed by [https://www.youtube.com/watch?v=ID](https://www.youtube.com/watch?v=ID) given video ID.
mumble or hesitation. We also test on the voice of a quarter century younger Obama from 1990 (7XGi3FGVmA0) and on a voice impressionist (vSAA5GH6OFg). The lipsync quality still looks reasonable although it degrades somewhat as the voice deviates from our training audio.

One useful application of our method is speech summarization, inspired by [25]. I.e., given a long address speech, create a short summary version by manually selecting the desired sections from transcribed text. Our method can then be used to generate a seamless video for the summarized speech shown in Video G. While our result looks similar to [25] for this particular example, an advantage of our system is that we can produce visually seamless cuts even when the head position, lighting, or background has changed between concatenated source footage clips.

5.4.5 Failure Cases & Limitations

Below are some limitations of our method.

3D geometry errors: During the final composite, our mouth texture is composited over a target frame that may have a different mouth shape and chin location. Usually, our optical flow approach successfully aligns the two chins, but occasionally fails, e.g., when the chin occludes part of his shirt, and produces a double chin artifact shown in Figure 5.14a. Addressing this problem requires properly modeling the occluded shirt regions. Similarly, when the target pose is non-frontal, imperfect 3D face geometry can cause the mouth texture to be composited outside the face and onto the background (Figure 5.14b). Even though our method can cope with the reasonable range of head poses presented in the weekly address-style speech, our imperfect head geometry model prevents us from rendering onto a target video with extreme poses such as profiles.

Target video length: Our face texture synthesis approach relies on a full set of mouth shapes being available in the target video, enough to span the mouth shapes needed for the source audio. This restriction may limit the types and length of target video we can use.

Emotion modeling: Our method does not explicitly model emotions or predict the
sentiment of the input speech. Thus Obama’s facial expressions in the final output video can appear too serious for a casual speech, or too happy for a serious speech. Some people feel, for example, that our synthesized rendition of Obama’s Standing with Orlando speech at the beginning of the supplementary video looks too upbeat.

**Tongue modeling:** Our mouth texture synthesis assumes that the mouth texture can be fully determined by positions of lip fiducials. This may not be entirely true for some sounds such as ‘th’ that require the use of the tongue, which may be hard to distinguish based purely on lip fiducials.

### 5.5 Discussion

We show that by training on a large amount of video of the same person, and designing algorithms with the goal of photorealism in mind, we can create believable video from audio with convincing lipsync. This work opens up a number of interesting future directions, some of which we describe below.

Our pipeline includes one manual step that the user must perform for each target video: selecting and masking a teeth proxy. We believe this step could be automated by training a teeth detector (looking for a large, clear white teeth image)

Our method relies on MFCC audio features, which are not designed specifically for visual synthesis. This suggests that an even more end-to-end network may be able to achieve even better quality by going directly from raw audio waveforms to mouth shapes or textures. For example, [170] achieves better performance in natural audio generation by replacing MFCC and RNN with dilated convolution. It would be interesting to see how such a network could be applied to our audiovisual synthesis task. Similarly, it would be interesting to see if the network could learn to predict emotional state from audio to produce corresponding visuals (e.g., happy, sad, angry speech, etc.).

Training our system on another person, such as a non-celebrity, can be quite challenging due to the difficulty of obtaining hours of training data. However, the association between mouth shapes and utterances may be, to some extent, speaker-independent. Perhaps a
network trained on Obama could be retrained for another person with much less additional training data. Or perhaps a single universal network could be trained from videos of many different people, and then conditioned on individual speakers, e.g., by giving it a small video sample of the new person, to produce accurate mouth shapes for that person.

While we synthesize only the region around the mouth and borrow the rest of Obama from a target video, a more flexible system would synthesize more of Obama’s face and body, and perhaps the background as well. Such a system could enable generating arbitrary length sequences, with much more control of how he moves and acts.
Figure 5.12: Results for the same input speech using four different target videos. Results along each column are generated from the same utterance.
Figure 5.13: Comparison of our mouth shapes to the ground-truth footage of the input audio (note good agreement—more results in supplemental video). a) is an interview from “60 minutes,” and b) is a weekly address on health care.
Figure 5.14: a) shows a double chin artifact. This happens when the chin of the target video is lower than our synthesized chin and occludes part of the shirt. b) shows a mouth texture bleeding onto the background.
Chapter 6

CONCLUSION

This thesis has presented methods for persona reconstruction from large unconstrained data of a single person with the goal of recreating a digital avatar that looks and acts like the person. The specific aspects of persona modelled in this thesis are facial shapes and appearances, motion and expressions, the aging process, and the lip synchronization and visual speech synthesis from audio. Below, I summarize each contribution.

• **Reconstruction of Time-Varying Facial Geometry.** I present an approach that takes a single photo or video of a person’s face and reconstructs a highly detailed 3D model for each photo or video frame. The approach targets videos and photos taken under uncontrolled and uncalibrated imaging conditions, such as YouTube videos of celebrities. At the heart of this work is a new dense 3D flow estimation method, coupled with shape from shading. Unlike prior work, we do not assume the availability of a blend shape model, nor require the person to participate in a training/capturing process. Instead we leverage the large amounts of photos that are available in personal or Internet photo collections and demonstrate results for a variety of video sequences that include different lighting conditions, head poses, and facial expressions.

• **Synthesizing Expression-Dependent Textures.** I present a technique to synthesize facial textures for reconstructed geometry that are 1) sharp and detailed, 2) expression-dependent, and 3) consistent in the overall color by using a novel combination of a pixel-level dense alignment and frequency-based blending technique. Together with the time-varying geometric reconstruction, this technique represents the first system capable of building a complete, dynamic, textured model automatically from large
photo collections. Such a model can be rendered with any expression from any viewing angle with realistic appearance changes such as creases and wrinkles.

- **Facial Puppetry.** I propose a technique to realistically drive or puppeteer a reconstructed model of person A using any other video of a different actor B. Based on an illumination subspace matching technique, my algorithm finds vertex-pixel correspondence between the puppet model and the driving input video, to transfer expressions from an actor to a puppet while preserving the puppets appearance. This ability to reconstruct and drive a puppet of anyone given only their photo collections opens up many applications such as creating personal CG characters for movies and video games and driving the facial motion of an animated character in Virtual Reality applications. I have demonstrated convincing results on a large variety of celebrities derived from Internet imagery and video.

- **Age Progression.** I present an approach that predicts the facial changes due to aging. Specifically, the method takes a single photograph of a child as input and automatically produces a series of age-progressed outputs between 1 and 80 years of age, accounting for pose, expression, and illumination. Leveraging thousands of photos of children and adults at many ages from the Internet, I first show how to compute average image subspaces that are pixel-to-pixel aligned and model variable lighting. Key contributions include a new state-of-the-art for the most difficult aging case of babies to adults, relightable age subspaces, a novel technique for subspace-to-subspace alignment, and the most extensive evaluation of age progression techniques in the literature.

- **Visual Speech Synthesis.** I present a technique to synthesize a realistic high-quality video of a person speaking from input audio with accurate lip sync, demonstrated with a case study on President Barack Obama. Unlike prior work which requires a speech database consisting of video recordings of many subjects speaking predetermined sen-
tences, my solution solves the video speech problem by requiring only existing video footage of a single person. In particular, it combines computer graphics techniques and an LSTM-based recurrent neural network trained on 17-hour of Barack Obama’s footage to synthesize a high-quality mouth video of him speaking. Our approach generates compelling and photorealistic videos that could enable a wide range of applications such as lip-reading for hearing-impaired people and video bandwidth reduction.

6.1 Future Work

In this section, I present some open problems and possible solutions to help improve performance or relax some of the assumptions in our proposed methods. Several interesting future directions toward the goal of recreating a digital human are also discussed.

6.1.1 Bas-Relief Ambiguity

One source of inaccuracy in our reconstructed shape in Chapter 2 comes from the bas-relief ambiguity [22], which is defined as the shape ambiguity of a reconstructed Lambertian object when the light directions are unknown. This is caused by the fact that we can render a transformed object to look identical to the original object from one viewpoint by simultaneously transforming the light directions and shape with the generalized bas-relief transformation $f'(x, y) = \lambda f(x, y) + ux + vy$ of a surface $f(x, y)$. However, this ambiguity can be resolved if multiple views of an object are seen. For faces, two of the three bas-relief parameters $(\lambda, v)$ can be resolved by matching the model to a profile view. To completely resolve the ambiguity, one way is to reconstruct a sparse shape that includes highly distinctive and static features such as eye corners and ears using structure-from-motion algorithms and use the resulting shape to solve for the ambiguity parameters.

6.1.2 Head Reconstruction

Our proposed techniques focus on the reconstruction of faces and cannot render a complete head model from an arbitrary angle (In Chapter 5, we render a full video using a video
composite technique not with a full 3D model). Some digital human applications require a complete head model including hair and possibly the upper body. Recently, [110] proposes a head modeling technique from Internet photos based on combining shapes reconstructed using photometric stereo from multiple views. However, it cannot infer unseen regions like the top of the head and treats hair as a rigid part of the head geometry. Another promising technique in [45] generates a dynamic 3D avatar with a complete head and hair as well as fine scale details in real time, but it requires controlled captures of a user with predefined poses and expressions as input. Similarly, [87] can generate a fully rigged, personalized 3D facial avatars with a complete head from hand-held video input.

It would be interesting to combine the strengths of these techniques and still operate on unconstrained data. For example, to extend [110] and infer unseen regions, perhaps blendshapes could be used as a shape prior. Alternatively, a technique based on implicit volumetric shape prior such as Wulff shape [118] could be used to recover details that are usually lost using low-rank blendshape models and produce a useful segmentation of head into semantic parts such as skin, hair, and eyebrows.

6.1.3 Learning High Resolution Textures

The resolution of our synthesized texture directly depends on the resolutions of the collection of input photos. Can we synthesize a higher resolution texture with realistic and compelling details for any expression by relying on a smaller number of high-resolution photos or a large database of high-resolution face photos of other people? A new data-driven approach by [141] introduces an inference method that can generate high-resolution textures with details from a single unconstrained image. The method works by combining low-frequency albedo from the input image and high-frequency details inferred from a database of high-resolution face images. One open problem is how to create a single consistent set of high resolution textures of a person corresponding to various expressions with the ability to animate or interpolate between them. This ability is crucial in facial puppetry and digital human applications.

A key challenge is that high-frequency details produced independently for each expres-
sion can appear different at mesoscopic scale (e.g., freckles, pores) and cause flickering due to misalignment. Matching details across different textures for interpolation is extremely challenging even with state-of-the-art optical flow algorithms. Possible directions include incorporating low-frequency facial motion, e.g. obtained through optical flow, to guide the reconstruction of details through an interpolated correlation matrix (see 139) or exploring a novel way to encode spatial information into the network architecture to facilitate motion interpolation.

6.1.4 Teeth & Tongue Modeling

An accurate rendering of teeth and tongue is crucial for compelling lip sync. Even though the current teeth proxy method performs well for the upper teeth which are stationary with respect to the head, it produces blurry results for the lower teeth which are in frequent motion. Our mouth texture synthesis approach also assumes that the mouth texture can be fully determined by positions of lip fiducials. This assumption may not be entirely true for some sounds such as ‘th’ that require the use of the tongue, which may be hard to distinguish based purely on lip fiducials. A possible solution is to also regress the position of the tongue in the recurrent neural network that produces the mouth shape. Alternatively, a joint representation of shape and appearance that does not suffer from a detail loss like AAM 52 does, is needed to preserve high resolution details in the output video. A new method for full 3D teeth reconstruction from a sparse set of photos has shown promising results 182 and could be incorporated in the rendering pipeline.

6.1.5 Learning the Space of Facial Shape & Appearance

With the accurate pose and shape estimation techniques introduced in Chapter 2, we can register and warp an entire personal photo collection to a frontal view (or some other canonical views) using the reconstructed 3D model. Then by applying principle component analysis to the set of aligned photos, we can explore interesting modes of appearances. For example, Figure 6.2 shows the 6th and 9th principle components of Tom Hanks photos which capture
Figure 6.1: The first row shows the effect of adding $-2\sigma, -1\sigma, 0, 1\sigma, 2\sigma$ of 6th principle component vector to the average face where $\sigma$ is the 6th singular value. The second row is generated similarly using the 9th principle component. The first row shows the aging effect while the second row shows an expression change.

A limitation of PCA, however, is its reliance on the linear assumption. PCA may only factor out modes that are well represented linearly, but fails to discover other semantically meaningful modes that are non-linear. An interesting topic to explore is how to better model the shape and appearance spaces. Can we discover interesting and semantically meaningful modes using other means such as clustering algorithms or locally linear embedding? Another promising solution may lie in unsupervised learning techniques such as Generative Adversarial Networks [74] or Variational Auto-Encoder [103] whose goal is to learn compact, disengangled representation in an unsupervised manner.
Figure 6.2: Each pair shows the effect of adding the first through sixth principle components to the mean shape of George W. Bush.

6.1.6 Age progression

In Chapter 4 I introduced a technique that generates a plausible age-progressed photo of a child. Age progression, however, is not a deterministic process and there could be many physically plausible outcomes. Instead of restricting the prediction to one single output, an interesting direction would be to predict a distribution of possible outcomes, e.g., through a mixture model. Furthermore, we can try to learn not just the average transformation between a pair of age groups but a transformation conditioned on the input image to account for identity. Traditionally, learning such a transformation would require a database of people that span many years for each person. The training photos gathered from the Internet in Chapter 4, however, are “unpaired” meaning that each individual may only appear once in
their age group.

Fortunately, this kind of unsupervised training set without input-output pairs fits into a recently developed framework of cycle-consistent adversarial networks [196]. [196] introduces additional cycle consistency losses in generative adversarial networks [74] which allows a transformation of an image in one class to another without explicit training pairs. Such a transformation may also handle other regions beside the face such as the hair automatically. Combining this with a mixture density network [26] to predict a set of plausible age-progressed outcomes could be a promising direction.

6.1.7 End-to-end Lip Sync Generation

Our visual speech synthesis method in Chapter 5 relies on MFCC audio features, which are not designed specifically for visual synthesis. This suggests that an even more end-to-end network may be able to achieve even better quality by going directly from raw audio waveforms to mouth shapes or textures. For example, WaveNet [170] achieves better performance in natural audio generation by replacing MFCC and RNN with dilated convolution. It would be interesting to see if such a network could be applied to our audiovisual synthesis task and if it could learn to predict emotional state from raw audio to produce corresponding visuals (e.g., happy, sad, angry speech, etc.). Speech animation work that incorporate emotions have been proposed [46, 163], although extending these techniques to unstructured imagery remains an open problem.

6.1.8 Generalizing Lip Sync from Audio

Training the visual speech synthesis system on another person, such as a non-celebrity, can be quite challenging due to the difficulty of obtaining hours of training data. Prior speech systems designed to generalize to multiple speakers relied on phonemes as an intermediate representation [34, 60, 144, 119, 142, 64, 186]. However, automatic phoneme labeling tends to be error-prone and requires a manually labelled dataset for every new language. Interestingly, the association between mouth shapes and utterances is, to some extent, speaker-
independent. One example is the sound “O” where universally everyone has to open the mouth. Perhaps a network trained on Obama could be retrained for another person with much less additional training data. Going a step further, it would be interesting to explore a single universal network that could be trained on videos of many different people, and then conditioned on individual speakers, e.g., by giving it a small video sample of the new person, to produce accurate mouth shapes for that person.

6.1.9 Modeling Interactions

One very exciting future challenge of persona reconstruction is interaction. How can we make the model talk and respond in a way that resembles the person? What should the model say when being asked a question? Solving this would require a novel integration of a natural language processing system that analyzes and conducts a conversation, a text-to-speech system that turns the text response from the NLP system into a personalized voice, and a computer graphics system that renders a convincing animation of the model saying those words. On the computer graphics side, further research is needed to generate arbitrary length animations that correspond to any input speech of indefinite length. For example, apart from the lip sync, we also want to capture reactions such as a slight nod of someone listening to a question or how they make certain gestures as they speak. A first step could be to explore how to model basic aspects such as the head motion during a conversation, e.g., by employing an auto-regressive recurrent neural network [75] to predict the head motion from the input audio. Additionally, it would be interesting to see if the network could learn to generate an expression animation that corresponds to the content or sentiment of the input speech.
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