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Reinforcement learning refers to a class of algorithms that aim at learning a good policy in a dynamic environment. Recently, by combining deep learning with reinforcement learning, researchers have made significant breakthroughs in many artificial intelligence applications. The most notable applications are Atari games and game of Go. However, natural language applications involving deep reinforcement learning are still rare.

This thesis studies deep reinforcement learning in natural language scenarios with three contributions. First we introduce a novel architecture for reinforcement learning with deep neural networks designed to handle state and action spaces characterized by natural language. The architecture represents state and action spaces with separate embedding vectors, which are combined with an interaction function to approximate the Q-function in reinforcement learning. Second, we investigate reinforcement learning with a combinatorial, natural language action space. Novel deep reinforcement learning architectures are studied for effective modeling of the value function associated with actions comprised of interdependent sub-actions, accounting for redundancy among sub-actions. In addition, a two-stage Q-learning framework is introduced as a strategy for reducing the cost to search the combinatorial action space. Third, we augment the state representation to incorporate global context using an external unstructured knowledge source with temporal information. This approach is inspired by the observation that in a real-world decision making process, it is
usually beneficial to consider background knowledge and popular current events relevant to the current local context.

We experiment on two types of tasks, text-based games and predicting popular Reddit discussion threads. We show that all contributions help reinforcement learning in natural language scenarios. Specifically, experiments with paraphrased action descriptions on text games show that separate modeling of state and action spaces is extracting meaning rather than simply memorizing strings of text. For a combinatorial action space, our proposed model, which represents dependence between sub-actions through a bi-directional LSTM, gives the best performance for predicting popular Reddit threads across different domains. The two-stage Q-learning achieves significant performance gain compared to random sampling a subspace of the combinatorial action space. For tracking the most popular thread, incorporating external knowledge in the form of discussions about world news also leads to significant improvements with a 34% gain for discussions about topic (politics) for which world news is particularly relevant.
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Chapter 1

INTRODUCTION

1.1 Long-term decision making in natural language scenarios

Many artificial intelligence tasks involve sequential decision making and delayed rewards, such as video gaming, human-computer dialogue systems, newsfeed recommendation, and strategic financial/business planning. Reinforcement learning is a collection of algorithms for automatically learning policies to interact with an environment. The goal is to learn an optimal policy under which, the accumulated rewards will be maximized, by taking a specific action sequence (based on states given by the environment). At each time step, the agent (e.g. computer program) can automatically evaluate feasible actions and select one, and this action will affect the future states. The set of all possible actions is called the action space.

Researchers have been successfully applying reinforcement learning for various applications with a constrained action space. For previous reinforcement learning applications, actions are defined through task-specific features, or simple combinations of these features. For example, in Atari games, an action is carried out through a controller, where a joystick and a button is provided. The state is the image presented to the player. At each time step, different directions of the joystick and whether or not to push the button form a total of 18 feasible actions, and these 18 actions form the entire action space throughout the gameplay. In the game of Go, the state includes the stone color (player stone, opponent stone or empty), how many turns since a move was played, number of empty adjacent points, etc. The action is a valid move for the current player, which is no more than the total number of points on the board. In an America put option, the holder has the right to sell stock at a pre-determined strike price on any day before the expiration date. The state is the stock price, which is a continuous value, and the action is either to wait (till the next day) or to
exercise the option.

This thesis is about reinforcement learning in natural language scenarios. That is, the state and the action descriptions about the environment are in the form of natural language text. Since language is the most natural way to communicate with people, and to build an automated agent helping with human productivity, it is often desired that an agent is able to understand and execute some instructions in natural language. For example, in human-computer or human-robot dialog systems, the agent needs to understand the dialog state, which is usually the history of the conversation in the current dialog session. The state is thus large and sparse, since there are numerous ways people talk about things. The dialog manager will need to base its actions upon correct understanding of the state.

There are also situations where actions are defined through natural language. One example is text games, where sometimes a player (human or computer agent) chooses an action by clicking on a string of text (could be a phrase or a natural language sentence), and the story will be directed to different developments, with different rewards corresponding to good/bad endings. Another example is a human-computer dialog system, where the action is the response generated by the dialog manager.

Text-based actions are also involved in tracking news feeds or popular discussion threads in social media, where a computer agent intends to recommend popular commentary for a user to read. Here, the goal is for the recommendation system to identify and track written documents (e.g. news articles, comments in discussion forum threads, or scientific articles) in real time – attempting to identify hot updates before they become hot to keep the reader at the leading edge. The premise is that the user’s bandwidth is limited, and only a limited number of things can be recommended out of several possibilities. At each time step, the agent is presented with new comments associated with each tracked thread, and the agent takes an action by choosing which of the new comments to track. A subset is formed from tracked threads, and rewards can be assigned by reader popularity votes.

Actions in reinforcement learning that are defined through natural language can involve a large vocabulary. Because a piece of natural language text can have arbitrary length,
the potential action space in these problems is unbounded. Furthermore, the feasible set of actions at different time steps can vary (e.g. the number of links presented to the player, the number of new comments to be tracked). Thus, a fixed-output architecture such as that used in an Atari game cannot handle these applications.

Another challenge with natural language based actions is language understanding in context. The agent has to choose the action with the most important/relevant text, given the current state, where the importance/relevance of a text string is measured by the accumulated future rewards. For example, text games often involve language understanding of the story and pragmatic clues under each action, while tracking popular discussion threads requires the agent to pick the comments that contribute the most to the current discussion topics. In this thesis, we address these problems by developing novel architectures for deep reinforcement learning.

1.2 Experimental Tasks

Two very different tasks are explored in order to experimentally assess our contributions. The first is text based games. Recently, video games such as Atari games are widely studied using deep reinforcement learning. In natural language processing, a text game is a natural counterpart to video games in computer vision. However, the scale of text games and size of vocabulary in one game are relatively small, which motivates us to propose a second large scale task, tracking and predicting popular discussion threads. Similar to newsfeed recommendation, in this task the agent tries to pick a number of discussion threads with high popularity to the reader. Because online users respond to previous comments in real time, this dynamic setting makes reinforcement learning a natural formulation, and millions of comments make it easier to apply sophisticated neural architectures.

Text games, although simple compared to video games, still enjoy high popularity in world-wide online communities.¹ There are annual competitions² held online since 1995 and

¹http://www.intfiction.org/forum/, http://ifdb.tads.org/
²http://www.ifcomp.org/
has received hundreds of submissions so far. Text games communicate to players in the form of text display, and players understand the revealed texts and respond by typing or clicking text [1]. That is, the games have a high requirement for the text understanding ability of the agent.

Text games are complex due to two major reasons. First, they often involve language understanding of the story and pragmatic clues under each action. Players usually have to combine both the story and choices to infer the appropriate actions (e.g. Given “In front there is a lion”, and action “go ahead”, the player is more likely to die). The second reason is long term dependency. A player’s early action might influence the later-on story development, as in the example of finding a key to unlock an object that is encountered later. Because a player’s behavior (policy) changes how the environment interacts with him or her, reinforcement learning is appropriate for modeling long-term dependency in text games.

Text-based games represent a good starting point for exploring reinforcement learning, but current games do not have the richness in language represented by an open vocabulary. In order to explore a more challenging task, we also look at comment recommendation in social media.

In this thesis, we consider Reddit popularity prediction, which is similar to newsfeed recommendation but different in two respects. First, our goal is not to make recommendations based on an individual’s preferences, but instead based on the anticipated long-term interest level of a broad group of readers from a target community. Second, we try to predict rather than detect popularity. Unlike individual interests, community interest level is not often immediately clear; there is a time lag before the level of interest starts to take off. In our experimental work, we use discussion forum text, where the recommendations correspond to recent posts or comments, assessing interest based on community response as observed in “likes” or other positive reactions to those comments. For training purposes, we can use community response measured at a time much later than the original post or publication. This problem is well-suited to the reinforcement learning paradigm, since the reward (the level of community uptake or positive response) is not immediately known, so the system needs
to learn a mechanism for estimating future reactions. Different from typical reinforcement learning, the action space is combinatorial since an action corresponds to a set of comments (sub-actions) chosen from a larger set of candidates.

Thread popularity tracking can be thought of as a proxy task for news or scientific article recommendation. It has the advantages that “documents” (comments) are relatively short and that the long-term reward can be characterized by Reddit voting scores, which makes this task easier to work with for algorithm development than these larger related tasks.

The comment tracking tasks introduce two challenges to reinforcement learning including the development of a framework for estimating the long-term reward (the Q-value in reinforcement learning) from a combination of sub-actions characterized by natural language, and the potentially high computational complexity of the combinatorial action space.

1.3 Approach

We address these challenges using value-based reinforcement learning. More specifically, we assume the environment is a Markov decision process (in contrast to a partially observable Markov decision process) and focus directly on estimating action value function. Because a natural language scenario presents both large state and action spaces, we use deep neural networks to transform the state and each action into continuous space representations. Our major contributions are novel neural architectures for modeling Q-values with natural language actions. We build agents that model the state space and action space separately, and using a general interaction function to predict the expected accumulated future rewards by taking a particular action.

We further investigate the problem of a combinatorial action space in two respects: modeling dependency between sub-actions and addressing complexity of searching a large combinatorial action space. We address the first problem by introducing a bi-directional LSTM deep neural network architectures to account for the potential redundancy and/or temporal dependency of different sub-actions in relation to the state space. To reduce computational complexity, we propose a two-stage Q-learning approach in a coarse-to-fine fashion, similar
to a beam search, which gives much better performance compared to random sampling a subset of actions in a large combinatorial action space.

A major distinction between decision making in a natural language scenario and a domain specific reinforcement learning task is that incorporating external knowledge usually helps. We propose using an attention mechanism based on temporal features, semantic similarity and popularity for enriching the state representation with a global context, and show that this significantly improves performance of the original reinforcement learning task. We also explore the use of temporal context in the Reddit popularity prediction task, specifically timing features associated with comments, and show that they give only small gains in performance.

Besides algorithmic development, the work makes contributions to research infrastructure. We release source codes for simulators on github. Unlike in computer vision (e.g. Atari games) or robotics control (e.g. mountain car), there are not many publicly available testbeds related to reinforcement learning in natural language processing. For most researchers in natural language processing, reinforcement learning is relatively new. Thus proposing publicly available testbeds is especially important for the community.

1.4 Dissertation Overview and Contributions

The rest of this dissertation is organized as follows: Chapter 2 describes related background for understanding reinforcement learning, especially the recent development of deep reinforcement learning. Since our approach models natural language text using deep learning, a section on continuous space language processing is also included.

Chapter 3 introduces the two tasks studied in this thesis with more details, and shows how those problems can be formulated using reinforcement learning. Specifically, for text games we study choice-based and hypertext-based games. The action space in parser-based games, in contrast, have more constrained structures. For predicting popular Reddit threads,

we present a motivating example to show the environment is dynamic and has long-term dependency. We further explain how the task could lead to a combinatorial action space.

In Chapter 4 we present a novel architecture for handling a natural language action space, called a deep reinforcement relevance network (DRRN), and demonstrate its effectiveness in two tasks. We present results showing the new model can generalize to paraphrased actions rather than just memorizing state-action relations in experiments with text games. It is also shown to be useful in experiments on predicting popular Reddit threads with tracking a single discussion thread.

In Chapter 5 we further investigate predicting popular Reddit threads in a combinatorial action space scenario, and address how to better model dependency between sub-actions as well as reducing search complexity in picking the optimal action.

Unlike reinforcement learning for a domain-specific task, reinforcement learning in natural language scenarios often involve understanding about the world knowledge. The architectures in Chapter 4 and 5 model state embeddings from the local context of the environment. In Chapter 6 we propose a natural framework for incorporating external knowledge to form a global context conditioned on current state of the environment. We verify with experiments that this framework improves reinforcement learning performance in natural language scenarios. We also explore temporal context as another form of global context.

Chapter 7 concludes this thesis with a summary and points out some open questions for future work in this area.
Chapter 2

BACKGROUND

Our goal is to study long-term decision making in natural language scenarios, where an agent learns to understand a language environment and pick the right action based on language. This chapter presents a summary of the past and current research related to deep reinforcement learning in natural language scenarios. Deep reinforcement learning is a relatively new research topic (at the time this thesis is written). This thesis combines recent advances in deep learning (Section 2.1), deep learning specifically for natural language processing (Section 2.2), and reinforcement learning (Section 2.3). It builds on recent work in deep reinforcement learning, specifically using deep neural networks as function approximations in a variety of applications (Section 2.4).

2.1 Deep Learning

Artificial intelligence is a thriving field with many practical applications and active research topics. Perhaps the most powerful and ground-breaking development over the past decade is deep learning [34, 91, 48]. Traditionally, many artificial intelligence tasks depend on designing the right set of features to extract for that task. For example, speech scientists studied the human hearing system and proposed Mel-frequency cepstrum coefficients [32] as a representation of the short-term power spectrum of a sound. In computer vision, the scale-invariant feature transform [106] and the histogram of oriented gradients [29] are widely used as a first step in detecting objects in an image.

A common research trend in all artificial intelligence applications is that algorithms are moving towards a more end-to-end trainable direction. This is due to multiple reasons. First, many applications, such as speech recognition or objection detection in images, have much
Figure 2.1: A multilayer perceptron with input dimension 2, output dimension 2, and one hidden layer with hidden dimension 3

more data than what was available ten years ago. With a powerful end-to-end model, it is possible to learn a feature representation that is even more expressive than hand-engineered features that were devised over the years. Second, for many tasks it is difficult to know what features should be extracted. Especially when a new task/domain is studied, it takes effort to design features that will work in the new situation. Third, the development of faster parallel computation through hardware such as a graphics processing unit (GPU) enables training algorithms to converge faster.

Deep learning refers to using a deep neural network for function approximation. The simplest type of deep neural network is a feedforward neural network, or sometimes called a multilayer perceptron. The model has a layer-wise structure describing different functions composing from input side to output side. For example, we might have three functions $f^{(1)}$, $f^{(2)}$, and $f^{(3)}$ connected in a chain, to form $f(x) = f^{(3)}(f^{(2)}(f^{(1)}(x)))$, where $x$ is an input vector and $f(x)$ is an output vector, as illustrated in Figure 2.1.

A common choice of parametric function ($f^{(1)}$, $f^{(2)}$, or $f^{(3)}$) is an affine transformation followed by a nonlinear element-wise activation function. The activation function can be sigmoid [104], tanh, or rectified linear unit [45]. Thus for a particular type of problem (such as regression, classification, or unsupervised clustering), given the objective function (such
as mean squared error, cross entropy, or log likelihood), learning the model is formulated as an optimization process. A nice property with most deep neural networks is that the gradient (first-order derivative) of the objective function with respect to the model parameters, can be computed in closed-form, using back-propagation algorithm [139]. Thus, gradient-based optimization techniques, such as mini-batch gradient descent, are widely used in deep learning.

Convolutional neural networks (CNN) and recurrent neural networks (RNN) are two other types of deep architectures. In a CNN there are usually two types of operations, the convolution operation and the (max) pooling operation. For example, given a two-dimensional image \( I \) and a two-dimensional kernel (filter) \( K \), the output of the convolutional layer is:

\[
S(i, j) = \sum_m \sum_n I(m, n)K(i - m, j - n).
\]

After a nonlinear activation function, a pooling function is used to further modify the output. This operation replaces the output of the net at a certain location with a summary statistic (usually maximum) of the nearby neighboring outputs.

An RNN is especially suitable for modeling sequential data. Given an input sequence \( \{\mathbf{x}^{(t)}\} \), the output units are represented as a function of both current input and previous output units: \( h^{(t)} = f(h^{(t-1)}, \mathbf{x}^{(t)}) \). A simple RNN uses an affine transformation followed by a nonlinear activation as the function \( f \). To avoid gradient vanishing/exploding [68, 131] and to give the model capacity for controlling when to remember/forget, long short-term memory networks [69] and gated recurrent unit networks [25] are proposed with gating mechanisms.

Another stream of work in recent deep learning research is the attention mechanism [7, 159, 174], where a probability distribution is computed to pay attention to certain parts of a collection of data. It has been shown that the attention mechanism can handle long sequences or a large collection of data, while being quite interpretable.

So far there are many empirical tricks on how to make deep neural network training better. One of the most widely used trick is to use a learning rate schedule, such as rmsprop [170],
momentum [162], or adam [82]. This is especially helpful when the network has recurrent
link or ill-shaped objective function. Another stream of tricks aim to efficiently pass the error
signals in back-propagation, including initialization [44], batch normalization [74], highway
networks [156] or residue networks [65]. Researchers have also investigated methods that
prevent overfitting, such as dropout [155].

One of the early successful large-scale applications of deep learning is in automatic speech
recognition, particularly in acoustic modeling [67] replacing the Gaussian mixture model
for characterizing state distributions with a hidden Markov model [8]. Work with neural
networks in acoustic modeling goes back decades, but it recently took off with advances in
methods and hardware for learning deep models. Computer vision has been the most active
research area for deep learning. Since 2010, ImageNet project runs an annual contest where
software programs compete to correctly detect and classify objects and scenes [140]. Since
2012, deep learning has dominated in ImageNet challenge [86]. Deep learning applications
in natural language processing will be discussed in the following section.

2.2 Continuous space language processing

In the natural language processing area, learning language representations, especially using a
deep neural network, has become very popular. This is again because handcrafting features
is time-consuming and domain-dependent. Learned word representations provide a powerful
similarity model, and representations are generally divided into two categories, distributional
and distributed. Distributional word representations are based on co-occurrence/context,
with the belief that linguistic items with similar distributions have similar usage. Distributed
representations are dense and continuous in the coordinate of representation space, and often
work even better than distributional similarity. The main advantage of having a distributed
representation of text is that the text embedding is compact and less susceptible to data
sparsity.

Early distributed models were based on linear transforms of distributional statistics. In
unsupervised tasks such as language modeling, Bengio et al. [13] first introduced a neu-
ral probabilistic language model that learns a distributed representation of words. Mnih & Hinton [117] proposed three graphical models for statistical language modeling and showed the advantage of using a log-bilinear language model. In speech recognition, Schwenk [148] described using a neural language model interpolated with the back-off language model to achieve consistent word error rate reduction. Mikolov et al. [115] proposed a simple recurrent neural network based language model and provide ample empirical evidences that connectionist language models are superior to standard n-gram techniques. Mikolov et al. [114] introduced word2vec, which is an efficient estimation of continuous vector representations of words. They further explore distributed representations of sentences and documents [90] and show that variable-length pieces of texts can be represented by a dense fixed-length vector. Pennington et al. [133] presented a log-bilinear model that combines the advantages of global matrix factorization and local context window methods. Kiros et al. [83] described an approach for unsupervised learning of reconstructing the surrounding sentences of an encoded passage using an encoder-decoder model.

In supervised (task-oriented) learning, Collobert and Weston [26] described a convolutional neural network architecture that is trained jointly with multitask learning. In web search areas, Huang et al. [73] developed the Deep Structured Semantic Model that uses deep neural network to approximate this projection at semantic level, and measure relevance by computing cosine similarity. Recently, Chen et al. developed a fully discriminative learning approach for supervised Latent Dirichlet Allocation model using mirror-descent back propagation [22] and demonstrated its interpretability on several large-scale text classification tasks [21]. These related work shows variants for language representation in various tasks, and provides insights when designing deep architectures for reinforcement learning.

2.3 Reinforcement learning

Reinforcement learning is the task of learning to make decisions that maximize rewards over a period of time [163]. This section reviews the concepts of traditional reinforcement learning and recent advances of deep reinforcement learning, and their non-text applications such as
TD-gammon [169] and Atari games [121, 119].

In the reinforcement learning setting, an agent interacts with an environment following a particular policy. Each time the agent takes an action, the environment feeds back a numerical value, called a reward, or reinforcement. The goal is to learn an optimal policy that maximizes the expected sum of discounted rewards over a period of time.\(^1\) More formally, we denote the environment state at time \(t\) as \(s_t \in S\), where \(S\) is the set of all possible states. The agent’s action at time \(t\) is \(a_t\), and one time step later, the agent receives a scalar reward \(r_{t+1}\), and the state changes to \(s_{t+1}\). As time goes on, this agent-environment interaction is characterized as:

\[
    s_0 \xrightarrow{a_0} r_1 \xrightarrow{s_1} s_2 \rightarrow \ldots \rightarrow s_t \xrightarrow{a_t} r_{t+1} \xrightarrow{s_{t+1}} \ldots
\]

The above illustration is called an episode, and can also be characterized by a sequence of tuples \((s_t, a_t, r_{t+1}, s_{t+1})\). A policy \(\pi(s)\) is a mapping from state to action, or probability \(\pi(s, a)\) of taking action \(a\) at state \(s\). The goal of reinforcement learning is to learn an optimal policy that brings maximum rewards for any given state.

**Markov Decision Process**

Typically the transition in a reinforcement learning setting is stochastic, i.e. we can use a probability distribution to characterize the next possible state and reward given the current state and action, as well as previous history information (rewards/states/actions). A reinforcement learning problem that satisfies the Markov property is called a Markov Decision Process (MDP). For an MDP, we have:

\[
    Pr [s_{t+1}, r_{t+1} | s_t, a_t, r_t, s_{t-1}, a_{t-1}, \ldots, r_1, s_0, a_0] = Pr [s_{t+1}, r_{t+1} | s_t, a_t],
\]

which greatly reduces the number of model parameters.

An important notion in reinforcement learning is the value function, which is a function of the state (denoted as \(V^\pi(s)\)), or state-action pair (denoted as \(Q^\pi(s, a)\)) under a particular

---

\(^1\)The discount rate determines the present value of future rewards. It decides how myopic or long-sighted the agent will be, and also helps to make the value function converge.
policy \( \pi \). The value function computes the expected sum of discounted rewards. If we denote the discounting factor as \( \gamma \in [0,1] \), then the value function of state \( s \) under a policy \( \pi \) is:

\[
V^\pi(s) = \mathbb{E}_\pi \left[ \sum_{i=0}^{\infty} \gamma^i r_{t+1+i} \mid s_t = s \right],
\]

and the value function of state-action pair \((s,a)\) under policy \( \pi \) is:

\[
Q^\pi(s,a) = \mathbb{E}_\pi \left[ \sum_{i=0}^{\infty} \gamma^i r_{t+1+i} \mid s_t = s, a_t = a \right].
\]

The state value function is used when the value of the environment can be fully characterized using the state representation, such as in chess or game of Go, while the action value function is used if both state and action affect the value of the environment.

The Bellman equation [137] describes the “Principle of Optimality” of the optimal value function, i.e.

An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision.\(^2\)

The Bellman equation is a necessary condition for optimizing the action policy for an MDP. Take the famous Q-learning [179] as an example, if we denote the optimal value function as \( Q^*(s,a) \), its corresponding Bellman’s equation is:

\[
Q^*(s_t, a_t) = \mathbb{E}_\pi \left[ r_{t+1} + \gamma \max_a Q^*(s_{t+1}, a) \right].
\]

Inspired by fixed-point iteration and stochastic gradient descent, Q-learning solves the Bellman equation by performing the following update, with the observed tuple \((s_t, a_t, r_{t+1}, s_{t+1})\):

\[
Q(s_t, a_t) \leftarrow (1 - \eta)Q(s_t, a_t) + \eta \left( r_{t+1} + \gamma \max_a Q(s_{t+1}, a) \right),
\]

where \( \eta \), sometimes denoted as \( \eta_t(s_t, a_t) \), is the learning rate.

\(^2\)From Bellman, 1957, Chap. III.3.
Partially Observable Markov Decision Process

Often times the agent cannot get full information about the current state. This is called a Partially Observable Markov Decision Process (POMDP). Partial observation of the state can appear in the case of game play when given a current observation a player’s history action still affects future rewards. For example, in a text-based game, a player may need to collect enough money in order to purchase certain key items. The game may or may not tell the player how much he needs to accumulate. In the latter case, the game state is partially shown to the player. Another example is from a spoken dialogue system, where a user speaks to a machine in order to complete a particular task, such as restaurant search or buying a flight ticket. The spoken dialogue system needs to first recognize the user’s speech, and track the user’s intent throughout the entire dialogue. In this case, automatic speech recognition might be erroneous and the user’s intent is only partially observable to the dialogue manager.

There are a couple of approaches for transforming a POMDP to an MDP. The first is by defining the “state” to be all history information \((s_i, a_i, r_i), \text{ for } i = 0, 1, 2, \ldots\). An obvious drawback is the number of states will increase vastly, and the dimension of the state increases at every time step, making solving the problem even more difficult. Another approach, called belief state, is to maintain a probability distribution over all possible states. In the case of dialogue state tracking, the belief state characterizes the user’s intention, often with human-specified features (e.g. size of pizza order). The belief state is updated in a posterior probability fashion after the system processes the current user input.

In our applications, both text games and predicting popular Reddit threads are essentially POMDPs, but we treat them as MDPs for simplicity. One can reduce the effect of the non-observable part by considering longer history of the state. This is exactly what we did with predicting popular Reddit threads. For text games, we did not consider transforming a POMDP to an MDP, because including the history for games could lead to memorizing the game since the game space is small. As discussed further in Chapter 7, it will be interesting future work to compare methods such as DRQN [57] or recurrent reinforcement learning [97]
Temporal-Difference Learning

Temporal-difference learning is one of the three fundamental classes of algorithms solving reinforcement learning; the other two are dynamic programming and Monte Carlo methods [163]. The idea of temporal-difference learning is to bootstrap trained models, i.e. to update models partly based on model predictions, without waiting for final outcomes. Compared to the other two methods, dynamic programming requires the knowledge of the environment, and Monte Carlo cannot do a step-by-step incrementation thus it lacks the advantages of bootstrapping. TD(0), SARSA, Q-learning, and Actor-Critic are all different variations of temporal difference learning. They differ in the choice of value functions, on/off-policy (on-policy means policy evaluation is done according to data policy, or behavior policy), Bellman equations etc., as shown in Table 2.1. These differences result in different update rules, as shown in Table 2.2. In this thesis, we will stick with Q-learning, because empirically it gives better convergence behavior, and the tasks studied are essentially evaluating values in given natural language actions.

The tradeoff between exploration and exploitation is an important issue broadly and often involves designing sophisticated action selection algorithms. Based on a specific policy,
Table 2.2: Update rules for four temporal difference methods

<table>
<thead>
<tr>
<th>TD-method</th>
<th>Update rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD(0)</td>
<td>$V(s_t) \leftarrow (1 - \eta)V(s_t) + \eta(r_{t+1} + \gamma V(s_{t+1}))$</td>
</tr>
<tr>
<td>SARSA</td>
<td>$Q(s_t, a_t) \leftarrow (1 - \eta)Q(s_t, a_t) + \eta(r_{t+1} + \gamma Q(s_{t+1}, a_{t+1}))$</td>
</tr>
<tr>
<td>Q-learning</td>
<td>$Q(s_t, a_t) \leftarrow (1 - \eta)Q(s_t, a_t) + \eta(r_{t+1} + \gamma \max_a Q(s_{t+1}, a))$</td>
</tr>
<tr>
<td>Actor-Critic</td>
<td>$\delta_t = r_{t+1} + \gamma V(s_{t+1}) - V(s_t); Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \eta \delta_t$</td>
</tr>
</tbody>
</table>

selecting the action with the highest value function is called greedy action selection, and is preferred if we want to maximize exploitation. However, in the long run, especially in a dynamic environment, it is often preferable to keep exploring new strategies as well. $\epsilon$-greedy and softmax action selection are two popular algorithms. In $\epsilon$-greedy, actions are picked at random with a small probability $\epsilon$, and greedy action with probability $1 - \epsilon$. That is:

$$a_t = \begin{cases} \arg \max_{a_i \in A_t} Q(s_t, a_i^t)), \text{ with } p = 1 - \epsilon \\ \text{uniformly random } a_i^t \in A_t, \text{ with } p = \epsilon \end{cases}$$

In softmax action selection, a softmax function is applied for value function $Q(s, a)$ to form a discrete probability distribution, and the action is selected based on this multinomial distribution. More specifically, the action is chosen according to the following probability:

$$\pi(a_t = a_i^t | s_t) = \frac{\exp(\alpha \cdot Q(s_t, a_i^t))}{\sum_{j=1}^{|A_t|} \exp(\alpha \cdot Q(s_t, a_j^t))},$$

where $A_t$ is the set of feasible actions at state $s_t$, $a_i^t$ is the $i$-th feasible action in $A_t$, $| \cdot |$ denotes the cardinality of the set, and $\alpha$ is the scaling factor in the softmax operation. In this thesis, the choice of whether $\epsilon$-greedy or softmax action selection is empirical and based on convergence speed in learning curves.

Another stream of work focuses on policy gradients [164, 9, 5, 185]. In policy gradient methods, a differentiable policy with respect to its weights is modeled directly. The policy gradient theorem states that the gradient of expected reward with respect to the policy
parameters, can be written in a form suitable for estimation from experience aided by an approximate action-value or advantage function [164]. Examples of this approach include the popular REINFORCE method, which appears in several recent NLP papers [93, 187, 92], the actor-critic method, which is used in human-computer dialog systems [157], and asynchronous methods for Atari games [120] and continuous control [99]. Amari [5] proposed a natural policy gradient using the Fisher-information matrix to estimate policy gradients when the parameter space has a certain underlying structure (Riemannian structure).

Function approximation is widely used in reinforcement learning, in both value function approaches and policy gradient methods. The motivation is that it is often unnecessary or impossible to represent value functions or policies using a lookup table. There has been some well-developed theory guaranteeing convergence properties in using a lookup table or linear function approximation in temporal difference learning. However, little has been proved when function approximations are non-linear and the update rules (Table 2.2) follow direct stochastic gradient descent. Baird [9] developed the residual algorithm, which is a generalization of direct and residual gradient algorithms. It has guaranteed convergence compared to direct algorithms and it converges faster compared to residual gradient algorithms. In this thesis, the focus is on evaluating action values in natural language scenarios, so we use Q-learning rather than policy gradient methods, and we do not address theoretical aspects (such as bounds or convergence properties) of proposed algorithms.

2.4 Deep reinforcement learning

Most successful reinforcement learning applicability has been limited to domains where critical hand-crafted features are available. Recently, inspired by advances in deep learning [91, 67, 86, 28], significant progress has been made by combining deep learning with reinforcement learning, thus called deep reinforcement learning (DRL). However, for reinforcement learning, approximating the value function using a non-linear transformation is known to be unstable or even diverge [172]. The “Deep Q-Network” (DQN) was developed and applied to Atari games (Figure 2.2(a)) and was shown to achieve human level performance by applying
convolutional neural networks to the raw image pixels [118, 119]. A deep neural network is used as a function approximation in a variant of Q-learning [179], and techniques such as target network and experience replay, are introduced to ensure the algorithm converges stably.

In a more recent development, Schaul et al. [145], study two variants of prioritized sampling (rank-based and proportional) as substitutes for uniformly sampling experience transitions. Knowledge transfer and multi-task/transfer learning are pursued by Andrei et al. [141] and Parisotto et al. [130]. Wang et al. [178] proposes a new model called dueling network architectures that maintaining separate value and (action) advantage functions, and show that this architecture leads to better policy evaluation in the presence of many similar-valued actions. Their evidence that the state-value function and (action) advantage function may have very different value ranges suggests it is better to learn state and action sides separately.

To address overestimations of action values, double Q learning [55, 173] has been proposed as a new off-policy algorithm, and it leads to better performance gains on several Atari games. Dulac-Arnold et al. [38] also investigated a problem of large discrete action spaces. A Wolpertinger architecture is proposed to reduce computational complexity of evaluating all actions. While a combinatorial action space can be large and discrete, this method does not directly apply in our case, because the possible actions are changing over different states. In this thesis, we borrow the philosophy from double Q and propose a two-stage Q-learning approach to reduce computational complexity in a combinatorial natural language action space.

Other work that targets a structured action space includes: an actor-critic algorithm, where actions can have real-valued parameters [56]; and the factored Markov Decision Process (MDP) [50, 142], with certain independence assumptions between a next-state component and a sub-action. As for a bandits setting, Yue and Guestrin [193] considered diversification of multi-item recommendation, but their methodology is limited to using linear approximation with hand-crafted features.
2.4.1 DRL applications

TD-gammon is one of the early successful applications using temporal-difference learning and neural network function approximations [169]. It was able to achieve the expertise level of a human player, and its extensive exploration in training led to advances in backgammon strategy. Atari games (Figure 2.2(a)) are another example of applying deep reinforcement learning [121, 119]. The algorithm is capable of human level performance by reading in raw image pixels and applying convolutional neural networks. Experience replay and iterative updates are used to make sure the non-linear function approximation (such as a deep neural network) converges stably. It is demonstrated that a single architecture can successfully learn control policies in a range of different environments with little prior knowledge about game design.

Another stream of work focuses on continuous control (Figure 2.2(b)) with deep reinforcement learning [99], where an actor-critic algorithm operates over a known, continuous action space. Tasks described in this thesis have an action space defined through unrestricted natural language. That is: i) inherently discrete, but mapped to a continuous space for more effective value function approximation, and ii) unbounded in that sequences can be any length.

There has also been increasing interest in applying reinforcement learning, especially DQN, to other problems. Li et al. [97] developed a joint training approach for recurrent reinforcement learning and demonstrate its effectiveness on a customer relationship management task. Silver et al. [150] combined deep neural networks and Monte Carlo tree search and developed a computer program that became the first Computer Go program to beat a human professional Go player on a full-sized 19 × 19 board (Figure 2.2(c)).

In terms of testbeds, the Arcade Learning Environment (ALE) [12] is a framework composed of Atari 2600 games to develop and evaluate AI agents. So far the largest and the most comprehensive testbeds for reinforcement learning are from OpenAI. OpenAI Gym³ is

³https://gym.openai.com
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Figure 2.2: DRL applications

a toolkit for the developing and comparing reproducible reinforcement learning algorithms. Their environment consists of classic control, board games, to video games such as Atari games and Doom. OpenAI Universe\(^4\) takes one step further, providing a software platform for evaluating and training intelligent agents across the world’s supply of games, websites and other applications. Universe has already integrated many environments, including flash games, browser tasks like Mini World of Bits, and real-world browser tasks (Figure 2.2(d)). Recently, Grand Theft Auto V was added to Universe for self-driving vehicle simulation.

\(^4\)https://universe.openai.com
2.4.2 DRL applications in language processing

In language processing, reinforcement learning has been applied to a dialogue management system that converses with a human user by taking actions that generate natural language [146, 151]. Very recently, Hongyu Guo [51] introduced a novel schema for sequence-to-sequence learning with deep reinforcement learning, applied on a text generation task. Cuayahuitl et al. [27] describes a successful situated dialogue setting (Figure 2.3(a)) with deep reinforcement learning for training intelligent agents with strategic conversational skills. There has also been interest in extracting textual knowledge to improve game control performance [19], and mapping natural language instructions to sequences of executable actions [18]. Narasimhan et al. [122] applied a Long Short-Term Memory DQN framework to the task of learning control policies for parser-based text games, which achieves higher average reward than the random and Bag-of-Words DQN baselines. Due to the potentially infinite input space, modeling parser-based text games requires restrictions on player input [122], such as fixed command structures (one action and one argument object), and limited action-side vocabulary size. For unrestricted natural language, this approach is infeasible.

Narasimhan et al. [123] applied reinforcement learning for acquiring and incorporating external evidence to improve information extraction accuracy (Figure 2.3(b)). They use Q-learning but does not have a natural language action space. Wen et al. [180] introduced a neural network-based trainable dialogue system along with a way of collecting task-oriented dialogue data based on a pipelined Wizard-of-Oz framework (Figure 2.3(c)). Su et al. [157] described a unified neural network framework to first learn by supervision from a set of dialogue data and then continuously improve its behaviour via reinforcement learning, all using gradient-based algorithms on one single model. Li et al. [93] applied deep reinforcement learning to model future reward in conversation-style chatbot dialogue. Their model simulates dialogues between two virtual agents, using policy gradient methods to reward sequences that display several specific useful conversational properties (Figure 2.3(d)). Bhuwan et al. [35] proposed a dialogue agent that provides users with an entity from a knowledge base by
interactively asking for its attributes. These efforts aim at generating natural language responses as actions using policy gradient methods, and do not directly apply in our scenarios involving text games or predicting popular Reddit threads, where the possible actions are provided. In terms of testbeds, Nogueira and Cho [125] have proposed a goal-driven web navigation task for language based sequential decision making study. However their paper only uses supervised learning rather than reinforcement learning for benchmark performance.

This thesis introduces a new class of text games and an online popularity prediction and tracking task as a benchmark task for reinforcement learning with a combinatorial, natural language action space.
2.5 Limitations of prior work

This chapter reviews necessary background related to deep learning in natural language processing and deep reinforcement learning. These studies can be roughly divided in two categories. One is using value function approaches such as Q-learning for dealing with a natural language state space and a pre-specified action space, as in the cases of board games, information extraction, or parser-based text games. The other is using policy gradient methods for generating a natural language response (such as task-oriented dialog and chatbot), and often post-date our initial work in Chapter 4. In our scenarios, both states and actions are given as unrestricted natural language text, and the agent tries to evaluate the future value in each action, so the above techniques cannot be directly applied. In the following chapters, we will first describe our approach to a natural language action space, and then further extend the architecture and investigate a combinatorial action space that is common in a recommendation system such as predicting and tracking popular discussion threads. Also, one distinctive aspect of natural language tasks is that incorporating external knowledge is usually helpful. This thesis serves to extend deep reinforcement learning methods to be more effective in a variety of natural language scenarios.
Chapter 3

TASKS

3.1 Text Games

One of the early text game subgenres is roguelike games (Figure 3.1(a)). The game is turn-based and often with tile-based graphics design. At the start of the game, the main character is placed at the top level of a dungeon, with basic equipment such as a simple weapon, armor, torches, and food. The player moves the character through the dungeon rooms, collecting treasure or fight enemies. The map and main character are shown as ascii characters, and some information about the environment and main character is shown in text form. However, in this kind of game, the state information is conveyed through graphics using text characters rather than natural language, and navigating through the map requires no language understanding. Thus we do not focus on this type of game in this thesis.

There are three other types of text games: parser-based (Figure 3.1(b)), choice-based (Figure 3.1(c)), and hypertext-based (Figure 3.1(d)). Parser-based games (e.g. Zork\(^1\)) were popular among early personal computer users. They are the least user-friendly text games. Their prominent feature involves a natural-language parser inside the simulator that accepts typed-in commands from the player, usually in the form of verb phrases, such as “eat apple”, “get key”, or “go east.” Choice-based and hypertext-based games, on the other hand, present actions described in text after or embedded within the state text. The player chooses one of these actions, and the story continues based on the action taken at this particular state. With the development of web browsing and richer HTML display, choice-based and hypertext-based text games have become increasingly popular in online communities, increasing in

\(^1\)https://en.wikipedia.org/wiki/Zork
percentage of online text games from 8% in 2010 to 62% in 2014,\(^2\) as shown in Table 3.1.\(^3\)

<table>
<thead>
<tr>
<th>Year</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage</td>
<td>7.69%</td>
<td>7.89%</td>
<td>25.00%</td>
<td>55.56%</td>
<td>61.90%</td>
</tr>
</tbody>
</table>

Table 3.1: Percentage of choice-based and hypertext-based text games since 2010, in archive of interactive fictions

For a specific parser-based text game, Narasimhan et al. [122] have defined a fixed set of 222 actions, which is the total number of phrases the parser accepts. Thus the parser-based text game is reduced to a problem that is well suited to a fixed-action-set DQN.

\(^2\)Statistics are obtained from http://www.ifarchive.org

\(^3\)Statistics are obtained from http://www.ifarchive.org
Figure 3.2: State and actions in a text game

However, for choice-based and hypertext-based text games, the size of the action space could be exponential with the length of the action sentences, which is handled here by using a continuous representation of the action space. In Table 3.2, we show basic game statistics of the two popular text games used in this thesis: “Saving John” and “Machine of Death”. Simulators are available at https://github.com/jvking/text-games.

In Figure 3.1, we show one time step in the game “Machine of Death”. In this case, the state text (describing the state of environment) is $s_t = \text{“As you move forward, the people surrounding you suddenly look up with terror in their faces, and flee the street.”}$ We see two action texts $\mathcal{A}_t = \{a^1_t, a^2_t\}$ and their underlines indicate that they have hyperlinks connecting to possible next states. In this time step, $a^1_t = \text{“Look up.”}$ and $a^2_t = \text{“Ignore the alarm of others and continue moving forward.”}$ The agent needs to predict $Q(s_t, a^1_t)$ and $Q(s_t, a^2_t)$ in order to make a decision.

In terms of reward, we manually annotate terminal rewards for all distinct endings in both games. The magnitude of reward scores are given to describe sentiment polarity of good/bad endings, as shown in Table 3.3 and Table 3.4. For each non-terminating step we assign with a small negative reward, to encourage the learner to finish the game as soon as possible.
Table 3.2: Statistics for the games “Saving John” and “Machine of Death”.

<table>
<thead>
<tr>
<th>Game</th>
<th>Saving John</th>
<th>Machine of Death</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text game type</td>
<td>Choice</td>
<td>Choice &amp; Hypertext</td>
</tr>
<tr>
<td>State vocab size</td>
<td>1762</td>
<td>2258</td>
</tr>
<tr>
<td>Action vocab size</td>
<td>171</td>
<td>419</td>
</tr>
<tr>
<td>Avg. words/description for the state</td>
<td>76.67</td>
<td>67.80</td>
</tr>
<tr>
<td>State transitions</td>
<td>Deterministic</td>
<td>Stochastic</td>
</tr>
<tr>
<td># of states (underlying)</td>
<td>≥ 70</td>
<td>≥ 200</td>
</tr>
</tbody>
</table>

Table 3.3: Final rewards defined for the text game “Saving John”

<table>
<thead>
<tr>
<th>Reward</th>
<th>Endings (partially shown)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>Suspicion fills my heart and I scream. Is she trying to kill me? I don’t trust her one bit...</td>
</tr>
<tr>
<td>-10</td>
<td>Submerged under water once more, I lose all focus...</td>
</tr>
<tr>
<td>0</td>
<td>Even now, she’s there for me. And I have done nothing for her...</td>
</tr>
<tr>
<td>10</td>
<td>Honest to God, I don’t know what I see in her. Looking around, the situation’s not so bad...</td>
</tr>
<tr>
<td>20</td>
<td>Suddenly I can see the sky... I focus on the most important thing - that I’m happy to be alive.</td>
</tr>
</tbody>
</table>

3.2 Predicting Popular Reddit Threads

Social media such as online discussion forums have become a popular way for people to express their opinions and follow discussions that interest them. Discussion forums with a lot of web text, such as reddit, have also drawn interests in natural language processing community [76, 182, 4]. This is because web texts are quick reflections on news issues and society trends [87], and can be useful in sentiment analysis and opinion mining [126, 113]. They are also more challenging since they are more flexible than formal text, e.g. news
articles. Our experiments are based on Reddit,\(^4\) one of the world’s largest public discussion forums. Reddit is a social networking and news website founded in 2005, and has 1.7 billion comments publicly available for research.\(^5\)

On Reddit, registered users initiate a post and people respond with comments, either to the original post or one of its associated comments. Together, the comments and the original post form a discussion tree, which grows as new comments are contributed. It has been shown that discussions tend to have a hierarchical topic structure [182], i.e. different branches of the discussion reflect a narrowing of higher level topics. Reddit discussions are grouped into different domains, called subreddits, according to different topics or themes. Depending on the popularity of the subreddit, a post can receive hundreds of comments.

Popularity prediction and tracking in the Reddit setting is used in this thesis for studying reinforcement learning to model long-term rewards in a combinatorial action space. At each time step, the state corresponds to the collection of comments previously recommended. The system aims at automatically picking \(K\) lines of the discussion to follow from the new set of \(N\) comments in a given window, which is a combinatorial action.

Comments (and posts) are associated with positive and negative votes (i.e., likes and dislikes) from registered users that are combined to get a *karma score*, which is used as the measure for popularity. An example of the top of a Reddit discussion tree is given in Figure 3.3. The scores in red boxes mark the current karma (popularity) of each comment, and it is quite common that a lower karma comment (e.g. “Yeah, politics aside, this one looks much cooler”, compared to “looks more like zom-bama”) will lead to more children and popular comments in the future (e.g. “true dat”). In Figure 3.4, we show another example where a user’s comment (“Does the UK have minimums for officials ages?”) sparked a discussion and downstream comments have higher karma scores than the first one. Note that the karma scores are dynamic, changing as readers react to the evolving discussion and eventually settling down as the discussion trails off. In a real-time comment recommendation system,

\(^4\)http://www.reddit.com

\(^5\)https://www.reddit.com/r/datasets/comments/3bxlg7/i_have_every_publicly_available_reddit_comment
the eventual karma of a comment is not immediately available, so prediction of popularity is based on the text in the comment in the context of prior comments in the subtree and other comments in the current time window.

To formulate this problem into Q-learning, suppose the agent is at a time step where the set of comments that are being tracked is the top level comment in Figure 3.3 (i.e. [“bonus obamazilla: http://i.imgur.com/Ri2yGvl.png”]). All previously tracked comments are considered as state $s_t = [“bonus obamazilla: http://i.imgur.com/Ri2yGvl.png”]$. If we set the window size $N = 2$, the agent might only see two actions $A_t = \{a_t^1, a_t^2\}$, and $a_t^1 = “$looks more like zom-bama”, $a_t^2 = “Yeah, politics aside, this one looks much cooler.” A good agent will predict $Q(s_t, a_t^1) < Q(s_t, a_t^2)$ and choose the second action that leads to more future karma scores. The formulation of this example is shown in Table 3.5.

In this work, we only consider new comments associated with the threads of the discussion
Figure 3.4: Another example showing a person's comment sparked a discussion that we are currently following to limit the number of possible sub-actions at each time step and with the assumption that prior context is needed to interpret the comments. In other words, the new recommendation should focus on comments that are in the subtrees of previously recommended comments. Typically, one would expect some interdependencies between comments made in the same window if they fall under the same subtree, because they correspond to a reply to the same parent. In addition, there may be some temporal dependency, since one sub-action may be a comment on the other. These dependencies will affect the combined utility of the sub-actions.

More specifically, we can consider the task of recommending multiple discussion threads at the same time. The set of comments that are being tracked at time step \( t \) is denoted as \( M_t \). All previously tracked comments, as well as the post (root node of the tree), are considered as state \( s_t = \{M_0, M_1, \cdots, M_t\} \), and we initialize \( s_0 = M_0 \) to be the post. An action is taken when a total of \( N \) new comments \( \{c_{t,1}, c_{t,2}, \cdots, c_{t,N}\} \) appear as nodes in the subtree(s) of \( M_t \), where the comments \( c_{t,j} \) are the first \( N \) in time that are descendants of one of \( c_{t,-1} \in a_{t-1} \). The agent picks a set of \( K \) comments to be tracked in the next time
step $t + 1$. Thus we have:

$$a_t = \{c_t^1, c_t^2, \ldots, c_t^K\}, \quad c_t^i \in \{c_{t,1}, c_{t,2}, \ldots, c_{t,N}\} \text{ and } c_t^i \neq c_t^j \text{ if } i \neq j$$

(3.1)

and $M_{t+1} = a_t$. At the same time, by taking action $a_t$ at state $s_t$, the reward $r_{t+1}$ is the accumulated karma scores, i.e. the sum over all comments in $M_{t+1}$. Note that the reward signal is used in online training, while at model deployment (testing stage), the scores are only used as an evaluation metric.

Following the reinforcement learning tradition, we call tracking of a single discussion tree from start (root node post) to end (no more new comments appear) an episode. We also randomly partition all discussion trees into separate training and testing sets, so that texts seen by the agent in training and testing are from the same domain but different discussions. For each episode, depending on whether training/testing, the simulator randomly picks a discussion tree, and presents the agent with the current state and $N$ new comments.

We conduct experiments on data from several subreddits, which cover diverse genres and topics. The URLs are shown in Table 3.6. In order to have long enough discussion threads, we filter out discussion trees with fewer than 100 comments. For each of the subreddits, we randomly partition 90% of the data for online training, and 10% of the data for testing. Models are trained separately for each subreddit and the subreddit vocabulary is the most frequent 5000 words. Our evaluation metric is accumulated karma scores. Simulators are available at \texttt{https://github.com/jvking/reddit-RL-simulator}. The basic subreddit statistics are shown in Table 3.7.

Our task of tracking popular Reddit comments is somewhat related to an approach to multi-document summarization described in [31]. A difference with respect to our problem is that the space of text for selection evolves over time. In addition, in our case, the agent does not have access to the optimal policy, in contrast to the SEARN algorithm used in that work.
You spend your last few moments on Earth lying there, shot through the heart, by the image of Jon Bon Jovi.

You hear Bon Jovi say as the world fades around you.

As the screams you hear around you slowly fade and your vision begins to blur, you look at the words which ended your life.

You may be locked away for some time.

Eventually you’re escorted into the back of a police car as Rachel looks on in horror.

Fate can wait.

Sadly, you’re so distracted with looking up the number that you don’t notice the large truck speeding down the street.

All these hiccups lead to one grand disaster.

Stay the hell away from me! She blurts as she disappears into the crowd emerging from the bar.

You can’t help but smile.

Hope you have a good life.

Congratulations!

Rachel waves goodbye as you begin the long drive home. After a few minutes, you turn the radio on to break the silence.

After all, it’s your life. It’s now or never. You ain’t gonna live forever. You just want to live while you’re alive.

<table>
<thead>
<tr>
<th>Reward</th>
<th>Endings (partially shown)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>You spend your last few moments on Earth lying there, shot through the heart, by the image of Jon Bon Jovi.</td>
</tr>
<tr>
<td>-20</td>
<td>You hear Bon Jovi say as the world fades around you.</td>
</tr>
<tr>
<td>-20</td>
<td>As the screams you hear around you slowly fade and your vision begins to blur, you look at the words which ended your life.</td>
</tr>
<tr>
<td>-10</td>
<td>You may be locked away for some time.</td>
</tr>
<tr>
<td>-10</td>
<td>Eventually you’re escorted into the back of a police car as Rachel looks on in horror.</td>
</tr>
<tr>
<td>-10</td>
<td>Fate can wait.</td>
</tr>
<tr>
<td>-10</td>
<td>Sadly, you’re so distracted with looking up the number that you don’t notice the large truck speeding down the street.</td>
</tr>
<tr>
<td>-10</td>
<td>All these hiccups lead to one grand disaster.</td>
</tr>
<tr>
<td>10</td>
<td>Stay the hell away from me! She blurts as she disappears into the crowd emerging from the bar.</td>
</tr>
<tr>
<td>20</td>
<td>You can’t help but smile.</td>
</tr>
<tr>
<td>20</td>
<td>Hope you have a good life.</td>
</tr>
<tr>
<td>20</td>
<td>Congratulations!</td>
</tr>
<tr>
<td>20</td>
<td>Rachel waves goodbye as you begin the long drive home. After a few minutes, you turn the radio on to break the silence.</td>
</tr>
<tr>
<td>30</td>
<td>After all, it’s your life. It’s now or never. You ain’t gonna live forever. You just want to live while you’re alive.</td>
</tr>
</tbody>
</table>

Table 3.4: Final rewards for the text game “Machine of Death.” Scores are assigned according to whether the character survives, how the friendship develops, and whether he overcomes his fear.
bonus obamazilla: http://i.imgur.com/Ri2yGvl.png


<table>
<thead>
<tr>
<th>Subreddit</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>askscience</td>
<td><a href="https://www.reddit.com/r/askscience/">https://www.reddit.com/r/askscience/</a></td>
</tr>
<tr>
<td>askmen</td>
<td><a href="https://www.reddit.com/r/askmen/">https://www.reddit.com/r/askmen/</a></td>
</tr>
<tr>
<td>todayilearned</td>
<td><a href="https://www.reddit.com/r/todayilearned/">https://www.reddit.com/r/todayilearned/</a></td>
</tr>
<tr>
<td>askwomen</td>
<td><a href="https://www.reddit.com/r/askwomen/">https://www.reddit.com/r/askwomen/</a></td>
</tr>
<tr>
<td>politics</td>
<td><a href="https://www.reddit.com/r/politics/">https://www.reddit.com/r/politics/</a></td>
</tr>
<tr>
<td>worldnews</td>
<td><a href="https://www.reddit.com/r/worldnews/">https://www.reddit.com/r/worldnews/</a></td>
</tr>
<tr>
<td>nfl</td>
<td><a href="https://www.reddit.com/r/nfl/">https://www.reddit.com/r/nfl/</a></td>
</tr>
</tbody>
</table>

Table 3.6: URLs of subreddit data sets

<table>
<thead>
<tr>
<th>Subreddit</th>
<th># Posts (in k)</th>
<th># Comments (in M)</th>
<th>OOV rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>askscience</td>
<td>0.94</td>
<td>0.32</td>
<td>14.0%</td>
</tr>
<tr>
<td>askmen</td>
<td>4.45</td>
<td>1.06</td>
<td>6.7%</td>
</tr>
<tr>
<td>todayilearned</td>
<td>9.44</td>
<td>5.11</td>
<td>13.1%</td>
</tr>
<tr>
<td>askwomen</td>
<td>3.57</td>
<td>0.81</td>
<td>7.4%</td>
</tr>
<tr>
<td>politics</td>
<td>4.86</td>
<td>2.18</td>
<td>9.7%</td>
</tr>
<tr>
<td>worldnews</td>
<td>9.88</td>
<td>5.99</td>
<td>10.8%</td>
</tr>
<tr>
<td>nfl</td>
<td>11.73</td>
<td>6.12</td>
<td>15.7%</td>
</tr>
<tr>
<td>Total</td>
<td>44.87</td>
<td>21.59</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3.7: Basic statistics of filtered subreddit data sets
Chapter 4

DRL WITH A NATURAL LANGUAGE ACTION SPACE

This chapter introduces a novel architecture for deep RL for NLP, termed the Deep Reinforcement Relevance Network (DRRN). In experiments on both text games and predicting popular Reddit threads, we show that the DRRN provides an effective solution to this problem. Previous deep reinforcement learning studies mainly focus on dealing with a large state space (e.g., a natural language state space), while the action space is pre-specified. When actions are described through natural language, the action space is unbounded. Most of contributions in this chapter are published in [58].

4.1 Deep Reinforcement Relevance Network

In this sequential decision making problem, at each time step $t$, the agent receives a text string that describes the state $s_t \in S$ (i.e., “state-text”) and picks a text string that describes the action $a_t \in A$ (i.e., “action-text”), where $S$ and $A$ denote the state and action spaces, respectively. Here, we assume $a_t$ is chosen from a set of given candidates. In our case both $S$ and $A$ are described by natural language. Given the state-text and action-texts, the agent aims to select the best action in order to maximize its long-term reward. Then the environment state is updated $s_{t+1} = s'$ according to a probability $p(s'|s, a)$, and the agent receives a reward $r_{t+1}$ for that particular transition. We define the action-value function (i.e. the Q-function) $Q(s, a)$ as the expected return starting from $s$ and taking the action $a$:

$$Q(s, a) = \mathbb{E} \left\{ \sum_{i=0}^{+\infty} \gamma^i r_{t+1+i} | s_t = s, a_t = a \right\}$$
where $\gamma \in (0, 1)$ denotes a discount factor. The Q-function associated with an optimal policy can be found by the Q-learning algorithm [179]:

$$Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \eta_t \cdot (r_{t+1} + \gamma \cdot \max_a Q(s_{t+1}, a) - Q(s_t, a_t))$$

where $\eta_t$ is a learning rate parameter.

A vanilla Q-learning recursion needs to maintain a table of size $|S| \times |A|$, which is problematic for a large state/action space. Prior work using a DNN in Q-function approximation has shown high capacity and scalability for handling a large state space, but most studies have used a network that generates $|A|$ outputs, each of which represents the value of $Q(s, a)$ for a particular action $a$. It is not practical to have a DQN architecture of a size that is explicitly dependence on the large number of natural language actions. Further, in many text games, the feasible action set $A_t$ at each time $t$ is an unknown subset of the unbounded action space $A$ that varies over time.

For the case where the maximum number of possible actions at any point in time ($\max_t |A_t|$) is known, the DQN can be modified to simply use that number of outputs (“Max-action DQN”), as illustrated in Figure 4.1(a), where the state and action vectors are concatenated (i.e., as an extended state vector) as its input. The network computes the Q-function values for the actions in the current feasible set as its outputs. For a complex game, $\max_t |A_t|$ may be difficult to obtain, because $A_t$ is usually unknown beforehand. Nevertheless, we will use this modified DQN as a baseline.

An alternative approach is to use a function approximation using a neural network that takes a state-action pair as input, and outputs a single Q-value for each possible action (“Per-action DQN” in Figure 4.1(b)). This architecture easily handles a varying number of actions and represents a second baseline.

We propose an alternative architecture for handling a natural language action space in sequential text understanding: the deep reinforcement relevance network (DRRN). As shown in Figure 4.1(c), the DRRN consists of a pair of DNNs, one for the state text embedding and the other for action text embeddings, which are combined using a pairwise interaction
Figure 4.1: Different deep Q-learning architectures: Max-action DQN and Per-action DQN both treat input text as concatenated vectors and compute output Q-values with a single NN. DRRN models text embeddings from state/action sides separately, and use an interaction function to compute Q-values.

function. The texts used to describe states and actions could be very different in nature, e.g., a state text could be long, containing sentences with complex linguistic structure, whereas an action text could be very concise or just a verb phrase. Therefore, it is desirable to use two networks with different structures to handle state/action texts, respectively. As we will see in the experimental sections, by using two separate deep neural networks for state and action sides, we obtain much better results.

4.1.1 DRRN architecture: Forward activation

Given any state/action text pair \((s_t, a^l_t)\), the DRRN estimates the Q-function \(Q(s_t, a^l_t)\) in two steps. First, map both \(s_t\) and \(a^l_t\) to their embedding vectors using the corresponding DNNs, respectively. Second, approximate \(Q(s_t, a^l_t)\) using an interaction function such as the inner product of the embedding vectors. Then, given a particular state \(s_t\), we can select the optimal action \(a_t\) among the set of actions via

\[
    a_t = \arg \max_{a^l_t \in A_t} Q(s_t, a^l_t).
\]  

(4.1)

More formally, let \(h_{l,s}\) and \(h_{l,a}\) denote the \(l\)-th hidden layer for state and action side neural
networks, respectively. For the state side, $W_{l,s}$ and $b_{l,s}$ denote the linear transformation weight matrix and bias vector between the $(l-1)$-th and $l$-th hidden layers. $W_{l,a}$ and $b_{l,a}$ denote the equivalent parameters for the action side. In this study, the DRRN has $L$ hidden layers on each side. Note we are abusing notation somewhat here. In the description of the tasks previously, $s_t$ and $a_t$ have been text strings. In the equations describing the DRRN, they correspond to the vector representation of the text string, which in our experiments is a bag-of-words model. A bag-of-words representation computes raw counts of each word in vocabulary and computes a weighted average of word embeddings disregarding word orders.

$$h_{1,s} = f(W_{1,s}s_t + b_{1,s}) \quad (4.2)$$
$$h_{1,a}^i = f(W_{1,a}a_t^i + b_{1,a}) \quad (4.3)$$
$$h_{l,s} = f(W_{l-1,s}h_{l-1,s} + b_{l-1,s}) \quad (4.4)$$
$$h_{l,a}^i = f(W_{l-1,a}h_{l-1,a}^i + b_{l-1,a}) \quad (4.5)$$

where $f(\cdot)$ is the nonlinear activation function at the hidden layers, which, for example, could be chosen as $\tanh(x)$, and $i = 1, 2, 3, ..., |A_t|$ is the action index. A general interaction function $g(\cdot)$ is used to approximate the Q-function values, $Q(s, a)$, in the following parametric form:

$$Q(s, a^i; \Theta) = g(h_{L,s}, h_{L,a}^i) \quad (4.6)$$

where $\Theta$ denotes all the model parameters. The interaction function could be an inner product, a bilinear operation, or a nonlinear function such as a deep neural network. In our experiments, the inner product and bilinear operation gave similar results, but the nonlinear neural network using the concatenated state and action space embeddings degraded performance. For simplicity, we present our experiments mostly using the inner product interaction function.

The success of the DRRN in handling a natural language action space $\mathcal{A}$ lies in the fact that the state-text and the action-texts are mapped into separate finite-dimensional embedding spaces. The end-to-end learning process (discussed next) makes the embedding
vectors in the two spaces more aligned for “good” (or relevant) action texts compared to “bad” (or irrelevant) choices, resulting in a higher interaction function output (Q-function value).

4.1.2 Learning the DRRN: Back propagation

To learn the DRRN, we use the “experience-replay” strategy [103], which uses a fixed exploration policy to interact with the environment to obtain a sample trajectory. Then, we randomly sample a transition tuple \((s_k, a_k, r_k, s_{k+1})\), compute the temporal difference error for sample \(k\):

\[
d_k = r_k + \gamma \max_a Q(s_{k+1}, a; \Theta_{k-1}) - Q(s_k, a_k; \Theta_{k-1}),
\]
Algorithm 1 Learning algorithm for DRRN

Initialize replay memory $\mathcal{D}$ to capacity $|\mathcal{D}|$.
Initialize DRRN with small random weights.
Initialize game simulator and load dictionary.

for episode $= 1, \ldots, M$ do
  Restart game simulator.
  Read raw state text and a list of action text from the simulator, and convert them to representation $s_1$ and $a^1_1, a^2_1, \ldots, a^{|A_1|}_1$. $a^i_1 \in A_1$.
  for $t = 1, \ldots, T$ do
    Compute $Q(s_t, a^i_t; \Theta)$ for the list of actions using DRRN forward activation.
    Select an action $a_t$ based on probability distribution $\pi(a_t = a^i_t|s_t)$
    Execute action $a_t$ in simulator
    Observe reward $r_t$. Read the next state text and the next list of action texts, and convert them to representation $s_{t+1}$ and $a^1_{t+1}, a^2_{t+1}, \ldots, a^{|A_{t+1}|}_{t+1}$.
    Store transition $(s_t, a_t, r_t, s_{t+1}, A_{t+1})$ in $\mathcal{D}$.
  end for
  Sample random mini-batch of transitions $\{(s_k, a_k, r_k, s_{k+1}, A_{k+1})| k = 1, \ldots, B\}$ from $\mathcal{D}$.
  Set $y_k = \begin{cases} r_k & \text{if } s_{k+1} \text{ is terminal} \\ r_k + \gamma \max_{a \in A_{k+1}} Q(s_{k+1}, a; \Theta) & \text{otherwise} \end{cases}$
  Perform a gradient descent step on $\sum_k(y_k - Q(s_k, a_k; \Theta))^2$ with respect to the network parameters $\Theta$ (Section 4.1.2). Back-propagation is performed only for $a_k$ even though there are $|A_k|$ actions at time $k$.
end for

and update the model according to the recursions:

$W_{v,k} = W_{v,k-1} + \eta_k d_k \cdot \frac{\partial Q(s_k, a_k; \Theta_{k-1})}{\partial W_v}$ (4.7)

$b_{v,k} = b_{v,k-1} + \eta_k d_k \cdot \frac{\partial Q(s_k, a_k; \Theta_{k-1})}{\partial b_v}$ (4.8)
for $v \in \{s, a\}$. Expressions for $\frac{\partial Q}{\partial W_v}$, $\frac{\partial Q}{\partial b_v}$ and other algorithm details are given in Section 4.1.3. Random sampling essentially scrambles the trajectory from experience-replay into a “bag-of-transitions”, which has been shown to avoid oscillations or divergence and achieve faster convergence in Q-learning [119]. Since the models on the action side share the same parameters, models associated with all actions are effectively updated even though the back propagation is only over one action. We apply back propagation to learn how to pair the text strings from the reward signals in an end-to-end manner. The representation vectors for the state-text and the action-text are automatically learned to be aligned with each other in the text embedding space from the reward signals. A summary of the full learning algorithm is given in Algorithm 1. In the algorithm table, $M$ is the number of episodes, $T$ is the length of an episode, $B$ is the size of a mini-batch for computing the gradient, $t$ is the time index in an episode, while $k$ denotes the index of a sample in the mini-batch. In the actual implementation each iteration we generate multiple episodes of experience and then perform multiple epochs of gradient descent in order to speed up with parallel computing.

Figure 4.2 illustrates learning with an inner product interaction function. We used Principal Component Analysis (PCA) to project the 100-dimension last hidden layer representation (before the inner product) to a 2-D plane. The vector embeddings start with small values, and after 600 episodes of experience-replay training, the embeddings are very close to the converged embedding (4000 episodes). The embedding vector of the optimal action (Action 1) converges to a positive inner product with the state embedding vector, while Action 2 converges to a negative inner product.

### 4.1.3 Detailed Forward and Backward Formulas for DRRN

Let $h_{l,s}$ and $h_{l,a}$ denote the $l$-th hidden layer for state and action side neural networks, respectively. For state side, $W_{l,s}$ and $b_{l,s}$ denote the linear transformation weight matrix and bias vector between the $(l-1)$-th and $l$-th hidden layers. For actions side, $W_{l,a}$ and $b_{l,a}$ denote the linear transformation weight matrix and bias vector between the $(l-1)$-th and $l$-th hidden layers. The DRRN has $L$ hidden layers on each side.
For the case where the interaction function is an inner product, the forward and backward updates are as follows:

**Forward:**

\[
\begin{align*}
    h_{1,s} &= f(W_{1,s}s_t + b_{1,s}) & (4.9) \\
    h_{1,a}^i &= f(W_{1,a}^i a_t^i + b_{1,a}) , & i = 1, 2, 3, \ldots, |A_t| \\
    h_{l,s} &= f(W_{l-1,s}h_{l-1,s} + b_{l-1,s}) , & l = 2, 3, \ldots, L \\
    h_{l,a}^i &= f(W_{l-1,a}^i h_{l-1,a}^i + b_{l-1,a}) , & i = 1, 2, 3, \ldots, |A_t|, l = 2, 3, \ldots, L \\
    Q(s_t, a_t^i) &= h_{L,s}^T h_{L,a}^i & (4.13)
\end{align*}
\]

where \( f(\cdot) \) is the nonlinear activation function at the hidden layers, which is chosen as \( \tanh(x) = (1 - \exp(-2x))/(1 + \exp(-2x)) \), and \( A_t \) denotes the set of all actions at time \( t \). \( h_{L,s}^T \) denotes the transpose of \( h_{L,s} \). If using interaction functions other than the inner product, Equation 4.13 will change (so as the backward formula).

**Backward:**

Note we only back propagate for actions that are actually taken. More formally, let \( a_t \) be action the DRRN takes at time \( t \), and denote

\[
\Delta = [Q(s_t, a_t) - (r_t + \gamma \max_{a \in A_{t+1}} Q(s_{t+1}, a))]^2/2. & (4.14)
\]

Denote \( \delta_{t,s} = \delta b_{t,s} = \partial Q/\partial b_{t,s}, \delta_{t,a} = \delta b_{t,a} = \partial Q/\partial b_{t,a} \), and we have (by following chain rules):

\[
\delta Q = \frac{\partial \Delta}{\partial Q} = Q(s_t, a_t) - (r_t + \gamma \max_{a} Q(s_{t+1}, a)) & (4.15)
\]

\[
\begin{cases}
    \delta_{L,s} = \delta Q \cdot h_{L,a} \odot (1 - h_{L,s}) \odot (1 + h_{L,s}) \\
    \delta_{l-1,s} = W_{l,s}^T \delta_{l,s} \odot (1 - h_{l-1,s}) \odot (1 + h_{l-1,s}), & l = 2, 3, \ldots, L
\end{cases} & (4.16)
\]

\[
\begin{cases}
    \delta_{L,a} = \delta Q \cdot h_{L,s} \odot (1 - h_{L,a}) \odot (1 + h_{L,a}) \\
    \delta_{l-1,a} = W_{l,a}^T \delta_{l,a} \odot (1 - h_{l-1,a}) \odot (1 + h_{l-1,a}), & l = 2, 3, \ldots, L
\end{cases} & (4.17)
\]
\[
\begin{align*}
\delta W_{1,s} = \partial Q/\partial W_{1,s} &= \delta_{1,s} \cdot s'_t \\
\delta W_{l,s} = \partial Q/\partial W_{l,s} &= \delta_{l,s} \cdot h'_{l-1,s}, \quad l = 2, 3, ..., L \\
\delta W_{1,a} = \partial Q/\partial W_{1,a} &= \delta_{1,a} \cdot a'_t \\
\delta W_{l,a} = \partial Q/\partial W_{l,a} &= \delta_{l,a} \cdot h'_{l-1,a}, \quad l = 2, 3, ..., L
\end{align*}
\]

where \(\odot\) denotes element-wise Hadamard product. For the cases where other interaction functions are used, the first lines in Equation 4.16 and 4.17 will change.

\[ \text{Equation 4.18} \]

\[ \text{Equation 4.19} \]

\subsection{4.2 DRRN on text games}

We evaluate the DRRN with the two text games described in Chapter 3: a deterministic text game task called “Saving John” and a larger-scale stochastic text game called “Machine of Death” from a public archive.

In “Saving John” all actions are choice-based, for which the mapping from text strings to \(a_t\) are clear. In “Machine of Death”, when actions are hypertext, the actions are substrings of the state. In this case \(s_t\) is associated with the full state description, and \(a_t\) are given by the substrings without any surrounding context. “Saving John” is a relatively short game and stops after finite steps. For the text game “Machine of Death”, we restrict an episode to be no longer than 500 steps. For text input, we use bag-of-words as features, with different vocabularies for the state side and action side.

\subsection{4.2.1 Experiment setup}

We apply DRRNs with both 1 and 2 hidden layer structures. In most experiments, we use dot-product as the interaction function and set the hidden dimension to be the same for each hidden layer in both state and action spaces. We compare DRRNs with 20, 50 and 100-dimension hidden layers and build learning curves during experience-replay training. The learning rate is constant: \(\eta = 0.001\). In testing, as in training, we apply softmax selection.

We record average final rewards as performance of the model.
The DRRN is compared to multiple baselines: a linear model, two max-action DQNs (MA DQN) \((L = 1 \text{ or } 2 \text{ hidden layers})\), and two per-action DQNs (PA DQN) \((L = 1, 2)\). All baselines use the same Q-learning framework with different function approximators to predict \(Q(s_t, a_t)\) given the current state and actions. For the linear and MA DQN baselines, the input is the same text-based state and action vector representation as in the DRRN, and the number of outputs is equal to the maximum number of actions. When there are fewer actions than the maximum, the highest scoring available action is used. For the linear model, there is no hidden layer so results are irrelevant to hidden dimension. The PA DQN baseline takes each pair of state-action texts as input, and generates a corresponding Q-value, similar to the DRRN. In terms of number of parameters in the weight matrices, the DRRN uses significantly fewer parameters than the MA DQN, and is on par with the PA DQN.

We use softmax selection, which is widely applied in practice, to trade-off exploration vs. exploitation. Specifically, for each experience-replay, we first generate 200 episodes of data (about 3K tuples in “Saving John” and 16K tuples in “Machine of Death”) using the softmax selection rule, where we set \(\alpha = 0.2\) for the first game and \(\alpha = 1.0\) for the second game. The \(\alpha\) is picked according to an estimation of range of the optimal Q-values. We then shuffle the generated data tuples \((s_t, a_t, r_t, s_{t+1})\) update the model as described in Section 4.1.2. The model is trained with multiple epochs for all configurations, and is evaluated after each experience-replay. The discount factor \(\gamma\) is set to 0.9. For DRRN and all baselines, network weights are initialized with small random values. To prevent algorithms from “remembering” state-action ordering and make choices based on action wording, each time the algorithm/player reads text from the simulator, we randomly shuffle the list of actions.\(^1\) This will encourage the algorithms to make decisions based on the understanding of the texts that describe the states and actions.
4.2.2 Performance

In Figure 4.3, we show the learning curves of different models, where the dimension of the hidden layers in the DQNs and DRRN are all set to 100. The error bars are obtained by running 5 independent experiments. The proposed methods and baselines all start at about the same performance (roughly -7 average rewards for “Saving John”, and roughly -8 average rewards for “Machine of Death”), which is the random guess policy. After around 4000 episodes of experience-replay training, all methods converge. The DRRN converges much faster than the other three baselines and achieves a higher average reward. We hypothesize this is because the DRRN architecture is better at capturing relevance between state text and action text. The faster convergence for “Saving John” may be due to the smaller observation space and/or the deterministic nature of its state transitions (in contrast to the stochastic transitions in the other game).

\[1\] When in a specific state, the simulator presents the possible set of actions in random order, i.e. they may appear in a different order the next time a player is in this same state.
We also train DRRN with shared state and action embedding, on “Machine of Death”. This is done by tying the parameter on the state side and the action side. The learning curve is shown in Figure 4.4. For the first 1000 episodes, parameter tying gives faster convergence, but learning curve also has high variance and unstable.

The final performance (at convergence) for both baselines and proposed methods are shown in Tables 4.1 and 4.2. We set the same hidden dimension for both state and action embeddings and test for different model sizes with 20, 50, and 100 dimensions in the hidden layers. The DRRN performs consistently better than all baselines, and often with a lower variance. For “Machine of Death”, due to the complexity of the underlying state transition function, we cannot compute the exact optimal policy score. To provide more insight into the performance, we averaged scores of 8 human players for initial trials (novice) and after gaining experience, yielding scores of $-5.5$ and $16.0$, respectively. The experienced players do outperform our algorithm. The converged performance is higher with two hidden layers for all models. However, deep models also converge more slowly than their 1 hidden layer.
<table>
<thead>
<tr>
<th>Eval metric</th>
<th>Average reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>hidden dimension</td>
<td>20</td>
</tr>
<tr>
<td>Linear</td>
<td>4.4 (0.4)</td>
</tr>
<tr>
<td>PA DQN ((L = 1))</td>
<td>2.0 (1.5)</td>
</tr>
<tr>
<td>PA DQN ((L = 2))</td>
<td>1.5 (3.0)</td>
</tr>
<tr>
<td>MA DQN ((L = 1))</td>
<td>2.9 (3.1)</td>
</tr>
<tr>
<td>MA DQN ((L = 2))</td>
<td>4.9 (3.2)</td>
</tr>
<tr>
<td>DRRN ((L = 1))</td>
<td>17.1 (0.6)</td>
</tr>
<tr>
<td>DRRN ((L = 2))</td>
<td>18.4 (0.1)</td>
</tr>
</tbody>
</table>

Table 4.1: The final average rewards and standard deviations on “Saving John”.

<table>
<thead>
<tr>
<th>Eval metric</th>
<th>Average reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>hidden dimension</td>
<td>20</td>
</tr>
<tr>
<td>Linear</td>
<td>3.3 (1.0)</td>
</tr>
<tr>
<td>PA DQN ((L = 1))</td>
<td>0.9 (2.4)</td>
</tr>
<tr>
<td>PA DQN ((L = 2))</td>
<td>1.3 (1.2)</td>
</tr>
<tr>
<td>MA DQN ((L = 1))</td>
<td>2.0 (1.2)</td>
</tr>
<tr>
<td>MA DQN ((L = 2))</td>
<td>2.8 (0.9)</td>
</tr>
<tr>
<td>DRRN ((L = 1))</td>
<td>7.2 (1.5)</td>
</tr>
<tr>
<td>DRRN ((L = 2))</td>
<td>9.2 (2.1)</td>
</tr>
</tbody>
</table>

Table 4.2: The final average rewards and standard deviations on “Machine of Death”.

versions, as shown for the DRRN in Figure 4.3.

Besides an inner-product, we also experimented with more complex interaction functions: a) a bilinear operation with different action side dimensions; and b) a non-linear neural network using the concatenated state and action space embeddings as input and trained in an end-to-end fashion to predict Q values. For different configurations, we fix the state side embedding to be 100 dimensions and vary the action side embedding dimensions. The
<table>
<thead>
<tr>
<th>Eval metric</th>
<th>Average reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>hidden dimension</td>
<td>20</td>
</tr>
<tr>
<td>Inner product</td>
<td>9.2 (2.1)</td>
</tr>
<tr>
<td>Bilinear</td>
<td>8.9 (1.8)</td>
</tr>
<tr>
<td>Concatenation + NN</td>
<td>8.7 (1.4)</td>
</tr>
</tbody>
</table>

Table 4.3: The final average rewards and standard deviations on “Machine of Death”, using DRRN ($L = 2$) with different interaction functions. “Bilinear” refers to computing Q-values using a bilinear operation, with a 100-dimension state vector and different embedding dimensions for the action side. “Concatenation + NN” refers to computing the Q function using a NN with the concatenation of state and action embeddings as input.

bilinear operation gave similar results, but the concatenation input to a DNN degraded performance. The results are shown in Table 4.3. Similar behaviors have been observed on a different task [108].

To provide some insight into the model, we show examples of state-action pairs in the two text games, in Table 4.4 and Table 4.5. Those values make sense in their game context, respectively.

### 4.2.3 Actions with paraphrased descriptions

To investigate how our models handle actions with “unseen” natural language descriptions, we had two people paraphrase all actions in the game “Machine of Death” (used only in the testing phase), except a few single-word actions whose synonyms are out-of-vocabulary (OOV). The word-level OOV rate of paraphrased actions is 18.6%, and standard 4-gram BLEU score between the paraphrased and original actions is 0.325. The resulting 153 paraphrased action descriptions are associated with 532 unique state-action pairs. The full set of paraphrases is given in [https://github.com/jvking/text-games/blob/master/simulators/machineofdeath_originalActions.txt](https://github.com/jvking/text-games/blob/master/simulators/machineofdeath_originalActions.txt) and [https://github.com/jvking/text-games/blob/master/simulators/machineofdeath_paraphrasedActions.txt](https://github.com/jvking/text-games/blob/master/simulators/machineofdeath_paraphrasedActions.txt).
A wet strand of hair hinders my vision and I’m back in the water. Sharp pain pierces my lungs. How much longer do I have? 30 seconds? Less? I need to focus. A hand comes into view once more.

I still don’t know what to do. (-8.981)
Reach for it. (18.005)

"Me:" Hello Sent: today "Cherie:" Hey. Can I call you?
Sent: today

Reply "I'll call you" (14.569) No (-9.498)

"You don’t hold any power over me. Not anymore." Lucretia raises one eyebrow. The bar is quiet. "I really wish I did my hair today.” She twirls a strand. "I’m sorry," "Save it." //Yellow Submarine plays softly in the background.// "I really hate her.” "Cherie? It’s not her fault.” "You’ll be sorry.” "Please stop screaming.”

I laugh and she throws a glass of water in my face. (16.214) I look away and she sips her glass quietly. (-7.986)

Repress this memory (-8.102) Why didn’t I fight back? (10.601) Face Cherie (14.583)

My dad left before I could remember. My mom worked all the time but she had to take care of her father, my grandpa. The routine was that she had an hour between her morning shift and afternoon shift, where she’d make food for me to bring to pops. He lived three blocks away, in a house with red steps leading up to the metal front door. Inside, the stained yellow wallpaper and rotten oranges reeked of mold. I’d walk by myself to my grandfather’s and back. It was lonely sometimes, being a kid and all, but it was nothing I couldn’t deal with. It’s not like he abused me, I mean it hurt but why wouldn’t I fight back? I met Adam on one of these walks. He made me feel stronger, like I can face anything.

Table 4.4: Q values (in parentheses) for state-action pair from “Saving John”, using trained DRRN. High Q-value actions are more cooperative actions thus more likely leading to better endings.
We apply a well-trained 2-layer DRRN model (with hidden dimension 100), and predict Q-values for each state-action pair with fixed model parameters. Figure 4.5 shows the correlation between Q-values associated with paraphrased actions versus original actions. The predictive R-squared is 0.95, showing a strong positive correlation. We also run Q-value correlation for the NN interaction and $pR^2 = 0.90$. For baseline MA-DQN and PA-DQN, their corresponding $pR^2$ is 0.84 and 0.97, respectively, indicating they also have some generalization ability. This is confirmed in the paraphrasing-based experiments too, where the test reward on the paraphrased setup is close to the original setup. This supports the claim that deep learning is useful in general for this language understanding task, and our findings show that a decoupled architecture most effectively leverages that approach.
In Table 4.6 we provide examples with predicted Q-values of original descriptions and paraphrased descriptions. We also include alternative action descriptions with in-vocabulary words that will lead to positive / negative / irrelevant game development at that particular state. Table 4.6 shows actions that are more likely to result in good endings are predicted with high Q-values. This indicates that the DRRN has some generalization ability and gains a useful level of language understanding in the game scenario.

We use the baseline models and the DRRN model trained with the original action descriptions for “Machine of Death”, and test on paraphrased action descriptions with the underlying state transition mechanism unchanged. The only change to the game interface is that during testing, every time the player reads the actions from the game simulator, it reads the paraphrased descriptions and performs selection based on these paraphrases. Since the texts in test time are “unseen” to the player, a good model needs to have some level of language understanding, while a naive model that memorizes all unique action texts in the original game will do poorly. The results for these models are shown in Table 4.7. All methods have a slightly lower average reward in this setting (10.5 vs. 11.2 for the original actions), but the DRRN still gives a high reward and significantly outperforms other methods. This shows that the DRRN can generalize well to “unseen” natural language descriptions of actions.

4.3 DRRN for Reddit thread tracking $K = 1$

In this section, we tested the DRRN on the Reddit thread tracking task with $K = 1$. This is another application with natural language action space, and formulation of this problem is discussed in Section 3.2. For text preprocessing, we remove punctuation and lowercase capital letters. Since $K = 1$, each action $a_i^t$ is selecting one comment $c_i^t$. The state $s_t$ is a one-thread sequence of history comments that were selected. For each state $s_t$ and action $a_i^t$, we use a bag-of-words representation with the most frequent 5K vocabulary in all networks. We compare the DRRN with two DQN baselines, MA-DQN and PA-DQN, on 5 subreddits (askscience / askmen / todayilearned / askwomen / politics). The actions in MA-DQN are
random shuffled to avoid temporal information. We set the window size $N = 10$.

For the Q-learning agent, fully-connected neural networks are used for text embedding, and each network has $L = 2$ hidden layers, each with hidden dimension 20. In our preliminary experiments on askscience, hidden dimension 20 works well while 50 or 100 leads to overtraining. $\epsilon$-greedy is used in exploration-exploitation, and we keep $\epsilon = 0.1$ throughout training and testing. The discount factor $\gamma = 0.9$ and experience replay memory is set to 10,000. For each experience replay, 500 episodes are generated and stored in a first-in-first-out fashion. Minibatch gradient descent is used with a batch size of 100, and we use the Adam optimization scheduler [82] with learning rate $\eta_t = 0.00001$. In the DRRN, we use an inner product as the pairwise interaction function.

In Table 4.8, we show test performance for DRRN and baselines together with results for the random policy and the oracle upper bound. The results represent the average (and standard deviation) over 5 runs, where each run is an average over 1000 episodes. Upperbounds are estimated by searching through each discussion tree to find $K$ max Karma discussion threads (overlapped comments are counted only once).\footnote{This upper bound may not be attainable in a real-time setting, because the greedy search is according to tree structures rather than time.} We see a significant and consistent gain in using the DRRN over all baseline performances. In Reddit popularity prediction and tracking, PA-DQN performs better than MA-DQN. However, all these models are still far from the oracle upper bound, which is expected. This experiment serves as additional evidence that DRRN works well in a natural language action space.

According to our experiments, myopically picking direct replies with the highest (oracle) karma only gives 50% to 60% of the upperbound if we do a long term search in an offline constructed tree. Testing on the askscience subreddit, the performance of an automatic myopic policy (supervised learning with karma scores as labels) is significantly worse than reinforcement learning using the same feature set, which supports our claim that long-term dependency indeed matters. An example is given in Figure 3.3. This serves as a justification that reinforcement learning is an appropriate approach for modeling popularity of a
discussion thread.
<table>
<thead>
<tr>
<th>State</th>
<th>Actions (with Q values)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak hour ended an hour or so ago, alleviating the feeling of being a tinned sardine that’s commonly associated with shopping malls, though there are still quite a few people busily bumbling about. To your left is a fast food restaurant. To the right is a UFO catcher, and a poster is hanging on the wall beside it. Behind you is the one of the mall’s exits. In front of you stands the Machine. You’re carrying 4 dollars in change.</td>
<td>fast food restaurant (1.094) the Machine (3.708) mall’s exits (0.900) UFO catcher (2.646) poster (1.062)</td>
</tr>
<tr>
<td>You lift the warm mug to your lips and take a small sip of hot tea.</td>
<td>Ask what he was looking for. (3.709) Ask about the blood stains. (7.488) Drink tea. (5.526) Wait. (6.557)</td>
</tr>
<tr>
<td>As you move forward, the people surrounding you suddenly look up with terror in their faces, and flee the street.</td>
<td>Ignore the alarm of others and continue moving forward. (-21.464) Look up. (16.593)</td>
</tr>
<tr>
<td>Are you happy? Is this what you want to do? If you didn’t avoid that sign, would you be satisfied with how your life had turned out? Sure, you’re good at your job and it pays well, but is that all you want from work? If not, maybe it’s time for a change.</td>
<td>Screw it. I’m going to find a new life right now. It’s not going to be easy, but it’s what I want. (23.205) Maybe one day. But I’m satisfied right now, and I have bills to pay. Keep on going. (One minute) (14.491)</td>
</tr>
<tr>
<td>You slam your entire weight against the man, making him stumble backwards and drop the chair to the ground as a group of patrons race to restrain him. You feel someone grab your arm, and look over to see that it’s Rachel. Let’s get out of here, she says while motioning towards the exit. You charge out of the bar and leap back into your car, adrenaline still pumping through your veins. As you slam the door, the glove box pops open and reveals your gun.</td>
<td>Grab it and hide it in your jacket before Rachel can see it. (21.885) Leave it. (1.915)</td>
</tr>
</tbody>
</table>

Table 4.5: Q values (in parentheses) for state-action pair from “Machine of Death”, using trained DRRN
As you move forward, the people surrounding you suddenly look up with terror in their faces, and flee the street.

Ignore the alarm of others and continue moving forward. (-21.5)
Look up. (16.6)

Disregard the caution of others and keep pushing ahead. (-11.9)
Turn up and look. (17.5)

Stay there. (2.8) Stay calmly. (2.0)
Screw it. I’m going carefully. (-17.4) Yell at everyone. (-13.5)

Insert a coin. (-1.4) Throw a coin to the ground. (-3.6)

<table>
<thead>
<tr>
<th>Eval metric</th>
<th>Average reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>hidden dimension</td>
<td>20</td>
</tr>
<tr>
<td>PA DQN ($L=2$)</td>
<td>0.2 (1.2)</td>
</tr>
<tr>
<td>MA DQN ($L=2$)</td>
<td>2.5 (1.3)</td>
</tr>
<tr>
<td>DRRN ($L=2$)</td>
<td>7.3 (0.7)</td>
</tr>
</tbody>
</table>

Table 4.6: Predicted Q-value examples

Table 4.7: The final average rewards and standard deviations on the paraphrased revision of the game “Machine of Death”.

<table>
<thead>
<tr>
<th>models</th>
<th>askscience</th>
<th>askmen</th>
<th>todayilearned</th>
<th>askwomen</th>
<th>politics</th>
</tr>
</thead>
<tbody>
<tr>
<td>random policy</td>
<td>95.3 (1.0)</td>
<td>36.8 (1.0)</td>
<td>112.8 (2.9)</td>
<td>37.6 (0.9)</td>
<td>43.3 (0.9)</td>
</tr>
<tr>
<td>MA-DQN ($L=2$)</td>
<td>171.4 (5.2)</td>
<td>40.7 (0.8)</td>
<td>142.2 (6.2)</td>
<td>39.5 (0.5)</td>
<td>48.7 (1.7)</td>
</tr>
<tr>
<td>PA-DQN ($L=2$)</td>
<td>359.1 (19.8)</td>
<td>42.4 (2.3)</td>
<td>204.4 (6.7)</td>
<td>44.6 (1.9)</td>
<td>54.2 (2.7)</td>
</tr>
<tr>
<td>DRRN ($L=2$)</td>
<td>473.9 (9.3)</td>
<td>43.5 (0.8)</td>
<td>210.8 (9.1)</td>
<td>46.4 (1.5)</td>
<td>60.1 (2.9)</td>
</tr>
<tr>
<td>upper bound</td>
<td>1665.8 (33.0)</td>
<td>334.6 (8.2)</td>
<td>1425.5 (29.5)</td>
<td>271.1 (11.3)</td>
<td>557.0 (15.7)</td>
</tr>
</tbody>
</table>

Table 4.8: A performance comparison (across different subreddits) with $N = 10, K = 1$. All systems have hidden dimension 20.
Chapter 5

DRL WITH A COMBINATORIAL ACTION SPACE

The problem of a combinatorial natural language action space arises in many applications. For example, in real-time news feed recommendation, a user may want to read diverse topics of interest, and an action (i.e. recommendation) from the computer agent would consist of a set of news articles that are not all similar in topics [193]. In advertisement placement, an action is a selection of several ads to display, and bundling with complementary products might receive a higher click-through-rate than displaying all similar popular products.

In this chapter, we investigate a combinatorial natural language action space with the Reddit task, i.e. predicting and tracking popular discussion threads on Reddit. In contrast to the case discussed in the previous chapter, the agent can choose $K$ comments to track out of the recent $N$ observed (vs. only choosing one), so there are $\binom{N}{K}$ possible actions. There are two challenges associated with a combinatorial action space. One is the development of a Q-function framework for estimating the long-term reward when the $K$ comments (sub-actions) are inter-dependent. The other is the potentially high computational complexity, due to evaluating $Q$ over every possible pair of $(s_t, a^i_t)$.

The work in this chapter was published in two venues. Proposing novel architectures for better modeling the Q-function is presented in [59], and using two-stage Q-learning for reducing search complexity is presented in [62].

5.1 Model Q-function

With the real-time setting, it is clear that action $a_t$ will affect the next state $s_{t+1}$ and furthermore the future expected reward. The action $a_t$ consists of $K$ comments (sub-actions), making modeling Q-values $Q(s_t, a_t)$ difficult. In the previous chapter, it is shown that the
Deep Reinforcement Relevance Network (DRRN, Figure 5.1(b)), i.e. two separate deep neural networks for modeling state embedding and action embedding, performs better than per-action DQN (PA-DQN in Figure 5.1(a)), as well as other DQN variants for dealing with natural language action spaces.

Our baseline models include Linear, PA-DQN and DRRN. We concatenate the $K$ sub-actions/comments to form the action representation. The Linear and PA-DQN (Figure 5.1(a)) take as input a concatenation of state and action representations, and model a single Q-value $Q(s_t, a_t)$ using linear or DNN function approximations. The DRRN consists of a pair of DNNs, one for the state-text embedding and the other for action-text embeddings,
which are then used to compute $Q(s_t, a_t)$ via a pairwise interaction function (Figure 5.1(b)).

One simple alternative approach by utilizing this combinatorial structure is to compute an embedding for each sub-action $c^i_t$. We can then model the value in picking a particular sub-action, $Q(s_t, c^i_t)$, through a pairwise interaction between the state and this sub-action. $Q(s_t, c^i_t)$ represents the expected accumulated future rewards by including this sub-action. The agent then greedily picks the top-$K$ sub-actions with highest values to achieve the highest $Q(s_t, a_t)$. In this approach, we are assuming the long-term rewards associated with sub-actions are independent of each other. More specifically, greedily picking the top-$K$ sub-actions is equivalent to maximizing the following action-value function:

$$Q(s_t, a_t) = \sum_{i=1}^{K} Q(s_t, c^i_t)$$ (5.1)

while satisfying (3.1). We call this proposed method DRRN-Sum, and its architecture is shown in Figure 5.1(c). Similarly as in DRRN, we use two networks to embed state and actions separately. However, for different sub-actions, we keep the network parameters tied. We also use the same top layer dimension and the same pairwise interaction function for all sub-actions.

In the case of a linear additive interaction, such as an inner product or bilinear operation, Equation (5.1) is equivalent to computing the interaction between the state embedding and an action embedding, where the action embedding is obtained linearly by summing over $K$ sub-action embeddings. When sub-actions have strong correlation, this independence assumption is invalid and can result in a poor estimation of $Q(s_t, a_t)$. For example, most people are interested in the total information stored in the combined action $a_t$. Due to content redundancy in the sub-actions $c^1_t, c^2_t, \cdots, c^K_t$, we expect $Q(s_t, a_t)$ to be smaller than $\sum_i Q(s_t, c^i_t)$.

To come up with a general model for handling a combinatorial action-value function, we further propose the DRRN-BiLSTM (Figure 5.1(d)). In this architecture, we use a DNN to generate an embedding for each comment. Then a Bidirectional Long Short-Term Memory [49] is used to combine a sequence of $K$ comment embeddings. As the Bidirectional LSTM
has a larger capacity, we expect it will capture more details on how the embeddings for the sub-actions combine into an action embedding. Note that both of our proposed methods (DRRN-Sum and DRRN-BiLSTM) can handle a varying value of $K$, while for the DQN and DRRN baselines, we need to use a fixed $K$ in training and testing.

5.2 Reduce search complexity

In the case of deep Q-learning, most of the time has been spent on the forward-pass from $\binom{N}{K}$ actions to $\binom{N}{K}$ Q-values. For back-propagation, since we only need to back-propagate one particular action the agent has chosen, complexity is not affected by the combinatorial action space.

One solution to reduce computational complexity is simply to randomly pick a fixed number, say $m$ candidate actions, and perform a max operation. While this is widely used in the reinforcement learning literature, it is problematic in our application because the large and highly skewed action space makes it likely that good actions are missed. Here we propose to use two-stage Q-learning for reducing search complexity using coarse-to-fine models. More specifically, we can rewrite the max operation as:

$$\max_{a_t \in A_t} Q_2(s_t, a_t) \approx \max_{a_t \in B_t} Q_2(s_t, a_t)$$

where

$$B_t = \underset{a_t \in A_t}{\arg \max} m Q_1(s_t, a_t)$$

(5.2)

where $\arg \max_{a_t \in A_t}^m$ means picking the top-$m$ actions from the whole action set $A_t$.

In the case of $Q_1$ being DRRN-Sum, we can rewrite $Q_1(s_t, a_t)$ as:

$$Q_1(s_t, a_t) = \sum_{i=1}^{K} Q_0(s_t, c^i_t) = \sum_{i=1}^{K} q^i_t$$

which is simplified by precomputing sub-action value $q^i_t = Q_0(s_t, c^i_t)$, $i = 1, \cdots, N$. $Q_0$ is the simple DRRN introduced in Chapter 4.
To further elaborate, the idea is to use a function $Q_1$ to first perform a quick but rough ranking of $a^i_t$. The second function $Q_2$, which can be more sophisticated, is used to rerank the top-$m$ candidate actions. This ensures that all comments are explored, and at the same time, the architecture can be sophisticated enough to capture detailed dependencies between sub-actions, such as information redundancy. In our experiments, we pick $Q_1$ to be DRRN-Sum and $Q_2$ to be DRRN-BiLSTM. While the independence assumption on sub-action interdependency is too strong, the DRRN-Sum model is relatively easy to train. Since the parameters on the action side are tied for different sub-actions, we can train a DRRN with $K = 1$ and then apply the model for each pair of $(s_t, c^i_t)$. This will result in $N$ sub-action Q-values $Q_0(s_t, c^i_t), i = 1, 2, \cdots, N$. Thus computing Equation 5.2 is equivalent to retrieving the top $m$ from $\binom{N}{K}$ values. Thus, we avoid the huge computational cost of first generating $\binom{N}{K}$ actions from $N$ sub-actions, then applying a general Q-function approximation to evaluate all of them. We used the DRRN with $K = 1$ from Chapter 4 and then copy the parameters to DRRN-Sum, which can be used to evaluate the full action space. The whole two-stage Q framework is summarized in Algorithm 2.

5.3 Experiments

5.3.1 Datasets and Experimental Configurations

Our data consists of 5 subreddits (askscience, askmen, todayilearned, worldnews, nfl) with diverse topics and genres. We report the random policy performances and oracle upper bound performances on the test set (averaged over 10,000 episodes) in Table 5.1 and Table 5.2. Upper bounds are estimated by greedily searching through each discussion tree to find $K$ max karma discussion threads (overlapped comments are counted only once). The upper bound performances are obtained using stabilized karma scores and offline constructed tree structure. This upper bound may not be attainable in real-time setting. The mean and standard deviation are obtained by 5 independent runs, as in the $K = 1$ experiments. In all our experiments we set $N = 10$ as in Chapter 4.
### Table 5.1: Mean and standard deviation of random and upper-bound performance (with $N = 10$, $K = 3$) across different subreddits.

<table>
<thead>
<tr>
<th>Subreddit</th>
<th>Random</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>askscience</td>
<td>321.3 (7.0)</td>
<td>2109.0 (16.5)</td>
</tr>
<tr>
<td>askmen</td>
<td>132.4 (0.7)</td>
<td>651.4 (2.8)</td>
</tr>
<tr>
<td>todayilearned</td>
<td>390.3 (5.7)</td>
<td>2679.6 (30.1)</td>
</tr>
<tr>
<td>worldnews</td>
<td>205.8 (4.5)</td>
<td>1853.4 (44.4)</td>
</tr>
<tr>
<td>nfl</td>
<td>237.1 (1.4)</td>
<td>1338.2 (13.2)</td>
</tr>
<tr>
<td>askwomen</td>
<td>128.9 (2.3)</td>
<td>574.0 (10.9)</td>
</tr>
<tr>
<td>politics</td>
<td>149.3 (1.7)</td>
<td>967.7 (13.6)</td>
</tr>
</tbody>
</table>

### Table 5.2: Mean and standard deviation of random and upper-bound performance on askscience, with $N = 10$ and $K = 2, 3, 4, 5$.

<table>
<thead>
<tr>
<th>$K$</th>
<th>Random</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>201.0 (2.1)</td>
<td>1991.3 (2.9)</td>
</tr>
<tr>
<td>3</td>
<td>321.3 (7.0)</td>
<td>2109.0 (16.5)</td>
</tr>
<tr>
<td>4</td>
<td>447.1 (10.8)</td>
<td>2206.6 (8.2)</td>
</tr>
<tr>
<td>5</td>
<td>561.3 (18.8)</td>
<td>2298.0 (29.1)</td>
</tr>
</tbody>
</table>
In terms of the Q-learning agent, fully-connected neural networks are used for text embeddings. The network has $L = 2$ hidden layers, each with 20 nodes, and model parameters are initialized with small random numbers. $\epsilon$-greedy is used for exploration-exploitation, and we keep $\epsilon = 0.1$ throughout online training and testing. We pick the discount factor $\gamma = 0.9$. During online training, we use experience replay [102] and the memory size is set to 10,000 tuples of $(s_t, a_t, r_{t+1}, s_{t+1})$. For each experience replay, 500 episodes are generated and stored in a first-in-first-out fashion, and multiple epochs are trained for each model. Minibatch stochastic gradient descent is implemented with a batch size of 100. The learning rate is kept constant: $\eta_t = 0.000001$.

Two series of experiments are conducted. First, we assess the Q function alternatives using random sampling in the search with $m = 10$. Then, the two-stage Q function is evaluated. The proposed BiLSTM Q function is compared with four baseline models: Linear, per-action DQN (PA-DQN), DRRN, and DRRN-Sum. For both Linear and PA-DQN, the state and comments are concatenated as an input. For the DRRN, DRRN-Sum, and DRRN-BiLSTM, we use an inner product as the pairwise interaction function between the state and action vectors.

5.3.2 Results Using Random Sampling

In Figure 5.2 we provide learning curves of different models on the askscience subreddit during online learning. In this experiment, we set $N = 10, K = 3$. Each curve is obtained by averaging over 3 independent runs, and the error bars are also shown. All models start with random performance, and converge after approximately 15 experience replays. The DRRN-Sum converges as fast as baseline models, with better converged performance. DRRN-BiLSTM converges slower than other methods, but with the best converged performance.

After we train all the models on the training set, we fix the model parameters and apply (deploy) on the test set, where the models predict which action to take but no reward is shown until evaluation. The test performance is averaged over 1000 episodes, and we report mean and standard deviation over 5 independent runs.
On askscience, we try multiple settings with $N = 10$, $K = 2, 3, 4, 5$ and the results are shown in Table 5.3. Both DRRN-Sum and DRRN-BiLSTM consistently outperform baseline methods. The DRRN-BiLSTM performs better with larger $K$, probably due to the greater chance of redundancy in combining more sub-actions.

We also perform online training and test across different subreddits. With $N = 10, K = 3$, the test performance gains over the linear baseline are shown in Figure 5.3. Again, the test performance is averaged over 1000 episodes, and we report mean and standard deviation over 5 independent runs. The findings are consistent with those for askscience. Since different subreddits may have very different karma scores distributions and language style, this suggests the algorithms apply to different text genres.

In actual model deployment, a possible scenario is that users may have different requests. For example, a user may ask the agent to provide $K = 2$ discussion threads on one day, due to limited reading time, and ask the agent to provide $K = 5$ discussion threads on the other day. For the baseline models (Linear, PA-DQN, DRRN), we will need to train separate
<table>
<thead>
<tr>
<th>K</th>
<th>Linear</th>
<th>PA-DQN</th>
<th>DRRN</th>
<th>DRRN-Sum</th>
<th>DRRN-BiLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>553.3 (2.8)</td>
<td>556.8 (14.5)</td>
<td>553.0 (17.5)</td>
<td>569.6 (18.4)</td>
<td>573.2 (12.9)</td>
</tr>
<tr>
<td>3</td>
<td>656.2 (22.5)</td>
<td>668.3 (19.9)</td>
<td>694.9 (15.5)</td>
<td>704.3 (20.1)</td>
<td>711.1 (8.7)</td>
</tr>
<tr>
<td>4</td>
<td>812.5 (23.4)</td>
<td>818.0 (29.9)</td>
<td>828.2 (27.5)</td>
<td>829.9 (13.2)</td>
<td>854.7 (16.0)</td>
</tr>
<tr>
<td>5</td>
<td>861.6 (28.3)</td>
<td>884.3 (11.4)</td>
<td>921.8 (10.7)</td>
<td>942.3 (19.1)</td>
<td>980.9 (21.1)</td>
</tr>
</tbody>
</table>

Table 5.3: On askscience, average karma scores and standard deviation of baselines and proposed methods (with \( N = 10 \))

![Figure 5.3: Average karma score gains over the linear baseline and standard deviation across different subreddits (with \( N = 10, K = 3 \)).](image)

models for different \( K \)’s. The proposed methods (DRRN-Sum and DRRN-BiLSTM), on the other hand, can easily handle a varying \( K \). To test whether the performance indeed generalizes well, we train proposed models on askscience with \( N = 10, K = 3 \) and test them with \( N = 10, K \in \{2, 4, 5\} \), as shown in Table 5.4. Compared to the proposed models that are specifically trained for these \( K \)’s (Table 5.3), the generalized test performance indeed degrades, as expected. However, in many cases, our proposed methods still outperform all three baselines (Linear, PA-DQN and DRRN) that are trained specifically for these \( K \)’s. This shows that the proposed methods can generalize to varying \( K \)’s even if it is trained on
<table>
<thead>
<tr>
<th>$K$</th>
<th>DRRN-Sum</th>
<th>DRRN-BiLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>538.5 (18.9)</td>
<td><strong>551.2 (10.5)</strong></td>
</tr>
<tr>
<td>4</td>
<td>819.1 (14.7)</td>
<td><strong>829.9 (11.1)</strong></td>
</tr>
<tr>
<td>5</td>
<td>921.6 (15.6)</td>
<td><strong>951.3 (15.7)</strong></td>
</tr>
</tbody>
</table>

Table 5.4: On askscience, average karma scores and standard deviation of proposed methods trained with $K = 3$ and test with different $K$’s

<table>
<thead>
<tr>
<th>State text (partially shown)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are there any cosmological phenomena that we strongly suspect will occur, but the universe just isn’t old enough for them to have happened yet?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comments (sub-actions) (partially shown)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1] White dwarf stars will eventually stop emitting light and become black dwarfs.</td>
</tr>
<tr>
<td>[2] Yes, there are quite a few, such as: White dwarfs will cool down to black dwarfs.</td>
</tr>
</tbody>
</table>

Table 5.5: An example state and its sub-actions

a particular value of $K$.

In Table 5.5, we show an anecdotal example with state and sub-actions. The two sub-actions are strongly correlated and have redundant information. By combining the second sub-action compared to choosing just the first sub-action alone, DRRN-Sum and DRRN-BiLSTM predict 86% and 26% relative increase in action-value, respectively. Since these two sub-actions are highly redundant, we hypothesize DRRN-BiLSTM is better than DRRN-Sum at capturing interdependency between sub-actions.

5.3.3 Two-stage Q-learning

In this subsection we study the effect of two-stage Q-learning. On askscience, we try multiple settings with $K = 2, 3, 4, 5$ and the results are shown in Table 5.6. We compare the proposed two-stage Q-learning with two single-stage Q-learning baselines. The first baseline, following
the method in Section 5.3.2, uses a random subsampling approach to obtain $B_t$ (with $m = 10$) and takes the max over them using DRRN-BiLSTM. The second baseline uses DRRN-Sum and explores the whole action space.\footnote{We also tried to compare training a single DRRN-BiLSTM with the whole action space. However this is intractable both in runtime and experience replay memory usage. Training DRRN-BiLSTM with a larger subspace (sampled with $m = 20$ and $m = 50$) and testing on the whole action space, however, degrades performance compared to the two-stage Q-learning approach. We hypothesize this is due to mismatch in training and testing.} The proposed two-stage Q-learning uses DRRN-Sum for picking a $B_t$ and DRRN-BiLSTM for reranking. We observe a large improvement by switching from “random” to “all”, showing that exploring the entire action space is important in this task. There is a consistent gain by using two-stage Q-learning instead of a single-stage Q with DRRN-Sum. This shows that using a more sophisticated value function for reranking also helps with performance.

In Table 5.7, we compare two-stage Q-learning with the two baselines across different subreddits, with $N = 10, K = 3$. The findings are consistent with those for askscience. Since different subreddits may have very different karma score distributions and language style, our results suggest that the algorithm applies well to different community interaction styles.

<table>
<thead>
<tr>
<th>$B_t$</th>
<th>random</th>
<th>all</th>
<th>DRRN-Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_2$</td>
<td>DRRN-BiLSTM</td>
<td>DRRN-Sum</td>
<td>DRRN-BiLSTM</td>
</tr>
<tr>
<td>K=2</td>
<td>573.2 (12.9)</td>
<td>663.3 (8.7)</td>
<td>676.9 (5.5)</td>
</tr>
<tr>
<td>K=3</td>
<td>711.1 (8.7)</td>
<td>793.1 (8.1)</td>
<td>833.9 (5.7)</td>
</tr>
<tr>
<td>K=4</td>
<td>854.7 (16.0)</td>
<td>964.5 (12.0)</td>
<td>987.1 (12.1)</td>
</tr>
<tr>
<td>K=5</td>
<td>980.9 (21.1)</td>
<td>1099.4 (15.9)</td>
<td>1101.3 (13.8)</td>
</tr>
</tbody>
</table>

Table 5.6: A performance comparison (across different $K$’s on askscience subreddit)
Table 5.7: A performance comparison (across different subreddits) with $K = 3$, $N = 10$

<table>
<thead>
<tr>
<th>$B_t$</th>
<th>random</th>
<th>all</th>
<th>DRRN-Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_2$</td>
<td>DRRN-BiLSTM</td>
<td>DRRN-Sum</td>
<td>DRRN-BiLSTM</td>
</tr>
<tr>
<td>askscience</td>
<td>711.1 (8.7)</td>
<td>793.1 (8.1)</td>
<td>833.9 (5.7)</td>
</tr>
<tr>
<td>askmen</td>
<td>139.0 (3.6)</td>
<td>142.5 (2.3)</td>
<td>148.0 (5.5)</td>
</tr>
<tr>
<td>todayilearned</td>
<td>606.9 (15.8)</td>
<td>679.4 (11.4)</td>
<td>697.9 (9.4)</td>
</tr>
<tr>
<td>askwomen</td>
<td>135.0 (1.3)</td>
<td>145.9 (2.4)</td>
<td>149.6 (3.3)</td>
</tr>
<tr>
<td>politics</td>
<td>177.9 (3.3)</td>
<td>180.6 (6.3)</td>
<td>204.7 (4.2)</td>
</tr>
</tbody>
</table>

5.3.4 Cost Comparisons

During testing, we compare runtime of the DRRN-BiLSTM Q-function with different $B_t$, simulating over 10,000 episodes with $N = 10$ and $K = 2, 3, 4, 5$. We use 4-core 2.30GHz CPU with a Tesla K80 GPU and results are shown in Figure 5.4. For fair comparisons, we chose $Q_2$=DRRN-BiLSTM and tested with different approaches for $B_t$. The two-stage Q-function approach takes slightly longer time compared to random subsampling, but is significantly faster than exploring the whole action space. More specifically, the search time for the random selection and the two-stage Q-function are similar, both nearly constant for different $K$. Using two-stage Q the test runtime is reduced by $6\times$ for $K = 3$ and $11\times$ for $K = 5$ comparing to exploring the whole action space. Note that training DRRN-BiLSTM with the whole action space is intractable, so we just used a subspace-trained DRRN-BiLSTM model for testing. This however achieves worse performance compared to the two-stage Q probably due to mismatch in training and testing.
Figure 5.4: Test runtime of $N = 10$, $Q_2$=DRRN-BiLSTM and different approaches for $B_t$
Algorithm 2 Two-stage Q-learning ($Q_1$: DRRN-Sum, $Q_2$: DRRN-BiLSTM)

Initialize Reddit popularity prediction environment and load dictionary.

Initialize DRRN $Q_0(s_t, c_i^t; \Theta_1)$ with small random weights and train. The DRRN-Sum
$Q_1(s_t, a_t; \Theta_1) = Q_1(s_t, \{c_i^1, c_i^2, \cdots, c_i^K\}; \Theta_1) = \sum_{i=1}^{K} Q_0(s_t, c_i^t; \Theta_1)$

Initialize replay memory $\mathcal{D}$ to capacity $|\mathcal{D}|$.

for $\text{episode} = 1, \ldots, M$ do

Randomly pick a discussion tree.

Read raw state text and a list of sub-action text from the simulator, and convert them
to representation $s_1$ and $c_1, 1, c_1, 2, \ldots, c_1, N$.

Compute $q_{1, j} = Q_0(s_1, c_1, j; \Theta_1)$ for the list of sub-actions using DRRN forward pass.

For each $a_1 \in A_1$, form value of $Q_1(s_1, a_1; \Theta_1) = \sum_{i=1}^{K} Q_0(s_1, c_i^1; \Theta_1) = \sum_{i=1}^{K} q_{1, i}^1$.

Keep a list of top $m$ actions $B_1 = [a_1^1, a_1^2, \cdots, a_1^m]$; each $a_1^i$ consists of $K$ sub-actions.

for $t = 1, \ldots, T$ do

Compute $Q_2(s_t, a_t^1; \Theta_2), i = 1, 2, \cdots, m$ for $B_t$, the list of top $m$ actions using DRRN-BiLSTM forward pass.

Select an action $a_t$ based on policy $\pi(a_t = a_t^i|s_t)$ derived from $Q_2$. Execute $a_t$.

Observe reward $r_{t+1}$. Read the next state text and the next list of sub-action texts,
and convert them to representation $s_{t+1}$ and $c_{t+1, 1}, c_{t+1, 2}, \ldots, c_{t+1, N}$.

Compute $q_{t+1, j} = Q_0(s_{t+1}, c_{t+1, j}; \Theta_1)$ for the list of sub-actions using DRRN.

For each $a_{t+1} \in A_{t+1}$, form value of $Q_{t+1}(s_{t+1}, a_{t+1}; \Theta_1) = \sum_{i=1}^{K} Q_0(s_{t+1}, c_{t+1, i}^t; \Theta_1) = \sum_{i=1}^{K} q_{t+1, i}^t$.

Keep a list of top $m$ actions $B_{t+1} = [a_{t+1}^1, a_{t+1}^2, \cdots, a_{t+1}^m]$, where each $a_{t+1}^i$ consists
of $K$ sub-actions.

Store transition $(s_t, a_t, r_{t+1}, s_{t+1}, B_{t+1})$ in $\mathcal{D}$.

end for

if during training then Run Algorithm 3.

end if

end for
Algorithm 3 Mini-batch gradient descent

Sample random mini batch of transitions \( \{(s_k, a_k, r_{k+1}, s_{k+1}, B_{k+1})| k = 1, \ldots, B \} \) from \( \mathcal{D} \).

Set \( y_k = \begin{cases} 
  r_{k+1} & \text{if } s_{k+1} \text{ is terminal} \\
  r_{k+1} + \gamma \max_{a \in B_{k+1}} Q_2(s_{k+1}, a; \Theta_2) & \text{otherwise}
\end{cases} \)

Perform a gradient descent step on \( \sum_k (y_k - Q_2(s_k, a_k; \Theta_2))^2 \) with respect to the network parameters \( \Theta_2 \).
Chapter 6

INCORPORATING EXTERNAL KNOWLEDGE IN DRL

This chapter describes our contribution in incorporating external knowledge for predicting popular Reddit threads. Section 6.1 introduces background literatures on using external knowledge as a source of information. Section 6.2 describes the framework for incorporating external knowledge, in the form of a collection of unstructured world news documents, as well as temporal context extracted in the process of tracking and predicting popular discussion threads. Section 6.3 presents experimental results. Incorporating external world knowledge consistently improves over different configurations, and learns to attend to different parts of knowledge depending on the discussion community. Adding temporal features on top of best configurations gives mixed performances for different domains.

6.1 Background

People have used “external knowledge” to mean a variety of things in NLP, including linguistic resources such as WordNet [190], structured knowledge bases [43, 16, 101], Wikipedia [79, 186] and other unstructured text resources [123, 189, 2, 17, 20]. In general, the motivation for using external knowledge is to improve coverage and/or robustness for tasks such as question answering [43, 16, 79, 189], information extraction [186, 123], and knowledge base population [101, 2]. In this thesis, we are primarily interested in external knowledge represented by unstructured text, so some of this work is potentially relevant to our approach. However, our objective is for this knowledge to provide global social context for identifying popular discussion comments, so the text sources are different and metadata is potentially useful.

In question answering, knowledge representation and reasoning plays a central role [43,
In the TREC Question Answering track 2005, MIT CSAIL’s entries focused on using external general-knowledge sources such as Wikipedia in factoid question answering [79]. In [101], two fundamentally different approaches of using the web data for question answering are presented and compared. In the federated approach, techniques for managing semistructured data are used and the web resources are treated as databases. In the distributed approach, web data is viewed as a collection of unstructured text with redundancy. In human-computer dialog systems such as a chatbot, information retrieval approach that can leverage unstructured documents is used for responding to utterances [189]. In information extraction, large plain-text collections such as newspaper documents are used for generating patterns and extracting tuples (objects and their relations) in an iterative way [2]. Relation-specific training examples are generated by matching Infobox (a set of tuples summarizing the key attributes of the subject) on Wikipedia, to train an open information extractor [186].

Our work differs from these studies in that the knowledge is used here as context rather than as an information source, specifically to augment the state in reinforcement learning. In terms of retrieving text, tf-idf (term-frequency inverse-document-frequency) [144] is especially useful in measuring semantic similarity. Recently, automatically learned embeddings for computing relevance are also studied in question answering [159] and machine translation [108].

Our approach to leveraging external knowledge is similar to a memory network [159], which uses an attention mechanism and provides an automatic method for learning an end-to-end relevance function. In our work, we also leverage metadata (time, popularity) for computing attention mechanism.

In reinforcement learning, Narasimhan et al. [123] present a framework of acquiring and incorporating external evidence to improve extraction accuracy in domains where the amount of training data is scarce. There are also efforts to utilize natural language external knowledge in domain-specific tasks. In computer games, an approach to language grounding is presented which automatically interprets text in the manual and uses domain knowledge extracted from the text to improve game performance [17]. In an interactive computer
operating system environment, Branavan et al. address the task of mapping high-level instructions to sequences of commands using policy gradient [20]. These studies are the most closely related to our work, but they do not involve a natural language action space. In addition, they focus on facts and instructions in their retrieving external knowledge, while in our task the agent learns incorporating external knowledge for social context.

6.2 Framework

6.2.1 External world knowledge

The mechanism to incorporate external language knowledge into decision making assumes that the agent will keep track of a memory space that helps with decision making, and when a new state comes, the agent refers to this external knowledge and picks relevant resources to help with decision making. The external knowledge used here is comprised of other discussions about world events, assuming that these events and public reactions to them impact how people react to discussion comments.

The specific architecture we propose is illustrated in Figure 6.1. The agent keeps a growing collection of documents. That is, at each time $t$, the external knowledge contains documents from worldnews that appear before time $t$. Every time the agent reads the state information from the environment (Step 6 and Step 13 in Algorithm 2), it performs a lookup operation in external knowledge in its memory. This external knowledge is an evolving collection of documents from the worldnews subreddit. A document, in our case, is the post plus top-5 popular comments in a worldnews discussion tree. We use an attention mechanism that produces a probability distribution over the entire external knowledge resource. This weight vector is computed by considering a set of features measuring the relevance between the current state and each document in the collection. More specifically, we consider the following three types of relevance:

- Timing features: When users express their opinions on a website such as Reddit, it is likely they are referring to more recent news events. We use two indicator features to
Figure 6.1: Incorporating external knowledge to augment a state-side representation with an attention mechanism. The attention features \( \{ f_1, f_2, \cdots \} \) depend on the state and time stamp, helping the agent learn to pay different attention to external knowledge given different states. The shaded blue parts are learned end-to-end within reinforcement learning.

represent whether a document from the external knowledge is within the past 24 hours, or the past 7 days relative to the time of the new state. We denote these features as \( \mathbb{1}_{\text{day}} \) and \( \mathbb{1}_{\text{week}} \), respectively.

- Semantic similarity: We use the standard tf-idf representation \([143]\) of the state (comments tracked so far) and the documents and compute cosine similarity scores between the current state and each document in the external knowledge, as a measure for semantic relevance. We denote this semantic similarity as \( u_{\text{semantic}} \), and \( u_{\text{semantic}} \in [-1, 1] \).

- Popularity: For Reddit posts/comments, we use karma score as a measure for popularity, assuming that more people are familiar with high popularity topics. To compensate for the range difference compared to other relevance measures, we normalize karma scores. Specifically, we sum the karma scores of the post and top-5 comments, and then normalize the sum by dividing by the highest score in the external knowledge, so
the feature values fall in the range [0, 1]. We denote this normalized popularity score as $u_{\text{popularity}}$. Unlike in Fang et al. [40], the summed karma scores do not follow a Zipfian distribution, so we do not use quantization or any nonlinear transformation.

For each state the agent extracts the above features for each document in the external knowledge, and forms a four-dimensional feature vector $f = [1_{\text{day}}, 1_{\text{week}}, u_{\text{semantic}}, u_{\text{popularity}}]$. The attention weights are then computed as a linear combination followed by a softmax over the entire external knowledge:

$$ p = \text{Softmax}([1_{\text{day}}, 1_{\text{week}}, u_{\text{semantic}}, u_{\text{popularity}}] \cdot \beta) $$

where the Softmax operates over the collection of documents and $p$ has dimension equal to the number of documents. Note in our experimental setting, the softmax applies for only documents that exist before the new comments appear, and this simulates a “real-time” dynamic external knowledge resource. The attention weights $p$ are then multiplied with document embeddings $\{d_i\}$ to form a vector representation (embedding) of “world” knowledge:

$$ o = \sum_i p_i d_i $$

The world embedding is concatenated with the original state embedding to enrich understanding of the environment.

Empirically, this architecture also demonstrates advantages, as presented in the experimental section. First, the proposed architecture that augments the state side representation with the world embedding leads to better performance and can also be easily extended to other deep Q-learning variants. Second, the effects of the four relevance features are domain specific, i.e. some features help more in one domain but not so much in another. Our model learns $\beta$ in an end-to-end manner, and accounts for advantages of different features in different domains.
6.2.2 Temporal context

In this subsection, we incorporate temporal context in predicting popular Reddit discussion threads, and we consider timing as another form of knowledge other than language. More specifically, we consider two types of temporal context, absolute timing and relative timing. Absolute timing includes hour of the day (24-dimension one-hot encoding) and day of the week (7-dimension one-hot encoding). Relative timing includes time since when the post was posted, time since the parent comment, time since the last comment to its parent, rate of commenting (window length between the 10 comment window). All relative timing features are in hours.

Since timing features and text features are very distinct two types of features. We treat them on top of previously introduced models. At each time step in the tracking process, the agent sees a set of comments as sub-actions. For each comment, the agent extracts their temporal context and concatenates with a predicted Q-value from the previous model (e.g. DRRN with external knowledge in \( K = 1 \) case, or two-stage Q with external knowledge in combinatorial case). Then a linear function approximation is used for computing a final Q-value by considering both temporal context and text features. In the case of a combinatorial action space, we choose summary statistics (i.e. sample averages) to be the temporal features representing a set of sub-action temporal context. Specifically, when an action consists of \( K \) sub-actions, each sub-action will provide a timing feature, and we average those \( K \) vectors as the timing feature for this action.

6.3 Experiments

6.3.1 External knowledge configuration

We first study the effect of incorporating external knowledge, without considering the combinatorial action space. More specifically, we set \( K = 1 \) and use the simple DRRN. Each action is to pick a comment \( \{c^1_t\} \) from \( C_t \) to track. We utilize 9.88k posts from the worldnews subreddit as our external knowledge source.
For comparison, we experiment with a baseline DRRN without any external knowledge, as described in Section 4.3. We also construct a baseline DRRN with hand-crafted rules for picking documents from external knowledge. Those rules include: i) documents within the past-day, ii) documents within the past-week, iii) the 10 semantically most similar documents, and iv) the 10 most popular documents.

6.3.2 Experimental results using worldnews

Results showing the absolute performance gains associated with different ways of incorporating external knowledge for different subreddits over a baseline DRRN (without any external knowledge) are given in Figure 6.2. The experimental results show that the DRRN using a learned attention mechanism to retrieve relevant knowledge outperforms all the rule-based configurations of DRRNs with external knowledge, and significantly outperforms the DRRN baseline that does not use external knowledge. For askmen and askwomen the absolute gains are small, but in fact the relative gains are similar to todayilearned as shown next. Also we observe that different relevance features have different impact across subreddits. For example, for askscience, past-day documents have higher impact than past-week documents,
while for politics past-week documents are more important. The most-popular documents actually have a negative effect for todayilearned, mainly because those are documents which are most popular throughout the entire history, while todayilearned discussions value information about recent events. Therefore, the attention mechanism seems to learn to rely on proper features to retrieve useful knowledge for the needs of different domains. In principle, since we are concatenating the world embedding to obtain an augmented state representation, the result should not get worse. We hypothesize this is due to overfitting and use of mismatched documents, as in the most-popular setting for todayilearned.

In Figure 6.3, we present the results for the model using attention, but this time showing relative gain. The figure shows effects of incorporating external knowledge with $N = 10$ for both $K = 1$ and the combinatorial $K = 3$ case using two-stage Q-learning. In all cases, incorporating external knowledge consistently gives a performance gain, but the benefits are much smaller for $K = 3$. This suggests that external knowledge is mainly useful for finding the very top thread, but less important if you are following multiple threads. The relative gain for politics (34%) is substantially larger than for the other subreddits, because worldnews tends to include a lot of political news. The lower impact on askmen and askwomen is
<table>
<thead>
<tr>
<th>state</th>
<th>Would it be possible to artificially create an atmosphere like Earth has on Mars?</th>
<th>Does our sun have any unique features compared to any other star?</th>
</tr>
</thead>
<tbody>
<tr>
<td>top-1</td>
<td>Ultimate Reality TV: A Crazy Plan for a Mars Colony - It might become the mother of all reality shows. Fully 704 candidates are soon to begin competing for a trip to Mars to establish a colony there.</td>
<td>Star Wars: Episode VII begins filming in UAE desert. This can’t possibly be a modern Star Wars movie! I don’t see a green screen in sight! Ya, it’s more like Galaxy news.</td>
</tr>
<tr>
<td>top-2</td>
<td>‘Alien thigh bone’ on Mars: Excitement from alien hunters at ‘evidence’ of extraterrestrial life. Mars likely never had enough oxygen in its atmosphere and elsewhere to support more complex organisms.</td>
<td>African Pop Star turns white (and causes controversy) with new line of skin whitening cream. I would like to see an unshopped photo of her in natural lighting.</td>
</tr>
<tr>
<td>top-3</td>
<td>The Gaia (General Authority on Islamic Affairs) and the UAE (United Arab Emirates) have issued a fatwa on people living on mars, due to the religious reasoning that there is no reason to be there.</td>
<td>Dwarf planet discovery hints at a hidden Super Earth in solar system - The body, which orbits the sun at a greater distance than any other known object, may be shepherded by an unseen planet.</td>
</tr>
<tr>
<td>least</td>
<td>North Korea’s internet is offline; massive DDOS attack presumed.</td>
<td>Hong Kong democracy movement hit by 2018. The vote has no standing in law, by attempting to sabotage it, the Chinese(?) are giving it legitimacy.</td>
</tr>
</tbody>
</table>

Table 6.1: States and documents (partial text) showing how the agent learns to attend to different parts of external knowledge
presumably because they cover more personal topics.

In Table 6.1, we show examples of most/least attended documents in the external knowledge given the state description. The documents are shortened for brevity. In the first example, the state is about a question about the atmosphere on Mars. The most-attended documents are correctly related to Mars living conditions, in various respects. The second example has the state talking about sun’s features compared to other stars. Interestingly, although the agent is able to attend to top documents due to some topic word matching (e.g. sun, star), the picked documents reflect popularity more than topic relevance. In terms of popularity, both the Reality TV show in the first example and the Star Wars movie in the second example have the highest karma scores among the top-3 documents, respectively, showing the model’s consideration for other relevance other than semantic similarity. The least-attended documents are totally irrelevant in both examples, as expected. Furthermore, we observe in other examples that the most-attended documents indeed change when the state changes even within a discussion thread, showing the agent’s ability to adapt to different parts of the knowledge source when the topic changes.

6.3.3 Incorporating temporal context experimental results

We further experiment with adding temporal context on top of the best configurations so far on the Reddit task. For the $K = 1$ scenario, the extracted temporal features have 36 dimensions (4 relative timing features + 7 dimensions day of the week + 24 dimensions hour of the day), and are concatenated with predicted q values from a DRRN with external worldnews knowledge. Again we experiment with 5 subreddits and results are shown in Table 6.2.

From Table 6.2, timing features are helpful for most subreddits except askscience. We hypothesize that this is because askscience popularity is related more to the quality of answers in response to a scientific question. By looking at the parameters of the linear model, parameters associated with absolute timing features take similar values, indicating they are not very informative. This is expected, as our task focuses on picking a high popularity
comment in a relatively short time window. Thus actions within that time window will have the same or neighboring absolute timing features.

We further experiment with a combinatorial action space with $K = 3$. In this case, only relative timing features are added on top of the two-stage Q with incorporating external worldnews knowledge. Results are shown in Table 6.3. Unfortunately timing features again are hurting performance on askscience. For other subreddits, we see consistent but small gains.

The small gain is surprising given that other work has shown that timing is important [76]. We hypothesize two possible reasons. One is that timing features are mainly important because high karma comments often come early, but in our task setting the window of 10 descendants effectively forces a choice of comments that arrive early. The second reason is that timing mainly filters out less important comments, which represent the vast majority of comments and therefore dominate evaluation metrics that consider all comments. In our task definition, only high karma comments substantially contribute to the score.

<table>
<thead>
<tr>
<th>External knowledge?</th>
<th>Timing?</th>
<th>askscience</th>
<th>askmen</th>
<th>todayilearned</th>
<th>askwomen</th>
<th>politics</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>N</td>
<td>473.9 (9.3)</td>
<td>43.5 (0.8)</td>
<td>210.8 (9.1)</td>
<td>46.4 (1.5)</td>
<td>60.1 (2.9)</td>
</tr>
<tr>
<td>Y</td>
<td>N</td>
<td>540.3 (13.0)</td>
<td>48.5 (2.4)</td>
<td>235.3 (11.1)</td>
<td>49.5 (1.8)</td>
<td>80.5 (3.6)</td>
</tr>
<tr>
<td>Y</td>
<td>Y</td>
<td>517.1 (7.2)</td>
<td>52.5 (3.8)</td>
<td>237.6 (3.8)</td>
<td>51.2 (1.2)</td>
<td>83.4 (5.0)</td>
</tr>
</tbody>
</table>

Table 6.2: Effects of timing features (across different subreddits with $K = 1$)
Table 6.3: Effects of timing features (across different subreddits with $K = 3$)

<table>
<thead>
<tr>
<th>External knowledge?</th>
<th>Timing?</th>
<th>askscience</th>
<th>askmen</th>
<th>todayilearned</th>
<th>askwomen</th>
<th>politics</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>N</td>
<td>833.9 (5.7)</td>
<td>148.0 (5.5)</td>
<td>697.9 (9.4)</td>
<td>149.6 (3.3)</td>
<td>204.7 (4.2)</td>
</tr>
<tr>
<td>Y</td>
<td>N</td>
<td>856.8 (8.1)</td>
<td>150.6 (6.1)</td>
<td>704.3 (9.8)</td>
<td>154.4 (2.9)</td>
<td>212.7 (3.9)</td>
</tr>
<tr>
<td>Y</td>
<td>Y</td>
<td>839.5 (16.5)</td>
<td>155.6 (8.5)</td>
<td>706.8 (9.4)</td>
<td>156.6 (2.2)</td>
<td>216.4 (8.4)</td>
</tr>
</tbody>
</table>
Chapter 7

CONCLUSION

7.1 Summary of contributions

There has been increasing interest in applying deep reinforcement learning to a variety of problems, but only a few studies address problems with natural language state and action spaces. Our work serves as one of pioneers in this direction. In our setting, both the state and the action spaces are inherently discrete, but we learn a continuous representation of each using a new architecture for deep reinforcement learning with variants to handle problems with combinatorial natural language actions (i.e. text selection). We also formulate two new testbeds for RL: text-based games and predicting popular Reddit threads. In both tasks, the states and actions are all described by natural language so they are useful for language studies. Publicly available source codes are released and can be accessed on github.

More specifically, we first we develop a deep reinforcement relevance network (DRRN), a novel DNN architecture for handling actions described by natural language in decision-making tasks such as text games. In experiments with two text games and a discussion thread tracking task, we show that the DRRN converges faster and to a better solution for Q-learning than alternative architectures that do not use separate embeddings for the state and action spaces.

Second, we develop novel deep Q-learning architectures to better model the state-action value function with a combinatorial action space. The sub-actions are interdependent so action value function is not a simple summation of sub-action values. The proposed DRRN-BiLSTM method not only performs better than DRRN or Per-action DQN baselines across different experimental configurations and domains, but it also generalizes well for scenarios where the user can request changes in the number tracked. To explore the entire action
space while avoiding enumeration of all possible action combinations, we introduce a two-stage Q-learning framework. Experimental results show performance improvement in the task of predicting popular Reddit threads.

Third, we develop a novel architecture for incorporating unstructured external knowledge into reinforcement learning. Information from the original state is used to query the knowledge source (an evolving collection of documents corresponding to other online discussions about world events), and the state representation is augmented by the outcome of the query. This learnable attention mechanism (depending on multiple factors such as time, popularity, and topic matching) gives improved performance in the task of predicting popular Reddit threads, and gives dynamic attention conditioned on the current state. We also provide a mechanism for including temporal features in characterizing the actions but find minimal gain due to the restrictions on the action space of a short time window.

7.2 Future work

In this thesis, we follow the value function approach for reinforcement learning in natural language scenarios. This is useful when a task involves a natural language state and action space, and the agent interacts with the environment by evaluating a set of given actions and picking one of them.

An important application that involves natural language state and action spaces is human-computer dialogs. Human-computer dialog systems aim at providing an automated language assistant, through typed-in text or spoken language, that converses with human beings and performs certain tasks. The task could be either a specific domain-dependent task such as booking flight tickets, providing information given a knowledge base, or providing social interactions and entertainment such as chatbots. In a human-computer dialog system, the state is usually the conversation history, or some extracted form with belief updates from context. The action is a response generated to be replied to the user, or a dialog act from a carefully designed set of agent intents in a specific domain. Our thesis methods could be applied when the state is in natural language form and the action space is a set of candidate
responses. However, they are not directly applicable if we want to generate a natural language response. To do that, we could follow a policy-based approach. Instead of focusing on modeling an action value function, we can directly model the policy, i.e. conditional probability of taking an action given the state. In natural language processing, this is essentially language modeling conditioned on context. The policy could be further refined within the reinforcement learning framework. In the future the distinction between task-oriented dialog systems and social/chat bots might be more obscure, and a unified framework for handling general purpose dialog will be preferred. At present there are two research approaches. A group of researchers start with modular systems and try to scale up to more domains, while another stream of research starts with an end-to-end approach and try to improve upon existing algorithms.

One might also wish to explore other forms of knowledge, such as a structured knowledge base. In Chapter 6, we present an approach for incorporating a collection of unstructured documents as a source of external knowledge. We also consider timing features as other types of knowledge. In many applications a structured database or knowledge base is available, which may be beneficial to query for external information that helps with the current reinforcement learning task. In addition, the structure in the database can be utilized to speed up the query process, unlike the softmax attention approach we used with a collection of documents.

It will also be of interest to apply deep reinforcement learning to other applications that involve language, such as recommendation systems and strategic financial/business planning. In those applications, text/language features may serve as a set of complementary features to enhance performance. For example, a recommendation system usually uses multi-arm bandits modeling or collaborative filtering that considers history and co-occurrence information in action selection. However it has proven helpful to combine content (such as text) information for cold start situations [147]. In financial pricing, value iteration and function approximation are widely used. It might be helpful to also make use of NLP features in function approximation.
Deep reinforcement learning is an exciting area that attracts more and more researchers every year. This partly reflects how technologies evolve and develop. After the GMM-HMM framework was first introduced in speech processing, for many years there had been incremental algorithmic improvement to automatic speech recognition, until the realm of deep learning. By the time deep learning was proven useful in speech recognition and computer vision, researchers devoted to seeking applications where this new technique might solve other long-standing problems. This is similar to what is happening now in deep reinforcement learning. Motivated by the huge success of AlphaGo, many researchers working on reinforcement learning are interested to see if there are other applications where this algorithm can create disruptive innovation, as impactful as AlphaGo. On the other hand, every technique has limits. We will see whether deep reinforcement learning (and its variants) will eventually lead to so-called “strong artificial intelligence” or “artificial general intelligence.”
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