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Computational approaches to health, especially approaches harnessing “big data”, offer researchers emerging methods and novel data to understand social inequalities. Through data sources such as social media and smart city technology (e.g., streaming passenger sensor data from public buses), the public is generating trillions of data points and drawing the attention of researchers interested in classic subject areas such as understanding development of inequalities and newer research areas like the connection between online and offline social worlds. Big data has unique strengths and limitations that are magnified by the methods used to analyze big data in the social sciences, a methodology broadly known as computational social science. Computational social science employs computational approaches such as cryptography and machine learning algorithms to analyze, simulate, and model behavioral phenomena. Additionally, computational methods provide large-scale access to unstructured data types such as text, images, and audio that previously eluded social science research. This dissertation explores the substantive and methodological contributions and limitations
of blending big data, computational social science, and synthetic data in two health domains. Synthetic datasets are used to maintain data privacy and simulate data entry uncertainty by leveraging multiple imputation and most importantly for these studies, intentionally inaccurate (e.g., not the actual collected value in the original data set) data. The first study uses Twitter and merges image and geolocation data to assess demographic variations in physical activity attitudes. Chapter one demonstrates how an integrated data gathering and refinement approach can produce a high quality social media data set. Sentiment polarity findings indicate that racial minorities (especially women) discuss physical activity as positive and often more positive than whites challenging conventional hypotheses of race and physical activity attitudes. The second and third chapter use synthetic data based on Homeless Management Information Systems (HMIS) administrative data from a county comprising one major metropolitan area. HMIS data was collected from multiple service providers in federally funded housing programs such as transitional housing, emergency shelters, rapid-rehousing, support services only, etc. The second chapter’s substantive aim is to identify family typologies of homelessness service use. Identifying typologies of service use is a goal of homelessness research to align homeless interventions with users and identifying family typologies have become a research focus over the last twenty years. The substantive goal for the third chapter is to examine how family characteristics such as household structure and parents’ race interact with housing program interventions to influence homelessness exit pathways. Researchers have disputed how influential housing program and family characteristics are for homelessness duration or persistence in homeless cycles making targeted interventions difficult. The methodological contribution of this chapter is to use random forest classifiers to predict exit pathways across different family characteristic constellations. This dissertation engages multiple computational social science approaches with synthesized administrative and social media data. Strategies and results reveal the potential and pitfalls from leveraging emerging methodology and data to investigate health disparities.
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DEDICATION

To enquiring minds.
Chapter 1

INTRODUCTION

“Wittgenstein’s ruler: Unless you have confidence in the ruler’s reliability, if you use a ruler to measure a table you may also be using the table to measure the ruler.” (Taleb 2001, pg. 244)

Computational approaches to health, especially approaches harnessing “big data”, offer researchers emerging methods and novel data to understand social inequalities. The infancy of big data and methods in computational social science research makes the field a Wild West frontier of ethical dilemmas and ensemble research strategies from multiple disciplines (Salganik 2017). The recent intersection of computational big data methods and social science research has fittingly left most of the history of computational social science online. For instance, Google Trends data show the meteoric rise of big data and other related terms (big data, machine learning, and computational social science. See Figure [1.1] in Google searches since 2012[^1]. Computational social science, a coalescing discipline, is significantly behind the other search terms. The youth of computational social science is also evidenced by recent discipline milestones such as the creation of the first Ph.D. program in 2002[^2].

[^1]: Figure 1.1 queried Google Trends with the search terms big data, machine learning, and computational social science. This query is reproduced here: https://trends.google.com/trends/explore?date=all&q=big%20data,machine%20learning,computational%20social%20science,data%20science. Researchers are also turning to Google trends to investigate demographic differences in household dynamics such as fertility behavior (Ojala et al. 2017).

[^2]: I corresponded with founding faculty from George Mason’s Department of Computational Social Science
and the formation of domestic and international conferences three and fifteen years ago, respectively.²

Figure 1.1: Google searches of big data and related terms

Before addressing the possibilities and limitations of big data and computational social science, these amorphous terms that exploded into public and research discussions must be defined. Big data is characterized by the “4 V’s” of data – volume, variety, veracity, and velocity.³ Volume is concerned with the scale and physical size of the data (e.g., terabytes), variety relates to the sources of data (e.g., videos, audio, or text data from social media), veracity addresses data quality and uncertainty from predictions, and velocity corresponds after seeing the claim that their department was the first to offer a Computation Social Science Ph.D. in the following Curriculum Vitae: http://www.aiecon.org/herbertsimon/series14/CV-Cioff.pdf These faculty members confirmed that George Mason was indeed the first program, classes didn’t start until 2005 and the first graduate completed the program in 2010.

³Domestic Conference: http://www.casos.cs.cmu.edu/naacsos/history.php
International Conference: https://ic2s2.org/2017/
http://www.ibmbigdatahub.com/infographic/four-vs-big-data
with the speed data is created (e.g., seconds-based accelerometer data from wearable health devices). Through data sources such as social media and smart city technology (e.g., streaming passenger sensor data from public buses), the public is generating trillions of data points. These individual and meta-data have drawn the attention of researchers interested in classic subject areas such as investigating urbanization and newer research areas like the connection between online and offline social worlds (Athey 2017; Blumenstock, Cadamuro, and On 2015; Ellison, Steinfield, and Lampe 2007; Grieve et al. 2013; Jean et al. 2016; Jerez et al. 2010; Stephens-Davidowitz 2017; Subrahmanyam et al. 2008; Sundsøy 2016). For instance, researchers are using passively collected administrative transit card data and call data records to understand social inequalities. Transit studies have segmented transit ridership by socioeconomic status (SES) to understand equity issues around transportation development. Similarly, behavioral patterns from call data records can be associated with SES and used to predict country-wide poverty distributions. Additionally, social media research suggests that online and offline information dissemination is influenced by demographic inequalities in social media participation and friendship networks (Baeza-Yates 2016; Bozdag 2013; Hajian, Bonchi, and Castillo 2016; Kirkpatrick 2016; Oser, Hooghe, and Marien 2013; Tumasjan et al. 2010).

The ability to passively collect immense amounts of data potentially related to social phenomena is among the many unique strengths and limitations that are magnified by the methods used to analyze big data in the social sciences, a methodology broadly known as computational social science. Returning to the transit card project discussed earlier, a potential shortcoming for researchers centered on data generation limitations and historical inequalities that could produce algorithmic biases. This study’s demographic estimates of ridership behaviors countered incomplete coverage of sensor data (not every vehicle in the fleet had passenger counting sensors) and potentially under-counting low-income ridership (these users tend to use cash instead of transit cards) with bias estimations instead of allowing

usage algorithms to replicate historical inequities from limited data. Likewise, Tumasjan et al. (2010) argue for bias corrections that avoid overstating or understating public support for political parties and politicians with sentiment analysis of social media messages because a minority of super users with extreme message volume disproportionately influence overall message polarity.

Algorithms and data are also influenced along multiple demographic features and characteristics of user behavior. Research on potentially discriminatory algorithmic behavior based on demographic features such as gender, ethnicity, or health status is growing (Hajian et al. 2016). Moreover, social media data is likely shaped by network qualities and behavior commercialization. Baeza-Yates (2016) discuss how the activity bias (a minority of users generate most of the content) and presentation bias (past clicking behaviors or ratings changes future interactions with the website/ad delivery) potentially influence social media artifacts. Algorithmic biases and data limitations biases (e.g., historical bias in the data generation process and the unknown impact of online social networks and proprietary business) practices make it difficult to disentangle (raw) data biases and measurement biases. The result of uncertainty is limits on both measurement precision and forecasting (Taleb 2001, 2007, 2012).

The art in computational social science research is managing the trade-offs between methodology and research insight. To this end, computational social science employs computational approaches such as cryptography and machine learning algorithms (e.g., random forests, clustering methods) to analyze, simulate, and model behavioral phenomena. Additionally, computational methods provide large-scale access to unstructured data types such as text, images, and audio that previously eluded social science research (Chang, Kauffman, and Kwon 2014; Gandomi and Haider 2015; King 2011). Computational social science as

---

6https://computationalsocialscience.org/

7Ethnographic social science approaches do incorporate unstructured data, just not at the scale available with computational approaches
a field balances the inherent complexity in combining fields describing social phenomena with tools from the natural and artificial world of engineering and computer science. Social science researchers are broadly asking, “Can new computational methods explore social phenomena?” Fewer researchers are asking, “How can the engineering and computer science tools that represent the backbone of computational social science be modified to capture and investigate social phenomena?”

The asymmetry between problems looking for tools and tools looking for problems is a tension every computational social science study should address. For instance, sentiment analysis has grown in popularity in the social sciences, but the method was originally designed to analyze movie and product reviews (Pang and Lee 2005; Pang, Lee, and Vaithyanathan 2002; Turney 2002). Researchers should acknowledge how the method’s history (tool) affects their research (problem); reviews, unlike social media, are written with largely informative language and are usually devoid of rhetorical devices such as puns and sarcasm that invert the meaning of information delivered (making overtly positive language a slight and vice-versa). Thus, when sentiment analysis is used for social media data, the method can obfuscate meaning.

Data in this dissertation, like all data generated from an uncertain process, is regarded with caution. Concerns with data biases and computational limitations such as algorithmic bias temper findings. Computational social science is a field for cautious explorations, and findings from this field are one dimension from a broad spectrum of research. Researchers in this area need to exhibit caution when disentangling methods and findings from data.

---

8 Bail (2014) provides a rare framework for integrating theory-driven qualitative cultural sociology computer science methodology.

9 For an in-depth review of the sentiment analysis and its origins in natural language processing see (Pang and Lee 2008)

10 Emoticons (emojis) and intensifiers (e.g., all-caps and character repetitions) are also important parts of social media speech that fall outside the sentiment analysis’ traditional scope.
Algorithm limitations. Algorithms designed to predict or cluster can exaggerate biases in the data generation process and/or historical legacies of inequality. Although computational methods have brought new data sources under the purview of social science, these data sources and methods are not above scrutiny and should speak to existing research from domain experts. The ability to investigate questions elusive to conventional data sources will develop as computational social science researchers engage with traditional researchers (researchers with more domain expertise and not expertise in using novel data types such as digital trace data/web surveys or machine learning methods). A key step to bridging computational and traditional approaches is the development of methodological clarity and ability to discuss reliability and validity by computational researchers.

1.1 Mo’ Data, Mo’ Problems?

The greatest strengths and weakness of big data are captured in the name. As the data gets bigger, so does the noise (the ratio may even increase exponentially instead of linearly). Thus while increasing data volume makes it easier to sample groups (especially underrepresented groups), spurious relationships are likely to develop because of the tremendous potential for (non-meaningful) correlations. Moreover, high-dimensional data may produce the “curse of dimensionality”, a machine learning term meant to capture prediction problems created from too many predictor variables (Bellman and Dreyfus 1957; Friedman 1997; Keogh and Mueen 2011). Social media research using linked digital trace data (e.g., profiles from multiple social media accounts) are explicitly invoking the curse of dimensionality in their analytical strategies. Tang and Liu (2012) demonstrate how methods to reduce the feature (predictor) space such as supervised learning (user labeled data) outperform kitchen-sink models that include as much information as possible like unsupervised learning (unlabeled data). Skowron et al. (2016) show that unsupervised learning algorithms can be modified to compact feature representation with summary statistic extraction (e.g., mean, standard deviation, etc.) and sub-sampling.

Three key questions should be investigated by computational social science research:
(1) What was measured? (2) What is being modeled? and (3) What are the strengths and limitations of the analytical approach? The nascent stage of big data and computational social science analytics bring reliability and validity concerns to the forefront for researchers and the public alike (Salganik 2017). Although research has demonstrated social media’s comparability with offline behaviors in some areas with ground truth data (e.g., voting preferences from social media posts can be verified with voting behavior; see Barberá and Rivero (2015)), ground truth data for other social phenomena (e.g., dating preferences) are more elusive, limiting generalizability. Additionally, numerous unobserved norms can influence interpretations of social media. For instance, gendered or racial communication patterns (clearly in existence offline) could color language use and eventual sentiment analysis conclusions.

Contextual questions surround the measurement of social media data in particular. Researchers should ask: “Are individuals using social networks in a way that is measurable for my research question? Is there consistency between behavioral patterns such as attitudes and peer group formation for online and offline personas?” Answers to these and similar questions should be addressed within a social media project. For instance, while individuals might share an unsolicited opinion via Twitter, researchers are unable to observe the rationale (e.g., anger, boredom, attention-seeking behavior, etc.) behind a digital trace observation. However, attention to behavioral patterns such as average sentiment across opinions can inform the signal behind each individual trace. Furthermore, the value in an unsolicited opinion is not how individuals would frame their motivations post hoc, but the fact that they offered an opinion at all. From this perspective, we acknowledge why we might discount some opinions instead of claiming all unsolicited opinions are invalidated. It should be noted that asking individuals their own motivations for actual behaviors after the fact through retrospective recall comes with its own difficulties (De Vera et al. 2010; Falkner, Trevisan, 11

Sentiment analysis uses computationally intensive techniques to identify positive, neutral or negative opinions in text (Pak and Paroubek 2010)
1.2 Artificial Intolerance

“As machine learning models penetrate critical areas like medicine, the criminal justice system, and financial markets, the inability of humans to understand these models seems problematic (Caruana et al., 2015; Kim, 2015). Some suggest model interpretability as a remedy, but few articulate precisely what interpretability means or why it is important.” (Lipton 2016 pg. 1)

Using big data is akin to searching for a singular needle in a haystack while simultaneously adding more needles and hay to that same stack. Enter, computational social science. While not a panacea, computational approaches grapple head on with the strengths and limitations of big data and these methods are relevant for traditional data. For instance, new computational methods such as facial recognition software can predict an individual’s race from an image and rapidly assess demographic characteristics relative to traditional methods. Additionally, statistical methods like decision tree cross-validation can leverage administrative data to build predictions robust to unseen observations with an informed estimate of out-of-sample error. However, the insights gained from computational social science methods should be approached with caution.

Methods are inherently biased. Computational approaches (especially those used to predict) can easily fall victim to algorithmic bias without consideration for historical or data-quality driven biases (Bail 2014; Bozdog 2013; Sweeney 2013). Historically grounded cultural biases are commonly observed with image analysis as well as advertisement and social service delivery. These biases accelerate from offensive to life-altering depending on the algorithmic context. For instance, researchers have shown that image recognition software has labeled black men as apes\footnote{https://www.usatoday.com/story/tech/2015/07/01/google-apologizes-after-photos-identify-black-people-} and image searches of “CEO” under-represent women.
(Kay, Matuszek, and Munson 2015). Algorithms become troubling when they influence ad delivery by suggesting “arrest” to auto-complete Google searches at a very high rate when preceded with names traditionally assigned to Black individuals (e.g., DeShawn, Darnell, and Jermaine) in contrast to names associated more with Whites (e.g., Geoffrey, Jill and, Emma) (Sweeney 2013). These algorithmic-driven biases may be exponentially worse when considering service delivery. Consider the impact of racial biases in software to predict recidivism that is influential in the parole process of several states. Research has documented systematic biases that over-penalize Blacks and underestimate the recidivism of Whites. For instance, the recidivism algorithm consistently overestimated short-term (0-2 year) recidivism rates and upgraded Black sentencing protocols (decreasing parole likelihood) while simultaneously underestimating White prisoners’ probability of recidivism and increasing the probability of their parole (Barocas and Selbst 2016; Chouldechova 2017). The very visible, adverse impact on life chances such as re-entering society illustrates the extent algorithms can harm individuals or communities. As a result of data and methodological concerns, studies that leverage big data and computational social science methods should advocate for a cautious analysis of behavioral phenomena.

1.3 Overview

This dissertation explores the substantive and methodological contributions and limitations of blending computational social science and big data in two health domains. The first chapter uses Twitter to assess demographic variations in physical activity attitudes. Physical activity attitudes are related to differences in physical activity engagement, and physical activity is a key predictor of chronic disease development. The substantive goal of Chapter One is to explore whether or not Twitter (big data–volume, veracity, and variety) reveals variations in attitudes towards physical activity by using sentiment analysis to explore opinions expressed towards moderate to vigorous physical activities. Methodologically, this chapter
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approaches Twitter as a large-scale ethnography of unsolicited opinions and utilizes sentiment analysis, facial recognition software, and geo-located census data (computational methods) to understand demographic differences in physical activity attitudes.

The second and third chapter use synthetic data based on Homeless Management Information Systems (HMIS) administrative data (big data—volume, veracity) from a county comprising one major metropolitan area. HMIS data were collected from multiple service providers in Housing and Urban Development (HUD) and Health and Human Services (HHS) funded programs such as transitional housing, emergency shelters, rapid-rehousing, support services only, etc. Each observation represents a unique family’s homeless experience: duration, programs used, and (if an exit interview was administered) respondent’s living situation at the time of program exit. The data is longitudinal program data from 1993 to 2015 and also includes demographic indicators for each household such as parents’ racial background and veteran status. Given HMIS data entry, confidentiality, and privacy concerns, the data used here was synthetically produced from cryptographic methods that alter characteristics of the true data. In the random mode of synthetic data, the data synthesizing software uses random variable sampling, adding the highest degree of differential privacy (noise) (Ping, Stoyanovich, and Howe 2017). The correlated attribute mode uses a Bayesian network to calculate the relationship between variables, and in cases where calculating a Bayesian network is too computationally expensive, Ping et al. (2017) suggest using the independent attribute to sample from a noise-added distribution of the underlying data. Synthetic data further anonymizes individual data and introduces data uncertainty similar to provider (data entry) and respondent (misinformation) inaccuracy observed by homeless service providers using HMIS. Furthermore, models using these data should operate under the uncertainty the data generation process creates. For instance, the combination of political and locational legacies such as the unevenness in the application of selection criteria for a social service program (e.g., disparate program awareness, honest error, or structural racism) affects the composition of populations observed in these programs. Consequently, predictions from these models
should not be generalized to a broader population.

The second chapter’s substantive aim is to develop methods that could be used to identify family typologies of homelessness service use. Identifying typologies of service use is a goal of homelessness research to align homeless interventions with users; identifying family typologies has become a research focus over the last twenty years (Culhane et al. 2007; Fischer and Breakey 1991; Morse 1992; Shlay and Rossi 1992). The methodological contribution of this chapter is the comparison of clustering strategies across synthetic data sets to create clusters of homelessness service use that can inform family usage typologies and homelessness policy. The clustering strategy relies on finite normal mixture models, models developed to analyze change over time and understand how covariates inform longitudinal processes (Figueiredo and Jain 2002; McLachlan and Peel 2004; Rasmussen 2000).

The substantive goal for the third chapter is to examine how family characteristics such as household structure and parents’ racial background interact with housing program interventions to influence homelessness exit pathways. Researchers have disputed how influential housing program and family characteristics are for homelessness duration or persistence in homeless cycles, making targeted interventions difficult (Culhane et al. 2007; Grant et al. 2013; Lee, Tyler, and Wright 2010; Metraux and Culhane 1999; Rossi 1991; Shinn 1997; Wood et al. 1990). The methodological contribution of this chapter is to use random forest classifiers (computational methods) to predict exit pathways across different family characteristic constellations. Random forest classifiers are a parametric machine learning method that is robust to noise and outliers. This ensemble technique combines decision trees that individually use input variables to predict group membership for each observation (Breiman 2001a).

These studies explore social science big data research and emerging computational methods to understand variations in physical activity attitudes (social media) and homeless family resource utilization (administrative data). Social media data is newer, and the relationship between social media and the ability to predict “ground-truth” reality is being explored.
in domains like poverty prediction (Blumenstock et al. 2015; Jean et al. 2016; Sundsøy 2016). The first chapter on Twitter and physical activity addresses the suspicion with social media data quality and the complexities of porting computer science methodologies to social media data. Analyzing social media data with computational methods like sentiment analysis introduces potential errors from algorithmic bias and incomplete understanding of language richness (e.g., puns, sarcasm, etc.). When analyzing social media data, computational approaches use emerging methods on new data, can magnify the errors based on data generation such as the algorithms behind companies limiting the data available via Application Programming Interfaces (APIs)[13]. This chapter also demonstrates the ability to integrate administrative and facial recognition software and produce estimates of social media users’ demographic backgrounds.

Although the administrative data used in the second and third chapter is more familiar to demographic research, the methods used represent emerging approaches being applied by social scientists to understand behavioral phenomena. These chapters are representative of computational methods from computer science and statistics that are traditionally considered atheoretical because they are designed to (1) preserve privacy and (2) maximize predictive performance (Dwork 2006, 2007; Jones and Linder 2015). Social scientists are wary of abstractions from actual data and using “black box” off-the-shelf prediction-oriented methods to understand social phenomena. However, advancements in data cryptography and machine learning interpretability are opening the black box of computational methodology and informing policy by allowing researchers to test multiple hypotheses across potential states of the world.

Lastly, this dissertation hopes to join the movement to increase reproducibility and replicability in the sciences. A 2015 Nature survey of 1,576 researchers revealed that 70%

[13] For instance, Twitter’s Streaming API allows access to 1% of all tweets occurring in real time without mention of how that 1% of tweets is chosen. Sloan et al. (2013) has shown that the 1% sample is a random representative sample of all tweets]
of researchers have tried and failed to reproduce a study from another researcher (Baker
2016). Additionally, a high-profile controversy surrounding the sociologist Alice Goffman’s
2014 book *On the Run*\[14\] demonstrates that reproducibility challenges exist in computational
and traditional research (Lubet 2015). As a nexus between computational and traditional re-
search, this dissertation adopted multiple strategies for transparent research. These strategies
include leveraging tools and communities such as version control and Software Carpentry\[15\]
to build data management and computational science skills (Leek and Peng 2015; Stodden
2010). Furthermore, Leek and Peng (2015) suggest that these tools and communities are
essential components of reproducible and replicable research that include ensuring “(i) the
raw data from the experiment are available [and] (ii) the statistical code and documentation
to reproduce the analysis are available” (1645). By using synthetic data, this dissertation
is able to share data without violating HMIS data sharing agreements or Twitter’s terms of
service. All the data and code from this dissertation will be available at my GitHub profile\[16\]
in the hopes of transparency, reproducibility, and replicability.

1.3.1 Summary

“The trick to being a scientist is to be open to using a wide variety of tools.”
(Breiman 2001b, pg. 214)

The overarching takeaway of this dissertation is to be general and specific with novel
data and computational social science. Researchers can be general when re-purposing con-
ventional data such as addresses to improve estimates of social media users race with Census

\[14\] Goffman’s response to critics: [http://www.ssc.wisc.edu/soc/faculty/docs/goffman/A%20Reply%20to%20Professor%20Lubet.pdf](http://www.ssc.wisc.edu/soc/faculty/docs/goffman/A%20Reply%20to%20Professor%20Lubet.pdf)

\[15\] “Software Carpentry is a volunteer organization whose goal is to make scientists more productive, and their work more reliable, by teaching them basic computing skills. Founded in 1998, it runs short, intensive workshops that cover program design, version control, testing, and task automation” from: [https://software-carpentry.org/faq/#what-is-swc](https://software-carpentry.org/faq/#what-is-swc)

\[16\] [https://github.com/kpolimis/](https://github.com/kpolimis/)
data. However, researchers need to be specific and avoid out-of-the-box implementations of methods such as sentiment analysis or random forest predictors. The result of a cautious approach is a conscious articulation of the problem inherent in Wittgenstein’s ruler and the remedies needed to address data and measurement concerns.

Together, these papers describe a human-in-the-loop approach—a strategy where individuals train algorithms and/or correct inaccurate predictions—to further develop computational social science and health research. This dissertation combines machine efficiency processing large datasets with human awareness of algorithmic and data-curation biases. Allowing humans to influence modeling approaches with theory, real-time, or historical information can clarify computational social science results. This dissertation informs human-driven approaches to social science research by advocating a cautious application of computational methods, analyzing multiple data sources (administrative data and social media), and applying emerging methods to understand health inequalities.

\[\text{Thanks to Ridhi Kashyap, Allie Morgan, Adaner Usmani and the Summer Institute in Computation Social Science (SICSS) for introducing me to the term “human-in-the-loop”}\]
1.3.2 References


Chapter 2

CAN SOCIAL MEDIA BE USED TO ASSESS DEMOGRAPHIC VARIATIONS IN PHYSICAL ACTIVITY ATTITUDES?

2.1 Introduction

Social media create novel, user-generated forums that can mirror observing human behavior. Attitudinal researchers gravitate towards social media data because these data are unsolicited and produced at a tremendous scale. However, social media data are not without their own limitations and the efficacy of these data to explore social phenomena is continuously being evaluated (Bail 2014). Social media research could provide insight into racial differences in chronic disease prevalence by leveraging individual expression to better understand proximate disease risk factors such as attitudes.

Researchers consistently observe large and persistent racial differences in chronic disease prevalence (Smedley, Stith, and Nelson 2003). Racial minorities have higher comorbidity rates and are susceptible to increased mortality (Cossrow and Falkner 2004). Longitudinal and cross-sectional population health surveys regularly highlight racial and ethnic disparities in protective health behaviors including moderate to vigorous physical activity which may drive disease prevalence disparities (Crespo et al. 2000; Dietz 1998; Schwarz and Peterson 2010; Stephens, Jacobs Jr., and White 1985; Tucker, Welk, and Beyler 2011). Gender is also correlated with physical activity and interacts with race in important ways; for example, minority (Black and Hispanic) women are on average less physically active than white women and Black and Hispanic men (Wilcox et al. 2000).

Although physical activity is determined by individual, social and other ecological determinants, a significant body of research asserts that individual attitudes are impor-
tant physical activity predictors (Ajzen 1991; Azjen 1985; Godin et al. 1987; Hagger et al. 2003). Attitudes influence physical activity independent of many social and ecological factors known to affect physical activity rates such as social networks and built environments (Brenes, Strube, and Storandt 1998; Courneya et al. 2000). As mentioned before, physical activity is lower for racial minorities, particularly minority women. The available attitudinal survey research with diverse samples includes findings that racial minorities often have similarly positive or more positive attitudes towards physical activity than their White peers complicates the established relationship between attitudes and engagement. Moreover, female-specific surveys have found that Black and Hispanic women report more positive attitudes towards physical activity than White women despite health literature showing these women engage in less physical activity than their White peers (Crespo et al. 2000; Eyler et al. 2002; Im, Chang, et al. 2012). Racial similarities in physical activity attitudes despite behavioral differences in physical activity trends challenge well established links between attitudes and behaviors. Either attitudes are less salient for physical activity or current methods have not revealed physical activity attitudinal complexity for minority groups.

The multidimensionality inherent in attitudes suggests survey data may not fully capture attitudinal differences, especially for physical activity. Ethnographic studies examining physical activity attitudes utilizing diverse racial samples implicate barriers, knowledge gaps, activity preferences and other difficult to measure factors that may be related to racial variations in physical activity attitudes (Lavizzo-Mourey et al. 2001). Through open-ended and semi-structured approaches, ethnographies have added nuance to attitudinal variation research by providing a forum for individuals to voice perceived physical activity benefits and constraints. However, ethnographic studies face challenges related to small sample size and limited geographies. A more systematic investigation of racial and gender differences that can both capture attitudinal complexity and address larger population segments is needed to better provide nuance to physical activity attitudes.
This paper’s purpose is twofold: to substantively assesses demographic variation in physical activity attitudes and methodologically explore social media data challenges and limitations. First, this paper examines physical activity attitude variation by race and gender with Twitter as a large scale ethnography with respondents’ unsolicited views toward various physical activities. Analyses also investigate variations at the intersections of demographic characteristics. Textual data on moderate to vigorous leisure time physical activity from Twitter is analyzed with sentiment analysis to understand demographic variations in physical activity attitudes. Twitter users’ demographic background is estimated with the combination of facial recognition software and a Census-based last name by location predictor. These analyses reveal attitudes towards physical activity vary by activity and across racial groups with minimal gender variation within racial groups. Lastly, this study contributes to growing literature on social media and demographic research by highlighting methodological challenges facing Twitter-based demographic studies and providing suggestions to address potential social media data biases. Approaches to uncertainty of measurement across attitudes and demographics create a sensitivity-based approach that is instructive for disentangling results and providing a template for future research.

2.2 Background

This review examines key relationships between physical activity and attitudes, demographic variation in physical activity attitudes, and the viability of social media data to understand physical activity.

2.2.1 Physical Activity and Attitudes

Physical activity is broadly defined as “any bodily movement produced by skeletal muscles that results in energy expenditure” (Pate et al. 1995). Health professionals recommend moderate and vigorous physical activity, measured by metabolic equivalent (MET), because these activities provide substantive contributions to individuals’ total caloric expenditure and overall health status (Haskell et al. 2007; Hendelman et al. 2000; Westerterp
Typically, vigorous activities like running exert greater than 6 METs while moderate activities including walking are equivalent to 4-6 METs (Lee and Paffenbarger 2000).

Numerous models exist for describing the relationship between health behaviors, specifically physical activity, and attitudes. Previous health research has focused on latent measures and adapted psychological constructs to understand factors that affect the attitude-behavior relationship (Ajzen 1991; Ajzen and Timko 1986; Azjen 1985; Giles-Corti and Donovan 2002; Godin et al. 1987; Hagger et al. 2003; Voas 2014). Attitudinal health studies find that attitudes influence key physical activity predictors, including persistently engaging in physical activity and behavioral intention. Individuals with positive attitudes towards physical activity intend to (and measurements confirm) engage in physical activity more regularly and across the lifespan than individuals without these attitudes (Affuso et al. 2011; Hagger, Chatzisarantis, and Biddle 2002; Tammelin et al. 2003). Some researchers have critiqued attitudes’ importance to physical activity; however, psychological constructs appear important predictors for health behaviors (see: Trost et al. (2002) for critiques of physical activity attitudes).

2.2.2 Physical Activity Attitudes and Demographic Variation

Health attitudes (e.g., orientation to physical activity) vary by race and gender as well as the intersection of these demographic backgrounds (Clark and Nothwehr 1999; Courtenay, McCreary, and Merighi 2002; Mcguire et al. 2002). While we have a broad understanding of demographic differences in physical activity trends, we have a limited understanding of attitudinal variation along demographic background intersections (Harden 2004). Exploring demographic characteristics individually and in combination can clarify physical activity attitudinal variation.

\footnote{“Intentions are assumed to capture the motivational factors that influence a behavior; they are indications of how hard people are willing to try, of how much of an effort they are planning to exert, in order to perform the behavior” (Ajzen (1991), pg.181).}
2.2.3 Racial Variation

Attitudinal research with multiple racial groups produces conflicting comparisons that highlight differences between survey and ethnographic methods. For instance, Affuso et al. (2011) use a telephone survey with general questions about exercise (Appendix A.1) and find majority agreement amongst African-American men and women agree that physical activity is important. Contrastingly, ethnographic research observes a broader range of minority attitudes towards physical activity influenced by cultural ideals towards self-rated health, body-size, and fatalism (Baptiste-Roberts et al. 2007; Egede and Bonadonna 2003; Krause and Jay 1994). Ethnographic studies suggest that less positive attitudes toward physical activity may reflect cultural norms interacting with ecological constraints. Additionally, attitudinal studies often focus on Black-White differences, limiting information about other minority attitudes towards physical activity, such as Hispanic and Asian-American attitudes. Studies that do investigate Hispanic or Asian physical activity attitudes favor examining acculturation and immigration processes instead of broadly studying these communities (Johnson 2000; Kandula and Lauderdale 2005; Unger et al. 2004). Acculturation- or immigration-based studies find that the migration experience adversely impacted immigrant health by increasing obesity-related behaviors.

2.2.4 Gender Variation

Gendered social and cultural norms could produce variation in physical activity attitudes. For instance, Eyler et al. (1998) and Dwyer et al. (2006) find that women and girls’ attitudes towards physical activity are influenced by gender norms that deter physical activity. Moreover, Hayes, Crocker, and Kowalski (1999) find that women subjectively rated their physical activity engagement self-perceptions lower than men despite engaging in the same objective levels of physical activity or having similar levels of self-esteem. Intersectional studies provide opportunities to assess cultural norm influences on gendered

attitudes towards physical activity. These studies demonstrate how overlapping social identities (e.g., race, gender, age, class, religion, etc.) interact to produce and exacerbate social inequalities (Crenshaw 1991).

Intersectional race and gender studies provide opportunities to understand how cultural norms and ecological dynamics are operationalized into physical activity attitudes but conflicting findings have emerged. For instance, Wilcox et al. (2000) and Grieser et al. (2006) rely on survey scales to conclude that Blacks and Whites have more attitudinal commonalities than differences and caution against race-specific health interventions for males or females. Wilcox et al. (2000) finds that Black and White women endorse exercise for health and a desire to increase current physical activity at similar rates while Grieser et al. (2006) states that “girls from all groups have similar perceptions of the benefits of physical activity, with staying in shape as the most important” (pg. 40). Contrastingly, an internet based midlife women’s physical activity attitude study find racial differences in physical activity attitudes with scaled instruments. Im, Chang, et al. (2012) shows that midlife racial/ethnic minority women (Hispanic and Non-Hispanic African American women) report significantly greater positive attitudes towards physical activity than Non-Hispanic White women.

Studies using focus groups, semi-structured interviews, and other interactive forums indicate layered complexity behind minority men and women’s physical activity attitudes (Airhihenbuwa et al. 1995; Henderson and Ainsworth 2003; Im, Y. Ko, et al. 2012; Versey 2014). Multiple authors suggest that African-American women’s less positive physical activity attitudes are influenced by marginalized experiences and cultural beauty norms (e.g., hair maintenance) instead of outright dislike for physical activity. However, because few large-scale studies offer detailed attitudinal questions there is less certainty in generalizing race-specific attitudes. Recent research by Ray (2017) has also shown that intersectionality may be conditioned by neighborhood experience. In a physical activity study of middle class blacks and whites to examine physical activity, Ray (2017) found
that urbanicity and percentage of white neighbors differentially affected black men and women's exercise behaviors. Physical activity attitudinal variation by racial, gender and intersectional identities reveal methodology and item-specificity may also influence results. For instance, studies with survey methods tend to focus on how much attitudes differ by race, while ethnographies investigate why attitudinal differences may exist. To these ends, surveys often measure attitudes with scaled responses from generic survey items about exercise. The emerging attitudinal differences (or lack thereof) from surveys may be artifacts of how individuals self-referentially interpret questions about physical activity. Thus, probing attitudes with user-driven responses related to specific physical activities could enhance our understanding gender variations across physical activity.

2.2.5 Understanding Health Behaviors with Unstructured Data

User-generated, unstructured data provide opportunities to address the subjectivity inherent in asking individuals to declare attitudes towards physical activity via survey or in the presence of a researcher and or peers using interview or focus group methods. Examples of unstructured data include textual, visual and auditory data sources, dimensionally rich information not typically available in traditional survey methodology. The similarity across these data types is the lack of predefined model such that data are not “table-orientated as in a relation model or sorted-graph as in an object database” making it difficult to process with traditional software programs (Abiteboul 1997). This paper utilizes one form of unstructured data—those derived from digital traces or records of online interactions. More specifically, this study leverages Twitter data, typically text-laden
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3 Krause and Jay (1994) use in-depth one-on-one interviews that blended survey items with follow-up opportunities to elaborate on how individual reference points (e.g., focusing on health problems versus physical function) influence racial attitudinal variation in self-rated health responses. Their data from open-ended responses suggested that global self-rated health questions are being interpreted differentially by race further demonstrating the utility of ethnographic approaches. Similarly, Boyington, Howard, and Holmes (2008) also finds physical activity criteria for evaluation, reference points such as self-rated health and physical functional limitations, vary by race.
descriptions by individuals describing daily activities or social events (restricted to 140 characters via the online platform). However, increased dimensionality is not without its own pitfalls (Bellman and Dreyfus 1957; Friedman 1997). Digital trace research is demonstrating how explicit methods to reduce potential predictors (features) improve inference quality. Through supervised feature selection (user labeled data) or advanced unsupervised (non-labeled data) learning algorithms that are modified to compact features, social media researchers can reduce uncertainty about network and individual characteristics (Skowron et al. 2016; Tang and Liu 2012).

The discrepancy in attitudinal findings from qualitative and survey research discussed earlier could be related to the subjectivity inherent in attitudes. Popay, Rogers, and Williams (1998) suggest standards for using qualitative research for understanding health attitudes that include data reflecting “interpretation of subjective meaning, description of social context and attention to lay knowledge” (pg. 341). Ethnographers rely on forums that produce user-generated, unstructured data and allow respondents bottom-up attitude descriptions instead of top-down criteria limiting response types. Ethnographic studies provide observational richness on attitudes that surpasses survey data, but ethnographers are limited by survey size and methods to manage potential data biases. Multiple ethnographic studies have generated insight into attitudes from focus groups and semi-structured interviews (French et al. 2005; Mabry et al. 2003; Siddiqi, Tiro, and Shuval 2011) by allowing respondents to drive their response narrative. Ethnography can leverage individual subjectivity to improve survey scale measurement reliability (Krause and Jay 1994). However, these studies have focused on small communities and lack the respondent diversity (survey size and demographic variation).

Unstructured data from digital traces (e.g., textual Twitter data) presents unique advantages and disadvantages when compared with traditional survey instruments and ethnographic studies. Traditional health survey instruments leave individuals with a limited response ranges (e.g., Likert scales) and can be uncertain in their core attitude
measurement (Streiner, Norman, and Cairney 2015). Alternatively, digital data can be gathered inexpensively, rely on user-driven responses and are generated more frequently. New findings comparing social media data to traditional data sources reveals that social media can reflect the ground-truth reality of economic disadvantage and demographic distribution for studies analyzing physical activity, nutrition, and well-being (Nguyen et al. 2016). For instance, research has shown that census-level indicators including economic disadvantage predict less frequent physical activity references for Twitter users residing in those areas. Twitter resembles traditional ethnographic approaches by providing a forum for individuals to freely discuss personal opinions eliciting more respondent control in describing attitudes that is common to ethnographic research. Despite these relative strengths compared to traditional research methodology, social media data projects have unique reliability and generalization concerns.

Profile and audience curation typify reliability concerns with social media data. Studies using social media data grapple with classical sociological concepts such as presentation of self, impression management, and self disclosure that may contextualize social interactions and individual behavior (Bullingham and Vasconcelos 2013; Goffman and others 1978; Hogan 2010; Krämer and Winter 2008). Social media users can digitally “curate” an online persona through word choice, picture selection, and network self-selection that can distort online interactions (Arseniev-Koehler et al. 2016; Kaplan and Haenlein 2010; Papacharissi 2012). The potential to turn online interactions into a self-evaluation prism has lead social media researchers to consider audiences and visible within-person changes to contextualize digital traces. Researchers have recognized demographic differences across social media sites that drive generalizability concerns (Potts and Jones 2011). Among all adult internet users, Twitter is over-represented by young adults and racial minorities (Smith and Brenner 2012). Additionally, Twitter is used by a smaller share of adult

---

4Social media users can always delete accounts, create new profiles, or maintain multiple profiles in ways that make tracking within-person changes difficult.
intertnet users than other social media sites (e.g., Facebook) (Smith and Brenner 2012). See Cesare et al. (2016) and Müller et al. (2016) for an in-depth review of demographic research using digital traces and big data analytics.

2.2.6 Twitter and Health/Physical Activity Studies

Emerging literature has used social media and digital traces to examine physical activity differences (Cavallo et al. 2012). This literature relies on numerous studies documenting the ability of social media in general, and Twitter in particular, to provide individual and population-health insights through observational study of human behavior (Hawn 2009; McCormick et al. 2015; Nguyen et al. 2016; Paul and Dredze 2011; Scanfeld, Scanfeld, and Larson 2010). Studies examining physical activity using social media have revealed that these data sources provide opportunities to study distinct communities, understand the relationship between offline behaviors and online discussion, and clarify social network dynamics that affect physical activity (De Choudhury 2014; De Choudhury, Counts, and Horvitz 2013; De Choudhury et al. 2013; De Choudhury, Sharma, and Kiciman 2016; Dos Reis and Culotta 2015; Eichstaedt et al. 2015; He et al. 2013; Park et al. 2016; Turner-McGrievy et al. 2013).

Social media studies show that language selection appears related to health outcomes. Twitter is a potentially powerful data source, but requires attention to a wide range of issues not often faced with traditional methods. Eichstaedt et al. (2015) and Dos Reis and Culotta (2015) find that using positive language in tweets was a protective factor for health outcomes including heart disease and depression. Also, Gore, Diallo, and Padilla (2015) discovered geographic differences in obesity rates based on the overall discussion and physical activity tweet intensity. In sum, these social media studies assessing physical activity differences reveal that language is an important behavioral predictor and online behavior is related to offline behavior. Twitter is a powerful medium with the requisite diversity and scale to clarify associations between demographic background and physical activity attitudes.
2.2.7 Hypotheses

Multiple hypotheses emerge from the literature on physical activity attitudes and social media data in demographic research. Literature reviewed on racial, gender and intersectional variation in physical activity attitudes suggests the following attitudinal differences:

1. Men will exhibit more positive physical attitudes than women
   - Hayes et al. (1999); Eyler et al. (1998)

2. Racial minorities (Black, Asian, Hispanic, and “Other”) will report less positive attitudes towards physical activity than Whites
   - Baptiste-Roberts et al. (2007); Egede and Bonadonna (2003)

3. Racial minority women will have the least positive attitudes of demographic subgroups
   - Airhihenbuwa et al. (1995)

2.3 Data and Methods

The data for this study were gathered with Twitter’s free Streaming Application Programming Interface (API) from August 2016 to January 2017. Twitter is a social networking service that allows users to message each other globally and/or directly in short microblogging posts known as tweets. Tweets are constrained to 140 characters at a maximum and allow users to document, share, and interact with public and private communities. Twitter’s free Streaming API was used to gather tweets because it provides a real-time continuous connection to Twitter and updates on tweets matching search criteria. The Streaming API represents 1% of all tweets and analyses show that this 1% sample is a random representative sample of all tweets (Sloan et al. 2013). Searching for tweets by subject with the Streaming API means that tweets are not filtered by location (conversely, filtering for tweets for location precludes searching for tweets by hashtag). Using Amazon Web Services (AWS) Elastic Computing (EC2) server, I collected English-language tweets
almost daily for essentially the entire day[^1] Tweets were gathered, analyzed, and processed with R software (R Core Team 2016); this analysis relied heavily on the UScensus2010, ggmap, streamR, twitteR, wru, stringr, and dplyr packages (Almquist 2010; Barbera 2014; Gentry 2015; Kahle and Wickham 2013; Khanna and Imai 2016; Wickham 2016; Wickham et al. 2017)

2.3.1 Physical Activity Attitude Measurement

Initial search terms for physical activity tweets used standards for moderate to vigorous (henceforth, MVPA) created by Godin and Shephard (1985). MVPA are ideal for investigation because these health behaviors are more universally recognized, data generated is less context dependent, and activities are more race-neutral[^6] Additionally, MVPA have near universal recognition through common activities such as walking and biking. The search terms continuously queried on Twitter’s Streaming API first included the following specific activities: #biking, #jogging, #pullups, #pushups[^7] #running, and #walking. Words or phrases that are preceded by the hashtag symbol (#) create a searchable link to other users that are describing their experience similarly. This shared experience is integral to Twitter and searching for physical activity tweets with the hashtag sharply differen-

[^1]: Tweets were downloaded from August 25th 2016 to January 31st 2017. Tweets were not collected during this period when the server was interrupted for maintenance or the stream to Twitter’s API timed out unexpectedly.

[^6]: Data generated describing physical activity are more likely to include context clues like duration while being less inherently context dependent than other health behaviors that impact chronic disease prevalence. For instance, nutrition consumption is much broader in scope and difficult to investigate without some contextual knowledge (e.g., food proportions or servings). Lastly, health behaviors related to physical activity may be more race-neutral than other health behaviors. Guthman (2008) discusses how race affects the alternative food provision market and produces minority exclusion because “these spaces tend to hail white subjects, whites continue to define the rhetoric, spaces, and broader projects” (395). Cultural and socioeconomic boundaries in nutrition discourse suggest that studies into lay nutrition discussion will be segmented by race and class (Lamont and Molnár 2002).

[^7]: #pushups was ultimately removed from the analysis for reasons discussed in the Challenges section.
iates users that tried to create a social dialogue about their physical activity instead of incidentally mentioning physical activity keywords (e.g., “running late to work”). Additionally, because individuals can pursue physical activity in facility-based or home-based settings, the following terms were also added to capture home-based physical activities: #homeworkouts, #bodyweightworkouts, #bodyweightexercises (Foster et al. 2005).

2.3.2 Predicting Demographic Background

After collecting almost 830,000 tweets from approximately 230,000 users with the relevant search terms, facial recognition software and a Census-based last name by location predictor were used to estimate Twitter users’ demographic background. (Faceplusplus.com (henceforth Face++)) generated demographic estimates of race, gender, and age. Face++ is a computer vision software platform that uses an image to predict age (continuously; with a range) as well as gender and single-race (both categorical; with numeric confidence estimates). Bakhshi, Shamma, and Gilbert (2014) and Rhue and Clark (2016) examined the correspondence between Face++ demographic estimates and humans and found greater than 90% agreement between automatic classifications from Face++ software and human classifications from Amazon Mechanical Turk (MTurk). Additionally, Rhue and Clark (2016) found the confidence level from Face++ estimates mattered as lower confidence estimates were more likely to have disagreement with human classifications suggesting using thresholds with Face++ data instead of all estimates produced by
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8193,515 tweets from 3,249 presumably professional accounts were removed. Users were determined to be professional accounts by examining user screen names and users with organizations in their user name (e.g., “News”, “Watch Reviews”, “Bowling Club”, etc.) were removed.

9Face++ is moving all operations completely to new API on May 1st 2017 and the current version of the new API does not estimate age range or race nor discuss the details of the new machine learning algorithm approach to detect demographics. This study uses the old Face++ API and the following link describes demographic results produced from that method: [http://old.faceplusplus.com/detection_detect/](http://old.faceplusplus.com/detection_detect/).

10Researchers are leveraging MTurk, an online marketplace that matches task requesters (researchers) and task completers (subjects), to collect inexpensive, high-quality data (Buhrmester, Kwang, and Gosling 2011).
the software. Face++ demographic background estimates have also fared well in social media based studies by Huang, Weber, and Vieweg (2014), Yadav et al. (2014), and Jang et al. (2016). This study also applied a predictor developed by Imai and Khanna (2016) to predict Twitter users’ racial backgrounds. These predictions use the Twitter account last name (based on account screen name) and cross-referencing Census data to estimate the user’s racial background. A multidimensional view of Twitter users’ race is created by supplementing the racial category image Face++ estimates with the surname estimates when available. \(^{11}\) \(73.47\%\) of the race observations had the same estimate with \texttt{wru} package and Face++ (this number increases to \(78.04\%\) when considering Face++ does not estimate Hispanicity or ‘other’ race). When the \texttt{wru} and Face++ estimates disagreed, the racial background defaulted to the \texttt{wru} racial background estimate to further take advantage of the location data.

Twitter users’ demographic background was estimated by sending users’ profile picture URL to the Face++ API resulting in estimates for 147,178 tweets from 53,910 users. Exploratory analyses suggest that an individual’s demographic estimate from Face++ was impacted by the presence of multiple individuals in a profile and Black and Asian users age seemed underestimated. Software limitations suggest that this analysis is less likely to include individuals (perhaps, those with families) more likely to have group photos. The final analysis was subset to only include tweets with non-missing estimates for relevant demographic characteristics and other exclusionary criteria, most importantly, a location-based restriction. These exclusionary criteria included users with estimated age greater than 18 (20,202 observations dropped). The age range for respondents in this study spans ages 18 to 66. The second exclusion applied was the Face ++ race confidence estimate

\(^{11}\)The Imai and Khanna (2016) method is a Bayesian predictor that provides racial background probabilities given last name, age, gender, and geographic location such as county, tract group, or block group. This analysis used the last name, age, gender, and county-level predictions.
greater than 50% confidence\footnote{12} (3,533 observations dropped). The final exclusionary applied is locational, only tweets with geo-located addresses converted from the latitude and longitude of the user’s registered profile. Less than 1% of users have their location data available in coordinate form. Applying the location restriction created a final analytical sample of 4,527 tweets from 1,201 users.

2.3.3 Face++ Examples

Figure 2.1 demonstrates the Face++ API estimating the race, gender, and age of W.E.B. DuBois in 1918 (age 50) and Abraham Lincoln in 1863 (age 54)\footnote{13} with the two versions of Face++ API. With the legacy API (version 2), Face++ estimates that DuBois is Black (98.63% confident; DuBois did identify with being Black), male (100% confident), and age 38 (with a range of 10 years)\footnote{14}. While the software is accurate (and confident) with the race and gender estimates, the age estimate does not include DuBois’ true age (50), although his true age is near the max of the suggested age range (48).

The current Face++ API (version 3) estimates that Lincoln is 67 year-old, White male (Lincoln did self-identify as a white male). The current API does not include a range for the age, race, or gender variable like the legacy version. This API also significantly overestimates Lincoln’s age\footnote{15}. 

\footnote{12}{The minimum gender confidence estimate was limited to 50% by probability.}
\footnote{13}{The photos used in this example are a photo of W.E.B. DuBois (aged 50) and Abraham Lincoln (aged 54) under Creative Commons license from Wikipedia: \url{https://upload.wikimedia.org/wikipedia/commons/1/12/WEB_DuBois_1918.jpg} and \url{https://upload.wikimedia.org/wikipedia/commons/a/ab/Abraham_Lincoln_0-77_matte_collodion_print.jpg}.}
\footnote{14}{Go to the API Demos at \url{http://old.faceplusplus.com/demo-detect/} and \url{https://www.faceplusplus.com/attributes/#demo} and use the image link from the previous footnote to see Face++ estimates. The old API is not guaranteed to work after May 1st 2017.}
\footnote{15}{A comparison of the same Lincoln image with the legacy API shows suggests that Lincoln’s age was 50 with a range of 10 (gender and race had confidence estimates were greater than 99.7%). Similarly, in the new API, DuBois is estimated to be a 45 year-old Black male. Although a systematic review has not been completed, the current version (version 3) of the Face++ API appears to overestimate age while the}
Figure 2.1: Face++ API Examples
2.3.4 Analytical Strategy

Main Analysis

This study analyzes physical activity attitudes expressed in tweets with sentiment analysis. Sentiment analysis uses computationally intensive techniques to identify positive, neutral or negative opinions in text (Pak and Paroubek 2010). Computational approaches to opinion, sentiment, and subjectivity in text emerged from natural language processing, a computer science field at the intersection of computation and linguistics (Agarwal et al. 2011). Natural language processing is concerned with using computers to understand human text and speech (Chowdhury 2005).

Multiple textual features are used to investigate tweets sentiment including lexical features, part-of-speech features, n-gram features and micro-blogging features. Lexical features are concerned with sentence level polarity (positive, negative, neutral), part-of-speech features include number of verbs, adverbs, adjectives, nouns, and any other parts of speech. Furthermore, n-gram features are a contiguous sequence of n items from a tweet and micro-blogging features capture the presence of positive, negative, and neutral emoticons and abbreviations and the presence of intensifiers (e.g., all-caps and character repetitions). While there are strategic advantages and disadvantages to each textual feature, prior research has established lexical features are a good representation of Twitter sentiment, especially in comparison to other metrics such as part-of-speech features (Kouloumpis, Wilson, and Moore 2011). For an in-depth review of the sentiment analysis and its origins in natural language processing see Pang and Lee (2008).

Sentiment analysis use an opinion lexicon and scoring algorithm to assign a single numeric score to a body of text (here tweets). The opinion lexicon consists of select positive and negative words with predefined scores. The scoring algorithm produces a single sentiment score for a body of text by subtracting the values corresponding to negative words from positive words (positive words score +1, negative words score -1). The previous version (version 2) tended to underestimate age.
found in the opinion lexicon\textsuperscript{16}. This study uses an opinion lexicon with nearly 6,800 words created by Hu and Liu (2004) and Liu, Hu, and Cheng (2005) and implements the Breen (2012) scoring algorithm. Negative and positive scores correspond to negative and positive opinions, respectively. In this study, the sentiment analysis indicates how positive or negative individuals feel about various physical activities. Example tweets were sampled from the minimum and maximum sentiment score of each racial group and then selected to preserve anonymity by favoring retweets or broad, general language. The example tweets are shown in the \textbf{Findings} section.

\textit{Synthetic Data}

This study leverages synthetic data to meet improve reproducibility and acknowledge contractual agreements. Synthetic data simultaneously allows for code and results to be shared in replicable fashion\textsuperscript{17} and also comply with the Twitter terms and conditions for redistribution. Furthermore, by introduce additional noise to social media data, the synthetic data is further anonymized from the actual users granting Twitter users a layer of privacy. The synthetic data sets were created by using the open source software DataSynthesizer. DataSynthesizer can synthesized data in three different modes with that add varying degrees of differential privacy (noise) (Ping, Stoyanovich, and Howe 2017). The basic approach for each mode is the same (create a distribution for each variable and samples that distribution); however, the degree of differential privacy and missing rates used to further anonymize the data change. The software for creating synthetic data has a noise parameter that is equivalent to the minimum change in the correlations by removing (perturbing) any tuple of data at random. Missingness is determined by the synthetic mode utilized (See Appendix A.2 for a description of the synthetic data modes) The independent attribute mode of data synthesis was used to create the synthetic data. All

\textsuperscript{16}Tweets also can include emoticons (emojis) and researchers are developing methods to determine sentiment expressed by these images (Kiritchenko, Zhu, and Mohammad 2014). This study does not analyze emojis.

\textsuperscript{17}All code and data will be available at \url{https://github.com/kpolimis}. 
sentiment and polarity analyses by demographic groups use synthetic data while analyses with parts of text (e.g., discussion of tweet text or hashtag-specific subjectivity scores) use actual Twitter data (not released).

Sensitivity Analysis

The literature reviewed shows that studies using social media should be aware of potential influences from: managed presentation of self, user selectivity, geographic filters, subject reliability, and demographic reliability. Sensitivity analyses explored potential biases from users “curating” digital traces as well as software and computational limitations from Twitter and supporting data sources.

2.4 Findings

2.4.1 Summary

Similar to previous studies that use Twitter data, I find that my population is more demographically homogeneous than the United States population-at-large. The summary statistics table (Table 2.1) show that users in my dataset are relatively young adults (average age = 35.34) and the sample is less racially-diverse (82% White, 9 Asian%, 6% Hispanic, 2% Black and 2% Other). Additionally, men are over-represented in this sample (55% of the sample is male). The search terms tracked (e.g., physical activity may skew young) could also influence the demographic homogeneity displayed in the sample. See Figure 2.2 “Race by Gender Distribution of Physical Activity Hashtags” for hashtag counts by race and gender (Appendix A.3 includes tabular representation of the same data).

Polarity Scores

Before exploring the findings, a quick note on sentiment analyses: the focus on sentiment analysis is the broad contours of the opinion captured with measures such as polarity and inequality. However, research is unsure which aggregate measures of difference are best (O’Connor et al. 2010). Sentiment analyses will evolve as they link sentiment with a behavioral ground-truth (e.g., steps walked). For instance, Althoff et al. (2017) show that inequality in steps is a better predictor of obesity than average activity volume demon-
strating how the focus is on the variation. Lastly, Gonçalves et al. (2013), show that while sentiment methods perform better with expression-laden content such as social media data (e.g., Twitter), sentiment methods found social media more positive than other text in a way that could reflect Twitter business practices like limiting negative sentiment tweets from discovery with the streaming API. This study uses the definition of polarity and subjectivity established by Godbole, Srinivasaiah, and Skiena (2007):

\[
\text{Polarity}_{rg} = \frac{\text{positive references}_{rg}}{\text{total references}_{rg}}
\]

\[
\text{Subjectivity}_{rgh} = \frac{\text{hashtag references}_{rgh}}{\text{total references}_{rg}}
\]

for \( r=\text{race}, g=\text{gender}, h=\text{hashtag} \)

The findings from the sentiment analysis indicate demographic variation in health behavior attitudes inconsistent with the all demographic-based hypotheses. However, t-tests of sentiment scores did not reveal statistically significant different scores across racial groups or in the intersectional analysis and the discussion is centered on the magnitude of differences between polarity scores. For instance, prior demographic research suggests that men express more positive attitudes towards physical activity than women (Hypothesis 1). Nearly half (47.12%) of the data are tweets with a sentiment score of 0. Analyses revealed that women (0.21) and men had identical polarity scores (0.2). This finding did not support the first hypothesis regarding gender variation towards physical activity attitudes.

Furthermore, the intersectional race and gender comparisons revealed important racial differences in attitudes towards physical activity\(^{18}\). Research hypothesizes that

---

\(^{18}\)Aging research hypothesizes that similar barriers to exercise and increased awareness of exercise benefits may minimize attitudinal variation in older adults relative to younger adults (King 2001; Mathews et al. 2010; Motalebi et al. 2014). This study analyzed demographic group sentiment by United Nations age categories (e.g., 15 to 19, 20 to 24, etc.) and found that older age groups reported the least positive physical
Whites will have more positive physical activity attitudes than racial minorities (Hypothesis 2). Whites (0.2) and Hispanics (0.2) had the lowest polarity scores, with Asians, Blacks, and Other race reporting the same overall polarity (0.24). These demographic findings are largely inconsistent with the second demographic hypothesis (See Table 2.6 for hypotheses review). Similar to the main analysis, intersectional analyses revealed that White and Hispanic women had the lowest (positive) polarity while Black (0.26) and Other race women (0.3) reported the highest polarity (Table 2.1). Minority women did not have the lowest polarity of all demographic sub-groups refuting the third hypothesis. Additional race by gender analyses revealed that Other race males report the lowest polarity (0.16), in ascending polarity, White males (0.2), Hispanic males (0.21), Black males (0.22), and Asian males (0.24).

Table 2.1: Intersectional Analysis of Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Total</th>
<th>Proportion</th>
<th>Mean Age</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>White</td>
<td>2017</td>
<td>0.45</td>
<td>35.25</td>
<td>0.2</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>1676</td>
<td>0.37</td>
<td>35.44</td>
<td>0.2</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>209</td>
<td>0.05</td>
<td>35.42</td>
<td>0.24</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>184</td>
<td>0.04</td>
<td>35.34</td>
<td>0.24</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>175</td>
<td>0.04</td>
<td>34.3</td>
<td>0.21</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>111</td>
<td>0.02</td>
<td>36.1</td>
<td>0.18</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>49</td>
<td>0.01</td>
<td>32.98</td>
<td>0.22</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>38</td>
<td>0.01</td>
<td>33.71</td>
<td>0.26</td>
</tr>
<tr>
<td>Female</td>
<td>Other</td>
<td>37</td>
<td>0.01</td>
<td>34.27</td>
<td>0.3</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>31</td>
<td>0.01</td>
<td>37.06</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Individuals aged 44-49 were the most positive age group while individuals aged 35-49 tended to be more positive than all other age groups (See Appendix A.5 for full age analysis results).
Textual investigations beyond sentiment and polarity scores demonstrated the contrast between some tweets that were physical activity related and those that used physical activity keywords but were not related to physical activity. The following positive and negative tweets are emblematic of many tweets in the data set, that is, tweets with physical activity keywords and topically discussing physical activity. (See Appendix A.2; tweets were selected by subsetting the maximum and minimum sentiment scores and filtering in special instances that are discussed in the Challenges section)

2.4.2 Example tweets

**Black men:**

*Positive:* “13 miles through the rain. Happy I got it done! #run #running #marathontraining”

**White women:**

*Positive:* “My happy place! Thankful to be back doing what I love. #RUNNING #fitness #gym #love”

**Asian women:**

*Negative:* “Since my knee injury I refuse to to anything that includes #running or walking long distance!”

2.4.3 Average Polarity by Individual Physical Activity

Individual activity analysis reveals variation between demographic groups and physical activities. For instance, racial groups displayed more positive polarity on some physical activities than others that may influence the results. The subjectivity scores show that running-related tweets make up 81.58% of all tweets (98% of all tweets mention #running, #walking, #jogging or #biking) and show key racial and gender differences (See Appendix A.3 for activity counts/proportions disaggregated by demographic group and Appendix A.4 for all activity-specific subjectivity scores disaggregated by demographic group). On average, non-running-related tweets are discussed more positively than running tweets
Women have more positive polarity with non-running activities than men and Black females write more positively about running than all other demographic subgroups. In the running-only tweets, all groups with the exception of Black women have a low polarity. Black women have the highest polarity overall and this trend holds for running-only and non-running tweets. The relationship between running and Black female tweets help drive the overall findings that Black females have the most positive attitudes towards physical activity. Running tweets have the greatest subjectivity for all racial groups (proportional relevance with other topics) and black women have by far the greatest polarity for running-tweets. Further examination of tweet sub-samples suggested that the discourse around running is negative because of external considerations (e.g., cold weather, difficult terrain, physical safety concerns, thought about worries while running, etc., See Appendix A.2 for race by gender tweets that discuss these themes) suggesting that attitudes towards running are not reflective of the actual physical activity.

Table 2.2: Running and Non-Running Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Running Polarity</th>
<th>Non-running Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.02</td>
<td>0.23</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.16</td>
<td>0.21</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.08</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.06</td>
<td>0.25</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Sub-samples were created by randomly sampling 100 to 1000 tweets within demographic groups. The running versus non-running analysis leverages the actual Twitter data so the overall sentiment produced by summing these analyses will not resemble the summary statistics created from synthetic data in Table 2.1.
2.4.4 Sensitivity Analysis

Presentation of self

Retweets\textsuperscript{20} were more positive than mentions and original tweets for all racial-gender combinations except Black females (original tweets greater polarity) and Black males (tweets with mentions had highest polarity). Mentions had more positive polarity than original tweets for Black females, Asian females, Hispanic males, and Black males. Only original tweets from Black females had greater polarity than other types of tweeting. These findings suggest that when Twitter users apply the words of other individuals to describe their attitudes towards physical activity users will express increased positive

\textsuperscript{20}retweets: sharing someone else’s tweet; tweet: sharing one’s own thoughts to all Twitter users; mentions: sharing one’s thought with a specific user in mind (can also be visible to other Twitter users) from \url{https://support.twitter.com/articles/166337}
polarity towards physical activity than when these same individuals author tweets to specific individuals or tweet at no one in particular (All sensitivity analysis tables are available in Appendix A.5).

User selectivity

Tweets created by individuals with only tweet in the analysis were more positive towards physical activity for all female subgroups except Hispanic females. Conversely, all male subgroups that had multiple tweets were more positive in their polarity towards physical activity than males with only one tweet. The strong gendered pattern can be a combination of Twitter user behavioral selectivity and actual differences in attitude that are worth exploring in future research that considers physical activity frequency.

Demographic reliability

The sensitivity of Face++ racial and gender confidence estimates were also explored. Comparisons were made at the 99th, 95th, 90th, 85th, 80th, and 50th percentile to understand how increasing racial and gender accuracy affected results. These analyses showed remarkable consistency in polarity scores for demographic subgroups from the 50th to 99th percentile; the 50th percentile was marginally more positive for Black females and Asian males while remaining virtually unchanged for all other racial groups (Table 2.3). The gender confidence analysis showed more variation than the racial confidence interval, but maintained the trend of striking similarity between polarity scores at the upper- and lower-bound of gender confidence estimates. The gender reliability analysis indicated marginally more positive polarity at the 50th than 99th percentile for all racial subgroups except Hispanic males and females. The finding that Hispanic males and females express more positive polarity at the 99th than 50th percentile suggests digital methods to improve identification of Hispanicity will be important for determining demographic differences. Lastly, at all percentiles of gender confidence, the results from the main analysis were consistent for demographic groups (e.g., White females were the most positive subgroup from 99th to 50th percentile, Asian females and males alternate having least positive attitudes across percentiles for any subgroup).
Table 2.3: Polarity by Racial Confidence

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>99\textsuperscript{th} Percentile</th>
<th>50\textsuperscript{th} Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0</td>
<td>0.07</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.1</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.1</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.33</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Subject reliability

Using a new set of physical activity subjects (#mma, #boxing, #basketball, #cross-fit, #workout, #weightlifting, #wrestling, #golf, #tennis, #skiing, #horsebackriding, and #yoga), demographic variations in polarity was also assessed. These new hashtags revealed different results from the hashtags in the main analysis (Table 2.4). The following findings from the sensitivity analysis were not observed in the main analysis: men had more positive attitudes than women (Hypothesis 1 supported), racial minorities reported equally positive attitudes with Whites (Hypothesis 2 not conclusive). Lastly Hypothesis 3, racial minority women would the lowest polarity was observed in the data. Changes in subject matter had significant effects on the polarity observed.
Table 2.4: Subject Reliability: Intersectional Analysis of Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Total</th>
<th>Proportion</th>
<th>Mean Age</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>72997</td>
<td>0.48</td>
<td>26.85</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>3131</td>
<td>0.02</td>
<td>33.02</td>
<td>0.11</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>7716</td>
<td>0.05</td>
<td>26.45</td>
<td>0.11</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>50505</td>
<td>0.33</td>
<td>34.73</td>
<td>0.14</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>5686</td>
<td>0.04</td>
<td>31.43</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>12450</td>
<td>0.08</td>
<td>33.32</td>
<td>0.1</td>
</tr>
</tbody>
</table>

*Geographic filters*

Geo-located tweets within the US were more positive than non-US geo-located for only Black females (White males were even in both context). While the non-US tweets are not able to estimate Hispanicity and “other” race, Asian males and females, White females, and Black males all discussed physical activity with more positive polarity outside the US. A second geographic filter was created by leveraging the Zillow House Search API\(^{21}\) to understand the relationship between socioeconomic status (SES) and attitudes towards physical activity. Home values were grouped into three tiers by determining the home values that corresponds to various income groups (group 1: lower-income [household income less than $42,000], group 2: middle-income [household income greater than $126,000 > $42,000], group 3: high-income [household income greater than $126,000]) and clear SES differences emerged in the two demographic groups that were well represented across SES categories. Table 2.5 shows the demographic subgroups with at least 5

---

\(^{21}\)Zillow is a real estate marketplace that provides home valuations through the House Search API[https://www.zillow.com/howto/api/GetSearchResults.htm](https://www.zillow.com/howto/api/GetSearchResults.htm). A tweet’s geo-location was reverse-geocoded into a street address with the ggmaps package (Kahle and Wickham 2013) and the street addresses were sent to the Zillow API for home value estimates.
individuals in each SES category and is mostly about White males and females (although the patterns described apply broadly to all racial groups in these SES categories). The income pattern is most straightforward in White males where individuals with greatest value homes expressed more positive polarity than individuals from low- and middle-income areas. For White women, high income homes also were associated with the most positive polarity, however, physical activity tweets from low-income areas had a greater polarity than tweets from a middle-income area. In total, tweets occurring from users associated with high-income home values were on average more positive than tweets from other income backgrounds. The small sample sizes for estimate household income make it difficult to test the hypothesis by Ray (2017) that intersectionality has differential effects for minorities based on variations in neighborhood experience.

Table 2.5: SES Analysis of Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>SES</th>
<th>Total</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>3</td>
<td>96</td>
<td>0.19</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>2</td>
<td>102</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>1</td>
<td>11</td>
<td>0.18</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>2</td>
<td>149</td>
<td>0.05</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>3</td>
<td>108</td>
<td>0.13</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>1</td>
<td>44</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>2</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>3</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 2.6: Hypothesis Table

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Men will show more positive attitudes than women</td>
<td>Not supported</td>
</tr>
<tr>
<td>2. Racial minorities (Blacks; Asians; Hispanics; and Other race) will report less positive attitudes towards physical activity than Whites</td>
<td>Not supported</td>
</tr>
<tr>
<td>3. Female racial minorities will have the least positive attitudes of demographic subgroups</td>
<td>Not supported</td>
</tr>
</tbody>
</table>

Sensitivity approaches illustrate the how Twitter data is influenced by multiple data, audience, and demographic limitations (Table 2.7). In the sensitivity analyses, virtually every sensitivity examined (tweet audience, geographic filters, hashtags, demographic filters, user selectivity) changed the findings from the main analysis in some way. On average, the sensitivity analyses minimized the variation between demographic subgroups. The least significant changes were gender confidence filters while the most significant changes were produced by shifting tweet audience (original tweets vs retweets vs mentions) and applying geographic filters. These findings suggest that establishing thresholds and filters for “usable data” (e.g., racial confidence thresholds, geographic filters) can improve the accuracy of claims.
Table 2.7: Sensitivity Analysis

<table>
<thead>
<tr>
<th>Approach</th>
<th>Overall Findings</th>
<th>Changes to Race Findings</th>
<th>Changes to Gender Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presentation of self</td>
<td>Retweets more positive than original</td>
<td>All races more positive</td>
<td>No changes</td>
</tr>
<tr>
<td></td>
<td>tweets or mentions</td>
<td>(no change in order)</td>
<td></td>
</tr>
<tr>
<td>User selectivity</td>
<td>Individuals with one tweet more positive</td>
<td>No changes</td>
<td>No changes</td>
</tr>
<tr>
<td></td>
<td>than users with multiple tweets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject reliability</td>
<td>Terms that define “physical activity”</td>
<td>Blacks and Asians</td>
<td>Men more positive than</td>
</tr>
<tr>
<td></td>
<td>important</td>
<td>more positive than</td>
<td>Whites</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographic reliability</td>
<td>No changes from main analysis</td>
<td>No changes</td>
<td>No changes</td>
</tr>
<tr>
<td>Gender reliability</td>
<td>No changes from main analysis</td>
<td>No changes</td>
<td>No changes</td>
</tr>
<tr>
<td>Geographic filter (US only tweets)</td>
<td>US tweets different from non US tweets</td>
<td>Blacks and Asians</td>
<td>No changes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>more positive than</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Whites</td>
<td></td>
</tr>
<tr>
<td>Geographic filter (SES proxy)</td>
<td>Higher value homes associated with more</td>
<td>See Appendix E:</td>
<td>See Appendix E:</td>
</tr>
<tr>
<td></td>
<td>positive sentiment</td>
<td>small sample sizes</td>
<td>small sample sizes</td>
</tr>
</tbody>
</table>

22 Retweets: sharing someone else’s tweet; tweet: sharing one’s own thoughts to all Twitter users; mentions: sharing one’s thought with a specific user in mind (can also be visible to other Twitter users) from https://support.twitter.com/articles/166337
2.5 Conclusion

Some demographic variations in MVPA attitudes were observed in this analysis. Tweet polarity analysis revealed racial similarities and differences where Whites and Blacks were equally positive in their discussion of physical activity and more positive than Asians. Gender analysis revealed that women had more positive polarity than men towards physical activity; the racial and gender results slightly support previous demographic research although the gender findings are more inconsistent than the racial findings. Whites and Blacks had a near equal gender gap in polarity (.07 and .08) while Asians had the smallest gender gap (.02).

The racial differences in attitudes towards physical activity shown in this study were largely driven by White females and Black males displaying the most positive attitudes towards physical activity. The relatively positive polarity of Black users relative to White males and females complicates the established relationship between attitudes and physical activity engagement. Attitudinal research suggests that positive health attitudes should correlate with more engagement in physical activity and ultimately lower chronic disease burden; however, results from Black users challenge this established attitudinal relationship. Black females positive attitudes towards physical activity juxtaposed with Black males less positive attitudes adds additional complexity to the attitude-engagement relationship because these subgroups have contrasting attitudes toward physical activity but similar physical activity trends. However, these findings regarding physical activity are sensitive to multiple Twitter data limitations.

Sensitivity approaches revealed that Twitter data is subject to audience effects (presentation of self), geographic limitations, and subjects reliability. For instance, while the main analysis shows that Black females have a top two average sentiment and Black females have bottom three average sentiment, geographic comparisons call this finding into question. In US geo-located tweets, Black females are much more positive than Black
males while the inverse is true for the non US geo-located tweets. Future research should strive to incorporate methods that acknowledge the limitations of Twitter that the sensitivity analyses demonstrated while also addressing the potential seasonality (e.g., activity preferences and resulting attitudes towards physical activity could change based on time of year). A wider date range in tweets that included several months could remove the potential biases from five months.

### 2.6 Challenges

While investigating the tweets, multiple potential sources of spuriousness related to Twitter data were identified that suggest further data pre-processing is necessary before calculating sentiment scores. First, specific hashtag searches on Twitter’s Streaming API cannot be bound to specific geographic areas. Secondly, due to Twitter’s inherent social atmosphere, social phenomena occurring at the same time can appropriate hashtags from other movements. Two hashtags, #pushups and #walking, are emblematic of the locational limitations and discussion conflation that can occur with Twitter data.

#### #pushups

On October 31st 2016, Imran Khan, leader of the Pakistan Tehreek-i-Insaf (PTI) party, gained international (viral) attention for doing pushups as a sign of strength before a planned government protest on November 2nd. Imran Khan’s followers wrote scathing posts about the Pakistani government and included #pushups in their messages. Given the inability to search for subjects (by hashtag(#) or keyword) and simultaneously limit geographic area, misidentified pushups tweets complicated this study and ultimately all #pushups tweets were removed from the final analysis (See Appendix A.5 for sentiment analysis of removed #pushups tweets).

Another source of spurious tweets was related to the social interaction that Twitter tries to foster. For instance, viewers of the popular television show Walking Dead use “#walkingdead” to participate in discussions around the television show. However, some Walking Dead viewers used “#walking dead” which is different from “#walkingdead”. Because both hashtags to discuss the television show include “#walking”, the subject filter gathered these tweets. Ultimately, both instances for referring to the television show Walking Dead were removed from the data. Removing misidentified tweets and applying further scrutiny to the tweet text improves estimates of demographic differences in physical activity.

Third, Twitter users are not obligated to put up a recent or factual photograph as a profile picture. The anonymity provided by the internet makes it easy to represent oneself in anyway possible such as pretending to be someone else in online social networks. Users with a fake profile picture could easily confound Face++ demographic background estimates. Fourth, professional organizations communicate with followers via Twitter and early analysis showed that some profile pictures on accounts from these organizations were likely fitness models. These tweets potentially confound the sentiment analysis by providing more positive phrases and increase demographic skewness in representation. However, most individuals are likely to include a picture of their likeness and the analysis removed users with professional organizations in their name. The combination of user freedom in profile picture selection and professional tweets are the largest driving force of attrition in the study and responsible for more than 50% of the initially downloaded tweets not entering the final analytical sample. Fifth, this project specified activity terms that were preceded by a hashtag which limits the sample size. While this method was used to exclude incidental physical activity term mentions (e.g., “running late to work”), intentional using physical activity terms without the hashtag symbol leads to substantively
relevant tweets being ignored.\(^{24}\)

Additionally, the specific physical activities followed may reflect cultural preferences and/or environmental constraints that potentially limit the analysis. For instance, Bourdieu (1993) argues that working- and middle-class individuals pursue physical activity in which the body is used to conquer others while the upper-class pursue physical activity for fitness, which helps their professional goals. To that end, some hashtags (#running, #jogging, and #biking) may represent physical activity markers biased toward the upper class. Beyond cultural tastes potential influences, multiple public health studies have found income differences in physical activity such as walking and biking related to built environment that could potentially affect conclusions (Brownson et al. 2001; Ewing et al. 2003; Giles-Corti 2002; Gordon-Larsen et al. 2006; Hoehner et al. 2005). Sensitivity analyses explored the variation in attitudes towards a broader physical activity set\(^{25}\) and used SES proxies.

Lastly, Twitter is notorious for activity from “socialbot” (also known as ‘bot’) accounts, pre-programmed interactive scripts that appear as humans and “cyborgs” either bot-assisted human or human-assisted bot (Chu et al. 2012; Rouse 2013). Through tailored algorithms, bots and cyborgs can become influential by acquiring numerous followers that retweet content; the extent to which bots are on Twitter and other social media is uncertain (Ferrara et al. 2016; Messias et al. 2013). Its entirely possible that tweets from bots are included in this analysis. Gender dynamics regarding bots may also complicate this analysis. While Freitas et al. (2014) found that there is no significant gender difference in popularity acquired by socialbots in the aggregate, gender was influential

---

\(^{24}\)Tweets that use a physical activity keyword, but are not contextually related to physical activity such as “#Trump’s #lewd and #obscene talk about #woman,making belittling #vulgar #comments,is last straw on back of the #camel.#Running for #POTUS?” are being removed.

\(^{25}\)New search terms such as #boxing, #basketball, #crossfit, #weightlifting, #golf, and #tennis were not added midstream during data collection to maintain continuity.
for socially connected users posting on the same topic. Additionally, Shafahi, Kempers, and Afsaranesh (2016) show that content (especially retweeted and duplicated tweets) originating from female twitter bots is shared more frequently than male bots suggesting that retweeted content from profiles with female pictures have a greater bot likelihood. I will identify and remove bot tweets to improve conclusions about attitudinal variation by using the BotOrNot Service developed by Davis et al. (2016). This open source service leverages Twitter users’ recent account history to predict the likelihood the user is a bot.

Ongoing improvements to the project include using approaches created by Barbera (2014) and Vicente, Batista, and Carvalho (2016) to further leverage profile data to examine linguistic and demographic concerns. Barbera has produced materials to gather entire timeline data for users. Entire timeline data could clarify the relationship between the Twitter user’s language in general and their language when discussing physical activity. For instance, negative tweets about physical activity could illustrate user’s negative language in general and not negative attitudes about physical activity per se. Additionally, Vicente et al. (2016) has introduced a text mining approach with an individual’s Twitter user name and screen name to aid in gender detection. Lastly, Nielsen (2011) and Baccianella, Esuli, and Sebastiani (2010) have developed microblogging specific sentiment analysis such as greater valence score ranges that may capture social media dynamics more accurately. Incorporating these approaches will clarify sentiment analysis results and demographic background conclusions.

\[26\] Valence is the positivity, neutrality, or negativity of an opinion. Traditional sentiment analyses scale valence from -1 (negative) to +1 (positive). Nielsen (2011) proposes rating most positive and negative words +2 and -2, respectively. However, extreme negativity can be rated up to -5.
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Chapter 3

COMPARING TYPOLOGICAL APPROACHES TO FAMILY HOMELESSNESS

3.1 Introduction

Homelessness exposes individuals to multiple short- and long-term health-risks with lifelong implications. Homeless episodes are associated with accelerated aging, mental health disorders, increased comorbid chronic diseases, and premature mortality (Fazel, Geddes, and Kushel 2014; Fischer and Breakey 1991; Morrison 2009; O’Connell 2005). Although homelessness is often considered in the context of single individuals (usually adult men), family homelessness has steadily increased since the 1980s and millions of children and adults (particularly women) are disadvantaged (Bassuk et al. 2014; Fertig and Reingold 2008; Metraux and Culhane 1999; Nunez and Fox 1999). Family homelessness is especially important because of intergenerational exposure to adverse life chances and the numerous public health resources (education, mental health, and housing resources\[1\]) involved with reducing family homelessness. Additionally, children involved with episodic homelessness are more vulnerable to developing behavioral problems, placement in foster care, underperforming in school, and adult homelessness (Bassuk and Rubin 1987; Culhane et al.

---

1Public health resources to reduce effects of homelessness: The No Child Behind Act provides funding for homeless school-aged children through the Department of Education (education) (Miller 2011), The Department of Health and Human Services (HHS) funds support services for individuals and families such as Temporary Assistance for Needy Families (TANF) and mental health services (mental health), and the Department of Housing and Urban development funds housing assistance programs for homeless families (Caton, Wilkins, and Anderson 2007; Culhane et al. 2007; Koh, Graham, and Glied 2011; Morgenstern et al. 2006).
Effective homeless intervention program design and implementation rely on identifying groups of homeless service users to inform policy and pathways for exiting homelessness (Anderson 2001; Grigsby et al. 1990; Humphreys 1995; Mowbray, Bybee, and Cohen 1993). Prior research to identify and characterize homeless service users by demographic background relied on typologies created with cluster analysis on administrative or survey data to group individuals. Throughout the homeless typology literature, individuals and families are clustered in two methods. The first method, advocated by Kuhn and Culhane (1998) relies on the theoretical belief that three types of homelessness service use patterns exist (Culhane et al. 2007; Fischer and Breakey 1991; Morse 1992; Shlay and Rossi 1992). The three types of homeless service users are the transitional homeless (typically a single, short episode of homelessness), episodic homeless (few episodes of short stays), and chronic homeless (multiple episodes of homelessness of lengthy duration). This typology uses “a two-dimensional mapping based upon number of episodes in a period versus number of cumulative shelter days in that same period” (Kuhn and Culhane 1998, pg. 215).

The second approach, advocated by Solarz and Bogat (1990), Morse, Calsyn, and Burger (1992), and Danseco and Holden (1998), does not start with a pre-determined group of clusters and attempts to group homeless service users by household demographic characteristics. Demographic characteristics in these studies include number of moves, substance abuse history, mental health status, employment history, amount of children, etc. (See Appendix B for demographic variables used in previous studies). Recently, both approaches to homelessness typologies have been extended to include families as well (Culhane et al. 2007; Culhane, Park, and Metraux 2011; Danseco and Holden 1998; 

\(^2\)Arce and Vergare (1984) did develop a three cluster homeless typology for the mentally ill before Kuhn and Culhane (1998) applied a theoretically defined clustering approach to homeless individuals.
Kuhn and Culhane 1998). Homelessness research has used survey and administrative data to analyze homelessness typologies. Survey data is challenging because respondents can refuse interviews or conceal homelessness experiences, short-term episodes of homelessness may be missed, and surveys may miss geographic differences (e.g., urban vs. suburban) in homelessness prevalence (Link et al. 1994). Alternatively, administrative homeless data may depict a more accurate homeless census, especially for homeless families because of the growth of Housing and Urban Development family-focused housing opportunities such as transitional housing (Burt and others 2006; O’Connell 2003). Administrative data is derived from client demographic information at the point of entry into a service provider’s system, and previous research used these data to identify types of individual and family homeless service users with traditional cluster analysis (Culhane et al. 2007; Kuhn and Culhane 1998). However, administrative data has veracity concerns that limit analyses. New clustering algorithms with machine learning cryptography methods can further leverage administrative data to identify groups of homeless services users and inform both the census of homeless families and depict the diverse needs homeless families face (all while maintaining data privacy and consistency).

This paper’s purpose is to directly compare clustering approaches and create a discourse between theoretically-driven typologies and bottom-up approaches to understanding homeless populations. With the aid of three types of synthetic administrative data from a county comprising one major metropolitan area, I examine homeless family typologies by using finite normal mixture models to explore homelessness family typologies. Analysis reveal that in each synthesized data type, the approach used determines the amount of clusters derived. For instance, clustering on homeless experience broadly captures the different groups of users and needs consistent with theoretically-driven typology literature. Additionally, results show that even the highest mode of data privacy (random synthesis) is able to produce comparable results to less randomized sampling strategies and supports growing research meaningful conclusions can be derived from anonymized (or
inaccurate) data produced with cryptographic sampling methods (Reiter 2002). Lastly, this study contributes to family homelessness literature by directly comparing typologies to group homeless families and discussing the limitations and challenges introduced from using synthetic administrative data and emerging methodology to understand homelessness resource utilization.

### 3.2 Background

**Homelessness in the US**

The existence of multiple definitions of homelessness complicates homelessness research. Common perceptions of homelessness focus on individuals literally without housing, but this definition is quickly strained. Lee, Tyler, and Wright (2010) describes disagreement in homelessness scholarship about counting squatters, persons leaving in cheap hotels, individuals in domestic violence facilities, residential treatment programs, and mentally-ill focused transitional housing. Although there is disagreement about the individuals that constitute the homeless population, researchers have more agreement about the causes and consequences of homelessness. Traditionally, homelessness is considered the byproduct of macro-level (e.g., housing affordability, economic and demographic changes, and policy changes$^3$) and micro-level factors (e.g., criminal justice interactions, mental health issues, substance abuse$^4$). Literature on homelessness has revealed that the cyclicity of homelessness is better understood in terms of homelessness frequency and duration instead of the dichotomous homeless/not homeless. Thus, theoretically driven homelessness scholars have focused on three types of homelessness and understanding the

---

$^3$(Sudden and long-term) poverty has a central role to most homelessness experiences. Declines in social support services such as TANF funding are important causes of family homelessness (Page and Nooe 2002). See Hertzberg (1992) for a review on poverty and homelessness.

$^4$Substance use and mental health issues are most common health issues for homeless adults(Aiemagno et al. 1996; Bassuk 1984). See Draine et al. (2002) and Galea and Vlahov (2002) for discussion on relationship between criminal justice system, mental illness, and homelessness.
demographic similarity between homeless service users with episodic, chronic, or transitional typologies (Culhane et al. 2007). These typologies are meant to improve homeless interventions by associating shelter utilization with homeless population characteristics.

3.2.1 Typologies of Homelessness

Historically, homelessness typologies started with single adults, but have grown to focus on subgroups such as runaway youth and families as well. Homeless family typologies focus on homeless service utilization, household demographic information, and (child) behavioral data either in isolation or together. Key differences between typologies reflect the clustering method (homeless experience or demographic background) as well as using prospective or retrospective data and survey or administrative data.

Individual typologies

Research using individual background characteristics to understand homelessness used clustering algorithms that considered a wide array of demographic characteristics and personal history. Solarz and Bogat (1990) focused on the effects of criminality, psychiatric background, history of transient behavior, and previous criminal victimization to derive seven groups of homeless individuals (pg. 86-87). Similarly, in explicitly rejecting top-down theoretical descriptions of homelessness, Morse et al. (1992) concludes that four clusters capture the subgroups of homeless users when clustering homeless individuals by psychopathology, alcoholism, social support, socioeconomic status, and health status. Researchers that have investigated mental health status, social networks, employment histories and other individual background characters tend to identify four-cluster models (e.g., recently dislocated, vulnerable, outsiders, and the prolonged homeless. See Humphreys (1995), Grigsby et al. (1990), and Mowbray et al. (1993) for four-cluster typologies): 5

5(1) recently dislocated: small social networks and mild mental health problems; (2) vulnerable: long duration of homelessness, sparse social networks, and more severe mental health problems; (3) outsiders:...
Later clustering studies attempted to improve on earlier atheoretical models by removing demographic characteristics from clustering models, and favoring clustering individuals along their homeless experiences to separate the causes and consequences of homelessness (Kuhn and Culhane 1998). Kuhn and Culhane (1998) claims that homelessness literature suggests building “a theoretically grounded model based only on homeless experience, attempting to confirm that the demographic, socioeconomic, and treatment backgrounds of the clusters are distinct from each other and reflect the expected characteristics associated with membership in a given cluster” (209-210). Once again, the three theoretically driven clusters that emerge from the literature reviewed by Kuhn and Culhane (1998) and these authors’ own research are transitionally homeless, episodically homeless, and chronically homeless (210-211). Transitionally homeless individuals are defined by typically, one short shelter experience (one short period stay). Episodically homeless individuals are often younger individuals that experience multiple shelter stays with shorter duration (many episodes of fewer than a month). Lastly, the chronically homeless tend to be older populations that experience years-long homelessness and service use (“skid-row homeless”, pg. 211). With homeless administrative data from New York (1986-1995) and Philadelphia (1991-1995), these authors find that 81% of observations were transitionally homeless, 9% were episodically homeless, and 10% were chronically homeless (pg. 219 - Table 4).

**Family typologies**

Family homelessness typologies emerged from a need to characterize the mechanisms by which homelessness affects children and verify the homeless experience typology developed from the experiences of single adults. Researchers on homeless individuals have suggested that homeless service typologies may not correspond exactly to homeless family similar to the vulnerable, but with more robust social networks and less severe mental health problems (4) prolonged: extensive homeless experience (more than five years), sparse networks, and moderately dysfunctional (Grigsby et al. 1990).
lies although individual typologies have been used as a reference point (Bassuk, T Volk, and Olivet 2010; Benjaminsen and Andrade 2015; Culhane et al. 2007, 2011; Danseco and Holden 1998; Kuhn and Culhane 1998). Early family homelessness typologies evaluated the relationship between shelter service use and child outcomes. Danseco and Holden (1998) focused on developing a typology to determine the parenting characteristics (e.g., stress, employment, substance abuse, etc.) that differentiated child outcomes in homeless families. These authors constructed three clusters of families (at-risk, getting-by, resilient\(^6\)) that predicted child education and behavioral outcomes suggesting the need to understand behavioral and historical variability within families when designing intervention programs. Burt (2001) used multiple two-dimensional modelling approaches with data from the 1996 National Survey of Homeless Assistance Providers and Clients (NSHAPC) and proprietary Urban Institute. These authors found three clusters of homeless service use amongst homeless families (episodic, chronic, and crisis oriented). However, the size and fit of these clusters did not parallel previous two-dimensional clustering research from Kuhn and Culhane (1998).

Culhane et al. (2007) attempt to verify the individual homelessness resource utilization typology for families and concluded that individual homelessness typology broadly applies to families with some notable differences. This analysis used multi-year administrative data from Philadelphia, New York City, Columbus (OH) and the state of Massachusetts and found three types of usage clusters (transitional, episodic, and chronic) existed with families, but the relative proportion of each cluster was different from single adults and strong demographic differences between the three clusters were less apparent.

---

\(^6\) (1) at-risk: high levels of parenting stress and parenting characteristics associated with negative child outcomes; (2) resilient: lowest parenting stress and parenting characteristics that were protective for child outcomes; (3) children from these families had several outcomes associated with lower-levels of socio-economic status such as academic underachievement. The from Baltimore City Families In Transition program that was administered from October 1992 to March 1992 (n = 180 families, 348 children; see page 160 for more descriptive statistics of this data) (Danseco and Holden 1998).
than in single adults. This study makes overt ties with the language and characterization of individual homeless typologies through the definitions of transitional, episodic, and chronically homeless. Similar to Kuhn and Culhane (1998), Culhane et al. (2007) define transitionally homeless families as families that experience typically one short shelter stay, episodic homeless families experience multiple shelter stays with shorter duration, and chronically homeless average less than two shelter stays of long periods. Another study by Culhane, Kuhn, and colleagues studied families current use of inpatient behavioral health and child welfare placement services with linked, personally-identifiable data from multiple administrative databases in Philadelphia (Culhane et al. 2011). These authors used the three homelessness service use experience clusters (transitional, episodic, and chronic) reported in their previous work. Analyses found that 71% of families were transitionally homeless, 8% were episodically homeless and 21% were chronically homeless (819).

For the purpose of this study, comparing individual homeless experience typologies with nascent family homelessness is most important. Gleason, Barile, and Baker (2017) analyzed statewide homelessness service provider administrative data on individuals and families (Hawaii) with latent class growth analysis (a structural equations modeling method) and determined a four-cluster resource utilization typology (low service, typical transitional, atypical transitional, and potential chronic service use) that departs from the three cluster typology consistently used in the literature. Homeless family typologies have clarified how child welfare is influenced by various established homeless experiences,

---

7(1) low service: low usage across three homelessness services (emergency, transitional, and outreach services) , (2) typical transitional: initially high-levels of transitional shelter use and eventual exit from homeless cycle , (3) atypical transitional: initially low-levels of transitional shelter, but higher use of emergency shelter use than the typical transitional (4) potential chronic service use: high-levels of emergency shelter and outreach services (Gleason et al. 2017). Benjaminsen and Andrade (2015) represent a more recent study that followed Kuhn and Culhane (1998) in applying a three cluster service use approach in a comparison between Denmark and the United States.
but have not investigated the full range of family homeless experiences. Exploring the stability of the (individual) three-cluster usage models is needed to understand how family needs relate to existing program goals.

_Determining family homelessness typologies with administrative data_

Traditionally, homelessness service use is measured with survey and administrative data. These data sources have their own strengths and limitations, but the relative strengths of administrative data outweigh its limitations. Survey data use sampling methods that allow individuals from the population and equal chance of representation and are flexible enough to measure specific research questions. However, survey methods rely on retrospective recall and have with respondent refusal and survey reliability that are key concerns with homeless populations. Administrative data is limited by data accuracy, missingness, and the general difficulty translating administrative data into research concepts. Administrative data document individuals’ employment status, substance abuse as well as information about children such as child’s insurance status and mental and physical well-being. Additionally, administrative data has privacy concerns that are not easily controlled; preserving client privacy while maintaining a detailed, informative representation of the data is another hurdle for studies with administrative data. Despite the limitations, administrative data reflect service usage patterns which is ideal for understanding homelessness resource utilization.

Administrative data on homelessness is generally created at the point an individual begins a relationship with a homeless service provider (e.g., transitional housing, rental assistance, rehabilitation services, etc.). Homeless service providers that receive funding from the U.S. Department of Housing and Urban Development (HUD) as well as the Department of Health and Human Services (HHS) must comply with data mandates to use an electronic record system known as the Homeless Management Information System (HMIS). HMIS standardizes questions providers ask clients such as substance use, receipt of state or federal-aid (e.g., TANF) along with demographic characteristics.
### 3.3 Data and Methods

The limitations of administrative data can be directly addressed by methodological advances in producing synthetic data and clustering. Rubin (1993) proposed creating synthetic data sets to address confidentiality concerns for secure data. Synthetic data sets are designed to ignore sampling schema, use multiple imputation, and most importantly for this study incorporate intentionally inaccurate (e.g., not the actual collected value in the original data set) data for some variables. Reiter (2002) and others have found that valid inferences can be gained from synthetic data. Given the concerns with data and respondent reliability in HMIS, using intentionally accurate data to model relationships builds robustness. Models that project forward with HMIS data should be sensitive to unknown, inaccurate data instead of face-value acceptance of the HMIS data quality.

Improvements in clustering methods may benefit the identification of resource utilization groups. Theoretically driven homelessness research has confirmed three types of homeless experiences through clustering methods such as k-means clustering and nearest centroid (cluster) that assign cases to clusters by minimizing the (Euclidean) distance between a cluster’s mean and each case (Anderberg 1973; MacQueen and others 1967). However, advances in model-based clustering have allowed researchers to use a broader array of variable types to predict groups (Anderlucci and Hennig 2014; Hennig and Liao 2010). Mixture models are a model-based clustering approach tested with social phenomena such as social stratification (Hennig and Liao 2010).

This study uses a multivariate finite normal mixture models with two approaches in homelessness research that leverage family homeless experience factors including program duration and program count. Program duration measures the total amount of days that a family spent accessing homeless services across the programs that family was enrolled in and programs count reflect the amount of homeless episodes experienced by that same family. The outcome variables were standardized by using z-scores to simplify the models and reduce the parameter space. Z-scores represent the number of standard deviations
(dispersion) an individual observation is above or below the mean group observation. Furthermore this study, leverages multiple synthetic data sets, representative of one greater metropolitan area with finite normal mixture models to determine typologies of homeless family service use. HMIS were collected from multiple service providers in HUD and HHS funded programs such as transitional housing, emergency shelters, rapid-rehousing, support services only, etc. Each observation represents a unique family’s homeless experience (duration, programs used, and (if an exit interview was administered) respondent’s living situation at the time of program exit). The synthesized independent county and synthesized random county are similar in size (these synthesized counties are 120% the size of synthesized correlated county) and these jurisdictions are based on longitudinal program data from 1993 to 2015.

Synthetic data

Synthetic data is used to maintain the privacy of individuals in the HMIS data and introduce data uncertainty that mimics real word data entry and respondent accuracy limitations. A major challenge with synthetic data is that realistic enough data potentially violate individuals’ privacy (for example, by saying things about their neighborhood). On the other hand, if the data is obfuscated, it might become less useful for drawing any conclusions. Advances in cryptographic methods such as differential privacy have demonstrated the ability to preserve client privacy, while maintaining a connection to the underlying data (Chawla et al. 2005; Dwork 2006, 2007). Given difficulties with retroactive use of data (data entry, data quality, etc.) cryptographic and machine learning methods that are novel to homelessness research could clarify inferences (Metraux and Tseng 2017). Furthermore, algorithmic bias with sensitive data requires HMIS funded organizations adopt a unique workflow because these HMIS programs can’t give analysts private data to develop tools. Instead, homelessness service providers can leverage differential privacy by masking the ”true” value of any respondent covariate with noise and missingness and still allow analysts to develop tools that can then be applied to real data (Barrientos et al.
Respect for data sharing agreements (data sensitivity) along real-world limitations with data entry (data accuracy) make HMIS data ideal for synthetic analysis.

The synthetic data sets were created by using the open source software DataSynthesizer. DataSynthesizer can synthesize data in three different modes that add varying degrees of differential privacy (noise) (Ping, Stoyanovich, and Howe 2017). The basic approach for each mode is the same (create a distribution for each variable and samples that distribution); however, the degree of differential privacy and missing rates used to further anonymize the data change. The software for creating synthetic data has a noise parameter that is equivalent to the minimum change in the correlations by removing (perturbing) any tuple of data at random. Missingness is determined by the synthetic mode utilized. In the random mode, ideal for the most sensitive data, the DataSynthesizer generates type consistent random variables, adding the highest degree of differential privacy. The correlated attribute mode uses a Bayesian network to calculate the relationship between variables and in cases where calculating a Bayesian network is too computationally expensive Ping et al. (2017) suggest using the independent attribute to sample from a noise-added distribution of the underlying data. After synthesizing a single county’s HMIS (and sampling and untold percentage of this county), the synthesized data was synthesized again to enhance data privacy and align with data sharing agreements. Thus, the final data set is a twice synthesized representation of HMIS data and is a definitive abstraction of any county HMIS data.

**Clustering**

At the point of entry into a homeless service provider, individuals are given a unique

---

8 The synthetic data uses a schema model instead of a generative model of social processes that create the data. The key distinction between schema model and generative model is the schema model is focused on building tools to explain the data while the generative model focuses on theories to explain the data.

9 Due to the sensitivity of the data, the amount sample will not be revealed.
identifier and families are usually grouped with a family identifier. This approach has methodological limitations based on accuracy and continuity. First, data entry errors mean that individuals within a family are not always assigned the same family identifier, implying some family units (within individual service providers) are misidentified families. Secondly, families that utilize more than one service will most likely be given different family identifiers with every provider so the continuity of families is not ensured. Furthermore, while the data is longitudinal, it does not represent the historical sequence of service use important for understanding trajectories. Families were created by using a clustering approach developed by Rokem and Hazelton (2016) that relies on the family identifier and time individuals registered for a homeless service. Finite normal mixture models were developed to analyze change over time and understand how covariates inform longitudinal processes (Figueiredo and Jain 2002; Fraley and Raftery 2006; McLachlan and Peel 2004; Proust-Lima, Philipps, and Liquet 2015; Rasmussen 2000).

Analytical strategy

To bridge homelessness typology research, this study employs two modeling approaches. The first approach is based on pre-defined three cluster typology advanced by Kuhn and Culhane (1998) and others and uses a multivariate finite normal mixture models with two dependent variables (standardized duration of homeless episodes and amount of homelessness episodes) that correspond to the resource utilization typology consistent in homelessness research. The second approach follows Danseco and Holden (1998) and attempts to determine the ideal amount of homeless clusters with the demo-

---

11 The HMIS data used for this study did not have identifiable individual data (e.g., Social Security numbers) to consistently group individuals into families. HMIS data with unique personal identifiers may not have as many issues with accuracy and continuity for identifying families.

12 https://github.com/uwescience-bmgf-hmis/puget

13 The outcome variables were standardized to simplify the models. Program duration had a range of 7141 while program counts had a range of 7. All code and data will be available at https://github.com/kpolimis
graphic variables about families. The data correspond to longitudinal observations with at least an entry and exit interview. The combination of these two interviews are the basis of the two-dimensional approach’s focal variables (duration of services, program history). The family background variables are collected at the time a client enters into a service provider’s system (entry interview). The continuous variables in the family background approach approach are: amount of adults in the household and number of children and the binary variables: household structure (one or two parent), employment status of adults in the household, current substance abuse, veteran status, parents’ physical disabilities, parents’ mental disabilities, and the receipt of any federal or state benefits (e.g., Medicare/Medicaid, TANF, State Children’s Health Insurance Program (SCHIP)).

In addition to comparing the two-dimensional and family background approach to generating homeless family typologies, this study also uses an atheoretical model that finds the best available clusters from a range of 1 to 20 clusters (this is the range available in the ‘mclust’ package). The findings and discussion focus on the comparing the clusters reviewed in the literature, either three or four clusters of homeless families and clusters; the atheoretical clusters are also analyzed separately (Danseco and Holden 1998; Gleason et al. 2017; Kuhn and Culhane 1998). The analysis was completed R software (R Core Team 2016) and relied heavily on the mclust package for cluster analysis (Fraley and Raftery 2006; Scrucca et al. 2016).

Exclusionary Criteria

Observations were excluded for missingness on any demographic variable or homelessness outcome. In the synthesized random county, 0% of the data were dropped due to missingness. Synthesized independent county and synthesized correlated county lost 0% and 19%, respectively.
3.4 Findings

The three class resource utilization typology (transitional, episodic, chronic) that dominate the literature was tested by specifying 3 and 4 class (cluster) models as well as an atheoretical model that tested 1 to 20 clusters. The models are compared with the Bayesian Information Criteria (BIC), a function that incorporates each model’s maximized log-likelihood, the data dimensions, and number of parameters used in cluster estimation (Dean and Raftery 2010; Proust-Lima et al. 2015). “The BIC is the value of the maximized log-likelihood with a penalty on the number of model parameters, and allows comparison of models with differing parameterizations and/or differing numbers of clusters. In general the larger the value of the BIC, the stronger the evidence for the model and number of clusters” (Fraley, Raftery, and Scrucca 2012, pg. 19). Model BIC are available in Appendix B (Tables B.1 and B.2). Multiple comparisons are made in this discussion to unite discussions about homeless family typologies. First, the two dimensional and family background models of clustering are compared across all synthetic modes of data. Secondly, three and four cluster models are compared within these clustering strategies because these are the most common clusters found in previous literature (literature comparison). Lastly, the best available clusters from the atheoretical model is presented (atheoretical comparison). Findings for the two-dimensional approach are presented first followed by findings for the family background approach.

The summary statistics for each synthesized county data are available in Table B.3 (Appendix B). In the summary statistics, the components of the DataSynthesizer can clearly be seen. For instance, the random synthesized data has by far the highest mean duration for homelessness and programs used (mean duration: 3568.15 is 10 times the other synthesized data modes, 1256.63 (independent) and 451.93 (correlated)). As these measures are the key clustering variables for the two-dimensional approach, the clustering comparison across modes is also likely to reflect the sampling differences. Additionally, key demographic differences are observed between the three modes of synthesized data.
The synthesized random county has near equal proportions of the three types of households (single men, single women, and couples are proportionally 0.25, 0.25, 0.25 of the data). The equal representation of these groups is related to the random variable sampling. Conversely, 0.77 of the independent synthesized county and 0.74 of the correlated synthesized county are represented by single females.

3.4.1 Literature Driven Approaches

3.4.2 Two-dimensional Clustering

In the literature comparison of the two dimensional approach, four groups were found as the best characterization of the data in the random, independent, and correlated attribute mode for synthetic data (Appendix B). Four clusters of homeless service use is inconsistent with Culhane et al. (2007) an early study applying the two-dimensional approach to determine homeless family typology. Culhane et al. (2007), the first to verify the individual typology with family homelessness (with a two-dimensional clustering approach), found that transitional homeless represented between 72% and 80% of the homeless population, the episodic homeless accounted for 18%-22%, and the chronically homeless represented between 2% and 8% in the four jurisdictions they analyzed.

Gleason et al. (2017) also attempt to combine the two-dimensional approach and family background approach by starting with a two-dimensional model and adding (groups of) demographic characteristics. Their model includes type of homelessness service used (e.g., emergency shelter, transitional shelter, and outreach services) and the inclusion of homelessness service is an important dimension used to determine their model’s classes (review footnote six for a description of the service use classes their model determined) and their conclusions are not necessarily comparable to this analysis. Besides differences in the synthetic data used here and the regional data from multiple metropolitan areas, modeling strategies such as variable selection may also drive differences in findings.

_Synthesized data - Random Attribute Mode_
There does not appear to be significant demographic differences across these clusters due to random variable sampling, although the clusters differ in size (Table B.4). While the transitionally homeless are the largest group in individual and family typology studies, since there are four groups instead of the traditional three, it appears that the transitionally homeless have "split" their defining characteristics. One group that can be considered transitionally homeless is Cluster 3 because it contains the lowest average program duration days (1658.05 days); however, this cluster does not have the second defining feature of the transitionally homeless, fewest programs used (atypical programs). Transitionally homeless with atypical programs were 32.2% of the data. Cluster 1 has the fewest average programs although the mean duration days of those individuals resembles the group that is closest to traditional literature’s episodically homeless group, Cluster 2 and 4. Cluster 1, transitionally homeless with atypical days contained 17.88% observations. The two clusters closest to the chronically homeless, Cluster 2 and 4 combined multiple characteristics of the chronically homeless as described in the literature (Culhane et al. 2007). Cluster 4, had the chronic characteristic of highest average amount of programs used (6.76 programs) while Cluster 2 had stays that averaged the longest average duration (5567.76 days). Cluster 2 and 4 account for 30.7% and 19.23% of data; respectively. The appearance of multiple transitional and chronic clusters as well as other differences with the traditionally clustered family groups separate the findings from randomly synthesized data from previous literature (recall the random sampling strategy and relatively even distribution). Once again, the use of random variable sampling make the results from the random synthesized data particularly difficult to interpret.

Synthesized data - Independent Attribute Mode

The model BIC for the independent synthesized data suggest that a four cluster model is best. The largest group was an atypically transitional group (Table B.5). Two-dimensional models suggest that the transitionally homeless should be the largest group. The independent synthetic data appear to have a traditionally transitional cluster as
well as two hybrid transitional clusters. Cluster 2 (the largest group) can be considered traditionally transitional because it contains the lowest average programs used (1 program) and program duration (188.87 days). Traditionally transitional homeless families represent 41.13% of the data. Two clusters, clusters 3 and 4 can be considered atypical transitional because of their low average program use. Cluster 3 (7.74% of the data) is near identical to the traditional transitional cluster in average programs used (2) and program duration (209.03 days). The largest difference between clusters 2 and 3 is slightly greater substance use for the atypical transitional third cluster (0.25 compared to 0.36). The second atypical transitional cluster is Cluster 4 (17.69% of observations) because this cluster also averages the fewest programs (1), but the average program duration (719.66 days) is considerably higher than two other transitional clusters. Cluster 1 appears to confirm to the chronically homeless, a group of families with long-term stays (average stay averaged 3108.42 days), although these stays were not numerous (2.35 programs used on average). Chronically homeless accounted for 33.43% of the observations. There are no significant demographic differences across any of the clusters besides substance use discussed above.

**Synthesized data - Correlated Attribute Mode**

The model BIC for the correlated synthesized data also indicated that a four cluster model is best. Once again, the largest group was a traditionally transitional group. In this mode of synthesized data (Table B.6), both standards in previous literature for transitional status was met. Cluster 1 averaged lowest average program used (1.01) and fewest average program days (144.76). The transitionally homeless represented 43.49% of the data. Similar to the synthetic independent data, two other transitional-like homeless clusters were observed. The first atypical transitional cluster, cluster 3, used resources on par with the traditionally transitional group (1.02 programs used on average), but the average program stay of this cluster was the third greatest overall (averaged 589.47 days). The second atypical transitional cluster, cluster 4, displayed the second lowest average days in a program (averaged 235 days per stay), but the third greatest average
programs used (2.27 programs used). Cluster 3 represented 33.25% of the data while cluster 4 accounted for 8.96% of observations. Lastly, the second cluster can be described as chronically homeless because these families averaged the longest average stay (1205.73 days) and frequent use of services (3.39 programs used on average); this cluster was the appropriate classification for 14.3% of the homeless families. There is more racial diversity in the clusters than observed in either the independent or random synthetic data sets.

3.4.3 Family Background Clustering

Clustering homelessness families by demographic background revealed greater inter-cluster demographic differences than clustering on homelessness experiences. Similar to the two-dimensional approach, three and four-cluster models are compared with the atheoretical modelling section addressing the objectively best fitting grouping of data. Additionally, in all three modes of synthesized data four-cluster models were considered the best by BIC (Table B.2). Background clustering approaches tend to derive four clusters on individual and family data (Gleason et al. 2017; Grigsby et al. 1990; Humphreys 1995; Morse et al. 1992; Mowbray et al. 1993). While the clusters are demographically distinct, the homeless experiences do not vary significantly (this is the reverse of the two-dimensional approach where homeless experiences did vary significantly, but the clusters were demographically similar).

Synthesized data - Random Attribute Mode

The model BIC for the random attribute mode of synthesized data show that a four cluster model is best. The homeless experiences across the clusters are related to variations in household racial background, substance abuse, and the average amount of children. The summary statistics for each cluster are available in Table B.7.

There are generally small household structure differences (exception: amount of children) across the clusters although racial distinctions are prominent. Two clusters are near equal-sized and larger than the remaining two clusters. Cluster 1 and 3 contain
1502 and 1506 observations, respectively. Contrastingly, cluster two has 758 observations while cluster 4 has 1502 families. Cluster 1 contains 32.2% of the data and is composed of 26% single women, 25% single men, and 23% couples. However, 65% of the cluster is composed of racial minority households. Racial minorities are well represented in all clusters, especially cluster 3 where they make up 100% of observations with non-missing race. However, with the exception of cluster 4, the representation is not equal from each minority group. For instance, Blacks are not present in the first cluster and Pacific-Islanders are not represented in the third cluster. The second cluster is 16.25% of all observations and 84 of these families are racial minorities. The household structure for this cluster is very similar to cluster 1 where there is slightly less racial diversity: 19% single women, 21% single men, and 30% couples. Besides racial differences across clusters, other demographic variation include the amount of children. The amount of children in the household is the largest demographic difference across these four clusters. Cluster 4 had the fewest average children (9.52) while cluster 2 averaged the greatest (1.39).

*Synthesized data - Independent Attribute Mode*

The model BIC for the independent attribute mode of synthesized data indicate that a four-cluster model is preferred to three clusters. Once again, the homeless experiences across clusters are not very different. The mean program duration and programs used for each cluster are below in Table 3.1 (extended summary statistics for each cluster in Table B.8).

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean duration (days)</td>
<td>1222</td>
<td>1283</td>
<td>1240</td>
<td>1270</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>1.6</td>
<td>1.55</td>
<td>1.51</td>
<td>1.51</td>
</tr>
</tbody>
</table>
Three of the four clusters are similar in size with one cluster much smaller than the rest. There are significant racial and household structure differences across clusters. Cluster 1 represents the smallest cluster and is 9.33% of the data. Within this cluster, 18% of the homeless families are couples, 78% are single females, and 5% are single males. 67% of the families in this cluster are racial minorities. Cluster 2 is dominated by black coupled households and is composed of 50% single women, 10% single men, and 40% couples. 100% of the families in cluster 2 are racial minorities and this cluster comprises 26.93% of all observations. The last racial minority dominated cluster is Cluster 4 where 98% of observations are single women, 1% are single men, and 1% are couples. The families in this cluster represent 34.84% of the data and 40% of the families in Cluster 3 are racial minorities. In sharp contrast to Clusters 1, 2, and 4, Cluster 3 is 100% White. Additionally, 77% of Cluster 3 is single women, 4% single men, and 18% couples.

The only other significant demographic difference occurred with substance abuse, a behavior most prevalent in Cluster 1 and almost unreported in other clusters. The first cluster is primarily composed of single females from racial minority backgrounds.

*Synthesized data - Correlated Attribute Mode*

The model BIC for the correlated synthesized data indicate that a four cluster model is best. The homeless experiences across clusters are more varied than other data types although many clusters have a similar experience. The mean program duration and programs used for each cluster are below in Table 3.2 (extended summary statistics in Table B.9).

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean duration (days)</td>
<td>418.5</td>
<td>507</td>
<td>479.2</td>
<td>438.3</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>1.43</td>
<td>1.52</td>
<td>1.5</td>
<td>1.45</td>
</tr>
</tbody>
</table>
The data displays dramatic racial and household structure differences across clusters. One cluster is significantly larger than the rest while two clusters are similar in size and the last cluster is 12% the size of the next smallest cluster. The first mid-sized cluster is Cluster 1 and this group represents 23.48% of the data and is 75% single female with 7% of these women from racial minority backgrounds. Cluster 1 differs markedly in racial and demographic composition with the remaining groups. Cluster 2 is the second mid-sized cluster and is composed of 75% single women, 8% single men, and 17% couples. Cluster 2 accounts for 25.75% of all observations and 88% of these families are White (the remaining 12% of families are Pacific-Islander). Cluster 3 is the smallest cluster and most diverse racially. 59% of observations are single women, 22% are single men, and 19% are couples. The families in this cluster represent 2.71% of the data and 20 of the families in Cluster 3 are White. The largest cluster, cluster 4, accounts for 48.06% of all observations and 100% of these families are racial minorities.

3.5 Atheoretical Clustering

After comparing three- and four-cluster models with the two-dimensional and family background approach, atheoretical models were used to determine the best grouping for the data. Atheoretical models were tested within the two-dimensional and family background approach and revealed considerably more clusters (8-12) than discussed in either literature (for exceptions see: Solarz and Bogat (1990) that found seven clusters). Atheoretical models also combined the two-dimensional and family background approach to understand the joint influence of homeless experience and family background. The results from the atheoretical models that combine both clustering approaches and do not restrict the amount of clusters a priori are even more striking than atheoretical models tested within the two-dimensional or family background approach. The clusters range from a low of 12 with the random synthetic data to a high of 20 clusters in the correlated data (the clustering software has an upper-bound of 20 clusters, all atheoretical data and tables will be available at [https://github.com/kpolimis](https://github.com/kpolimis)). While the random synthetic data does not
reveal much variation between homeless experience (mean programs used and program
duration), compelling demographic differences such as household structure, substance use,
and the amount of children emerge. The independent and correlated data also illustrate
important, but different demographic variation as well as significant differences in home-
less experience. For instance, the range of the program duration spanned approximately
3400 days and 6 programs in the correlated synthetic data (the range was approximately
4800 days and 5 programs in the independent synthetic data). Moreover, the demographic
differences observed in these synthetic data were different from the random synthetic data.
In the independent attribute mode, parental employment and disability were important
features while the correlated mode indicated veteran status varied across clusters. A key
takeaway from the atheoretical models that combine the family background and two-
dimensional clustering approach is the presence of numerous clusters and demographic
background stratifying. Closer examination of these clusters suggest that they can be
condensed to capture broad distinctions such as household, racial, and homeless experi-
ence differences without creating a small group for every demographic combination. For
instance, instead of having two identical clusters that differ along the lines of one is mostly
Black and the other non-Black minorities, these clusters could be condensed into a single
group.

3.6 Limitations

This study has several limitations related to the longitudinal nature of the data, available
demographic features, and data quality. Clients homeless experiences were not sequen-
tially recorded and some of the homeless family experience could be obscured limiting the
ability to investigate the role of homelessness trajectories. Furthermore, this analysis did
not have or consider child and criminal justice interactions that could have further dif-
ferentiated homeless demographic groups. Lastly, data fidelity and geographic limitation
temper generalizability and suggest more research should be done to assert the primacy
of the three cluster homelessness usage typology. Future research could compare synthe-
sized county data in several ways. First, analysis of greater time periods of data with more
demographic features could further understand family differences in homelessness service
usage. Secondly, within multiple synthetic datasets, various clustering approaches could
be used for cross validation. For instance, group models could be compared to centroid
and neural models to determine how much model selection impacts the identification of
clusters. Lastly, this project can connect homeless typologies to homeless service usage
to understand how demographic variations influence successful exits from homelessness.

3.7 Conclusion

The type of synthetic data used in this study doesn’t allow for a better understanding
of homelessness per se because explaining the factors that produce homeless families is
secondary to analyzing the differences between these same families. To that end, this study
compared three modelling approaches with and found larger clusters of homeless families
than typically described in theoretically driven literature. When choosing between a
three and four-cluster model, the four-cluster model dominated both the two-dimensional
and family background approaches in the random, independent, and correlated attribute
mode.

Family homeless typologies produced with multivariate finite normal mixture models
are largely incompatible with the three types of homelessness service use (transitional,
episodic, and chronic) in all three synthesized modes of HMIS county data analyzed.
Initially, the randomly synthesized county appears very different from the other modes
of synthetic data (the average program duration is 10 times the duration of the other
synthetic data modes with significantly more homeless programs), but the substantive
conclusions and clusters derived are similar.

Contributions from this study suggest that homelessness needs are more varied than
the three cluster homelessness service use typology (episodic, transitional, and chronic)
that is persistent in studies of individual homelessness and emerging in studies of family
homelessness. Although the data were synthesized and not representative of any one county, the finding that homelessness service has more clusters than typically discussed demonstrates the variation in the homeless family population and the potential need to redefine service delivery. The introduction of machine learning cryptography for data sensitivity (and potential inaccuracies) in combination with the latent mixture class model could drive these results herein that diverge from the existing literature and future research could clarify the degree novel methods influence findings versus the existence of distinct family homeless populations. A key finding shows that even the highest mode of data privacy (random synthesis) is able to produce comparable results to less randomized sampling strategies and supports growing research about deriving meaningful conclusions in anonymized (or inaccurate) data.
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Chapter 4

FAMILY DEMOGRAPHIC CHARACTERISTICS AND SUCCESSFUL PATHWAYS TO EXITING HOMELESSNESS PRE- AND POST-GREAT RECESSION

4.1 Introduction

Policy makers and researchers have identified housing assistance programs as integral support services that create pathways for individuals and families to exit homelessness. The Departments of Housing and Urban Development and Health and Human Services sponsor numerous assistance and surveillance programs such as rapid rehousing and transitional housing to diminish homelessness duration and episodes. While macro-forces such as economic conditions (income inequality, affordable housing supply, shifting economy, etc.), insufficient social welfare programs, and incarceration are principle drivers of homelessness, micro-level factors such as individual health (e.g., mental health disorders), family characteristics (household structure, race, employment, etc.), and homeless assistance programs also influence homelessness duration and likelihood of exiting homeless cycles (Aiemagno et al. 1996; Bassuk 1984; Draine et al. 2002; Galea and Vlahov 2002; Gould and Williams 2010; Hertzberg 1992; Page and Nooe 2002; Toro and Wall 1991).

Multiple disputes in homelessness research create opportunities for novel data and methods to potentially understand homelessness cyclicity by analyzing exit pathways associated with homelessness interventions. For instance, researchers have disputed how influential housing program and family characteristics are for homelessness duration or persistence in homeless cycles making targeted interventions difficult. Typically, three types of housing-first programs (rapid re-housing, transitional housing, and emergency
housing) are used to service homeless families. There is a strong belief in homelessness research that housing-first programs are best (Lee, Tyler, and Wright 2010); however, program efficacy across different household characteristics is not clear (Grant et al. 2013). Understanding the relationship between housing-first programs and exits from homeless cycles (successful exit, successful exit with subsidy, and other exit) can influence targeted service delivery and public investment in homelessness resources. Furthermore, the Great Recession (2007-2009) has changed the composition, health, and use of social services amongst homeless individuals and families in ways that are not fully understood (Bennett, Scharoun-Lee, and Tucker-Seeley 2009; Pilkauskas, Currie, and Garfinkel 2012; Sard 2009; Treas 2010). Recent economic distress has changed the composition of homeless populations and the potential post-Great Recession demographic shifts may have impacted homelessness service use (Miller 2011).

Lastly, homeless populations are difficult to track and improved data/methods are needed to evaluate interventions and supplement housing assistance policy. Link et al. (1994) describes multiple concerns that plague homelessness surveys and research such as finding currently homeless individuals and reluctance to participate. Additionally, homeless individuals may not be completely forthcoming with providers while registering for services and intentionally present inaccurate demographic and lifestyle information (e.g., substance use) (Aiemagno et al. 1996; Metraux, Stino, and Culhane 2014; Midderhoff 1994). These data limitations suggest that homeless data analyses should account for demographic background uncertainty while evaluating homelessness program efficacy. Advancements in creating synthetic data have shown that these data can maintain client privacy for individuals using homelessness services and introduce data uncertainty (noise) that is comparable to challenges introduced by variable data quality and respondent accuracy.

To address gaps in family homeless research, this study compares housing assistance programs and investigates the role of family characteristics on exit pathways. Using
synthetic Homelessness Management Information Systems (henceforth HMIS) data, the joint influence of family demographic characteristics and housing-first program type on homelessness exit pathways are assessed. Synthetic HMIS data will help provide client privacy and account for family demographic uncertainty with differential privacy (noise added to underlying data). Random forest classifiers predict how combinations of housing-first programs will affect different families’ likelihood of exiting homelessness cycles. These analyses reveal the chances of successful exit vary by program type and family background. Tremendous (time and geographic) uncertainty regarding program administration makes it difficult to pinpoint causes of varying success rates. However, the empirical findings of inconsistent outcomes across demographic groups informs the need to tailor housing programs and case management to family backgrounds.

4.2 Background

This review discusses the state-funded landscape for homelessness assistance programs, the need to identify effective solutions, and the potential effects of the Great Recession on homeless family resource utilization. A consistent working definition of homelessness is among the many reasons homelessness intervention programs face difficulty. Defining homelessness is important because program enrollment varies based on eligibility. The two agencies primarily tasked with homeless assistance, the Department of Housing and Urban Development (henceforth HUD) and Department of Health and Human Services (henceforth HHS), utilize overlapping but inconsistent definitions of homelessness. While HHS favors an expansive definition of homelessness that acknowledges precarious housing arrangements such as doubling up, HUD favors a narrow definition consistent with the structurally unhoused. Not surprisingly, quantitative methods to identify and assess homeless populations are encumbered by measurement problems (Anderson 2003).

---

1“doubling up refers to a situation where individuals are unable to maintain their housing situation and are forced to stay with a series of friends and/or extended family members” [https://www.nhchc.org/faq/official-definition-homelessness/](https://www.nhchc.org/faq/official-definition-homelessness/)
Additional research is needed to better understand the role of housing and services in stabilizing different subgroups of families, as well as which approaches are most cost-effective (Bassuk and Geller 2006).

4.2.1 Homelessness Assistance Programs

Modern funding for homelessness programs dates back to the 1987 McKinney-Vento Act designed to increase funding to homeless shelters and provide for the educational needs of homeless children. To supplement the McKinney-Vento Act, HUD began advocating for continuum of care programs that build a pipeline between housing aid and homelessness services (HUD 2002). McKinney-Vento originally consisted of fifteen program types but has been trimmed to focus on Homeless Management Information Systems (HMIS) for data infrastructure, supportive services, and three housing prevention/intervention programs: permanent supportive housing, rapid rehousing, and transitional/emergency housing. In recent legislation such as the 2009 Homeless Emergency Assistance and Rapid Transition to Housing (HEARTH) Act and internal policy, HUD has favored assistance programs that use permanent housing support (HUD Funding notice 2015). Permanent housing is defined by HUD as “community-based housing without a designated length of stay in which formerly homeless individuals and families live as independently as possible.” Continuum of care approaches have also lead to collaboration between child welfare and public housing services (Fowler and Chavira 2014). Assessing the efficacy of housing intervention programs as well as HMIS data infrastructure can improve the delivery of homeless services.

https://www.hudexchange.info/programs/coc/coc-program-eligibility-requirements/

Permanent supportive housing is sometimes interchanged with permanent housing throughout the text.

https://www.hudexchange.info/programs/coc/coc-program-eligibility-requirements/
4.2.2 Homeless Management Information Systems

HUD funding eligibility requires homeless service providers meet data reporting standards about homeless individuals served. HMIS is an electronic record system that meets HUD data reporting standards and is designed for case management (locally, within an organization) and high-level views of homeless populations (globally, when aggregated by various levels of government such as city, county, state, etc.). Regional HMIS are faced with technological and human resource disadvantages that impact the continuum of care for homeless individuals (Zhang and Gutierrez 2007). For instance, regional HMIS are tasked with understanding a complex web of hundreds of homeless assistance programs, handling confidential data, and screening for unreliable data entry by both individuals and service provider. These responsibilities make tracking pathways to existing homelessness difficult (Cronley and Patterson 2012). Moreover, the allocation of individuals and families to homeless assistance programs varies by demographic characteristics such as age, race, mental health, and veteran status (Montgomery et al. 2016; Washington et al. 2010). Although families are not randomly assigned to housing programs, natural variation in program population allows for comparisons between programs and across multiple family types.

4.2.3 Housing Assistance Program Debate

The three main housing-first assistance programs are permanent, rapid, and transitional rehousing. The National Healthcare for the Homeless Council defines permanent supportive housing as “a model that combines low-barrier affordable housing, health care, and supportive services to help individuals and families lead more stable lives”[^1] Rapid rehousing and transitional rehousing[^5] are usually time-limited interventions to provide housing services for chronic and acute housing dilemmas such as crisis relief for groups like working families struggling to make rent and programs for individuals addressing

[^1]: https://www.nhchc.org/policy-advocacy/issue/permanent-supportive-housing/
[^5]: http://www-transitionalhousing.org/
barriers to housing (e.g., substance abuse, mental health concerns) (USICH 2014). Emergency shelters are extremely short-term housing interventions such as overnight shelters with more limited support services and case management than the three housing-first interventions. These housing interventions are designed to address the various needs of homeless families from the transitional, episodic, and chronically homeless. Transitionally homeless families typically experience a single, short episode of homelessness, episodically homeless families have few episodes of short stays, and chronically homeless families have multiple episodes of homelessness of lengthy duration (Culhane et al. 2007).

Housing-first program efficacy and the role of family background is debated in homelessness literature. For instance, Culhane and Metraux (2008) find that emergency and transitional services are not adequately addressing homeless needs and Fisher et al. (2014) reports that “respondents were least comfortable in and most likely to leave transitional housing”(pg. 1). Researchers are concerned that some assistance programs do not positively affect homeless experiences such as reducing the length of shelter stay and decreasing the probability of homelessness resource use in the future (Goodman, Messeri, and O’Flaherty 2014). Comparing housing-first programs’ probability of successful exits across demographic and geographic groups can help clarify housing-first program efficacy. Along, with debates over housing program efficacy, homelessness research is concerned with the ability to match services to individual or family background.

4.2.4 Matched Services

Matching intervention programs and participants improves outcomes for individuals and organizations (Choi and Ryan 2007). Program matching refers to the practice of targeted program placement for individuals or families based on demographic characteristics such as race, gender, household structure, employment status, etc. These matching approaches were undertaken because previous data demonstrated strong relationships between individual/family characteristics and program success. Moreover, an additional result of well matched programs is the successful reunification of vulnerable families separated by mul-
Culhane et al. (2007) argues that “program and policy factors appear to play a primary role in shaping shelter utilization” (pg. 26). Shinn (1997) also claims that the “[r]eceipt of subsidized housing, in turn, was predicted primarily by the shelter to which families were assigned and their length of stay, factors that were unrelated to family characteristics” (pg. 760). Conversely, some researchers claim that individual and family characteristics matter more for exiting homelessness cycles into stable housing than assistance program used. Metraux and Culhane (1999) is emblematic of literature that contends family dynamics such having young children, larger families, older head of household, domestic violence, etc. (these authors, like many in this area, believe the availability of affordable housing is the largest factor driving shelter usage). Wood et al. (1990) and Rossi (1991) offer additional support for family dynamics influencing shelter utilization patterns. Homeless families are generally headed by women which has increased the rates of children experiencing homelessness (Bassuk and Rosenberg 1988; Bassuk et al. 1997, 2014; Fertig and Reingold 2008; Nunez and Fox 1999). Given that family demographic differences (gender, race of parents, size of family, etc.) are influential for finding stable housing, supportive programs for single female headed households is a pressing concern (Bassuk et al. 1997, 2006; Rocha et al. 1996; Walsh et al. 2014; Wong, Culhane, and Kuhn 1997).

4.2.5 Great Recession

Further exploring the resource utilization of families pre- and post-Great Recession is worthwhile to understand the compositional changes to homeless families and potential differences in family resource service use. Rising foreclosure and unemployment during the global Great Recession (2007-2009) affected the composition of homeless individuals and households (Elsby, Hobijn, and Sahin 2010). Available research on compositional changes to homeless individuals and families suggest limited affordable housing in conjunction with diminished employment opportunities dramatically increased shares of homeless in-
dividuals and families (Bassuk et al. 2014; Ellen and Dastrup 2012; Miller 2011; Oberg 2011). Ellen and Dastrup (2012) cite a 30% rise in homeless families from 2007 to 2009 alone with 40,000 families becoming homeless and thousands more families in precarious housing situations.

4.3 Data and Methods

HMIS data were collected from multiple service providers in HUD and HHS funded programs such as transitional housing, emergency shelters, rapid-rehousing, support services only, etc. Each observation represents a unique family’s homeless experience (duration, programs used), and respondent’s living situation at the time of program exit. The limitations of administrative data can be directly addressed by methodological advances in producing synthetic data and clustering. Rubin (1993) proposed creating synthetic data sets to address confidentiality concerns for secure data. Synthetic data sets are designed to ignore sampling schema, use multiple imputation, and most importantly for this study incorporate intentionally inaccurate (e.g., not the actual collected value in the original data set) data for some variables. Reiter (2002) and others have found that valid inferences can be gained from synthetic data. Given the concerns with data and respondent reliability in HMIS, using intentionally inaccurate data to model relationships builds robustness. Models that project forward with HMIS data should be sensitive to unknown, inaccurate data instead of face-value acceptance of the HMIS data quality. Comparing programs across multiple synthetic data types can help build confidence that an intervention is preferable to other alternatives.

Synthetic data is used to maintain the privacy of individuals in the HMIS data and introduce data uncertainty that mimics real word data entry and respondent accuracy limitations. A major challenge with synthetic data is that realistic enough data potentially violate individuals’ privacy (for example, by saying things about their neighborhood). On the other hand, if the data is obfuscated, it might become less useful for drawing any conclusions. Cryptographic research has developed methods such as differential privacy
which demonstrate the ability to preserve client privacy, while maintaining a connection to the underlying data (Chawla et al. 2005; Dwork 2006, 2007). Given difficulties with retroactive use of data (data entry, data quality, etc.) cryptographic and machine learning methods that are novel to homelessness research could clarify inferences (Metraux and Tseng 2017). Furthermore, algorithmic bias with sensitive data requires HMIS funded organizations adopt a unique workflow because these HMIS programs cannot give analysts private data to develop tools. Instead, homelessness service providers can leverage differential privacy by masking the “true” value of any respondent covariate with noise and missingness and still allow analysts to develop tools that can then be applied to real data (Barrientos et al. 2017). Respect for data sharing agreements (data sensitivity) along real-world limitations with data entry (data accuracy) make HMIS data ideal for synthetic analysis.

The synthetic data sets were created by using the open source software DataSynthesizer. DataSynthesizer can synthesize data in three different modes that add varying degrees of differential privacy (noise) (Ping, Stoyanovich, and Howe 2017). The basic approach for each mode is the same (create a distribution for each variable and samples that distribution); however, the degree of differential privacy and missing rates used to further anonymize the data change. The software for creating synthetic data has a noise parameter that is equivalent to the minimum change in the correlations by removing (perturbing) any tuple of data at random. Missingness is determined by the synthetic mode utilized. In the random mode, ideal for the most sensitive data, the DataSynthesizer generates type consistent random variables, adding the highest degree of differential privacy. The correlated attribute mode uses a Bayesian network to calculate the relationship between variables and in cases where calculating a Bayesian network is too computationally expensive Ping et al. (2017) suggest using the independent attribute to sample from a noise-added distribution of the underlying data. After synthesizing a single county’s HMIS

https://github.com/DataResponsibly/DataSynthesizer
(and sampling an untold percentage of this county, the synthesized data was synthesized again. Thus, the final data set is a twice synthesized representation of HMIS data and is a definitive abstraction of any county HMIS data. The synthesized independent data and synthesized random data are similar in size (these synthesized datasets are 120% the size of synthesized correlated data) and these jurisdictions are based on longitudinal program data from 1993 to 2015.

4.3.1 Analytical strategy

The focal outcome use the client’s post-program plans (destinations or exits) which are reported during an exit interview, if the exit interview takes place. Some clients utilized multiple homeless services and the last provider type is associated with the exit. A successful exit is defined as: ‘Rental by client, no ongoing housing subsidy’, and ‘Staying or living with friends, permanent tenure’. Successful exit with a subsidy includes destinations such as: ‘Rental by client, with other ongoing housing subsidy’, ‘Permanent housing for formerly homeless persons and ‘Rental by client, with Veteran Affairs Supportive Housing (VASH) housing subsidy’. Lastly other exits were: ‘Emergency shelter, including hotel or motel paid for with emergency shelter voucher’, ‘Hotel or motel paid for without emergency shelter voucher’, ‘Hospital or other residential non-psychiatric medical facility’, ‘Substance abuse treatment facility or detox center’, ‘Staying or living with family, temporary tenure (e.g., room, apartment or house)’ as well as data collection limitations (e.g., ‘no exit interview completed’, ‘client refused’, and ‘data not collected’).

Random forests are an ensemble machine learning method that use decision trees for (categorical and continuous) prediction tasks (Breiman 2001). Classification decision trees mine data to predict a categorical label that corresponds with input variables while using randomization and data cross-validation (training and test sets) to account for the decision tree’s tendency to overfit models (Breiman 1996). Decision trees randomly

\[7\] Due to the sensitivity of the data, the amount sampled will not be revealed.
select observations with a criteria (e.g., random selection without replacement\textsuperscript{8} from the training set to build a predictive model and the strength of the predictive relationship is assessed in the test set of data that was not used to train the predictive model (the training data). The ensemble aspect of random forests describes the process of using the mode (classification) or mean (regression) of multiple decision trees to select the best model for the data (Breiman 2001). Using the Python package \textit{scikit-learn}, random forests classifiers predict the exit (successful, successful with subsidy, other) linked to the last housing assistance program for a family. The analysis was completed Python software (Rossum 1995) and relied heavily on the \textit{sckit-learn} package for decision tree analysis (Pedregosa et al. 2011).

\textit{Defining the Great Recession}

The data was split on the year 2007 to construct the pre- and post-Great Recession periods. All observations on or before 2007 comprise the pre-Great recession period. Typically, in the synthetic data, the minority of observations come from pre-Great Recession families (e.g., 5\% of the entire data) while the post-Great Recession period includes all observations in 2008 or later (often around 95\% of the data).

\textit{Exclusionary criteria}

Demographic combinations (household structure and race) with less than five observations were removed because random forest out-of-sample cross validation methods require a minimum of five observations. Additionally, household combinations with unknown race were not reported. The reduced sample also only considers households with one or two adults (the 9 households with greater than two adults are likely data entry errors) as well as observations without any missingness on input and outcome variables.

\textsuperscript{8}For reproducible analysis, the decision trees used the same random state instead of a randomly selecting new observations and training different classification models. All code and data will be available at \url{https://github.com/kpolimis}.
4.4 Findings

4.4.1 Overview

The synthetic datasets had varying observation due to way missingness is handled in each synthetic form. Synthetic data created in the random and independent attribute mode have the same amount of observations (4647) while the correlated synthetic data had the fewest observations (2726). In the random synthetic data, 67.7% of the data is pre-Great Recession and 32.3% is post-Great Recession. Contrastingly, in the independent synthetic data, most of the data comes from the post-Great Recession period (86.46%) while 13.54% of the data is pre-Great Recession. Lastly, the correlated synthetic data is even more skewed towards the post-Great Recession period. In the correlated synthetic data, 99.12% of the observations are post-Great Recession and 0.88% of the data is pre-Great Recession (See Appendix C for all summary statistics tables and exit probability tables).

4.4.2 Synthetic Independent Attribute

pre-Great Recession

Overall, in pre-Great Recession period (Table 4.1), the predicted probability of successful exit was 0.45, successful exit with subsidy was 0.17 and other exit were 0.38 (All Tables are available in Appendix C). The program associated with the best probability of successful exit was emergency shelter housing (0.62). Emergency shelters were the only program with a probability of success greater than 50%. Permanent supportive housing had the best chance of successful exit with subsidy (0.3) while rapid rehousing (0.52) and permanent supportive housing were the housing programs that had the highest probability of other exits (0.45).
Table 4.1: pre-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.52</td>
<td>0.41</td>
<td>0.07</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.31</td>
<td>0.49</td>
<td>0.2</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.25</td>
<td>0.62</td>
<td>0.13</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.45</td>
<td>0.26</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Single female households were consistent with the overall trends and emergency shelter housing was associated with the largest probability of successful (0.45) and successful exit with subsidy (0.4). Rapid rehousing had the highest probability of other exit (0.57). However, four of the six racial groups associated a program besides emergency shelters as the program best linked with exiting homelessness. Single black and multi-racial females are predicted to successfully exit homeless 100% of the time in emergency shelter housing and these observations skew the single female findings overall.

Amongst coupled households, emergency housing was associated with the largest probability of successful exit (0.83) while transitional housing had the highest probability of successful with subsidy (0.2). Similar to the overall pre-Great Recession trend, rapid rehousing and permanent supportive housing were associated with the greatest probability of other exit (0.5 and 0.47; respectively). Similar to single females, racial variation was observed within this household type and some racial-household combinations were more successful exiting homeless in intervention programs other than emergency shelters. Overall, across all household types, emergency corresponded with the greatest predicted probability of successful exit, transitional housing had the best chances of successful exit with subsidy, and rapid rehousing and permanent supportive housing were most associated with other exits.
Overall, in the post-Great Recession period (Table 4.2), the predicted probability of successful exit were 0.32, successful exit with subsidy was 0.17 and other exit were 0.5. Homeless families in the post-Great recession period had lower probabilities of successfully exiting homelessness, equal chances of successful exit with subsidy, and greater probabilities of other exit when compared to the pre-Great Recession period.

The programs associated with the best probability of successful exit were rapid rehousing (0.4), followed closely by transitional housing (0.39). Participation in rapid rehousing (0.22) and transitional housing (0.22) had the best chance of successful exit with subsidy, emergency shelters were the housing program that had the highest probability of other exits (0.69).

Single female households participating in rapid rehousing were associated with the largest probability of successful exit (0.37). Emergency shelters were associated with the largest probability of successful exit with subsidy (0.22) and the highest probability of other exit (0.56). For single male households, transitional housing was associated with the largest probability of successful exit (0.56) and the largest probability of successful exit with subsidy (0.28). Emergency shelter had the highest probability of other exit (0.88). While all housing interventions had a near equal probability of other exit for single females,

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.42</td>
<td>0.4</td>
<td>0.19</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.4</td>
<td>0.39</td>
<td>0.22</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.69</td>
<td>0.19</td>
<td>0.11</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.5</td>
<td>0.32</td>
<td>0.18</td>
</tr>
</tbody>
</table>
emergency shelters were demonstrably worse than any other intervention for single males. Most of the racial groups within single female and male households aligned with the household trend. Amongst coupled households, rapid rehousing was associated with the highest probability of a successful exit (0.37) and successful exit with subsidy (0.22) while emergency shelter had the highest probability of other exit (0.63). Racial comparisons revealed that couples had more variation for housing program associated with highest probability of successful exit than single households. Across two of the three household types, rapid rehousing corresponded with the greatest predicted probability of successful exit and numerous programs vied for most likely to produce a successful exit with subsidy. Emergency shelters were strongly associated with other exits for two of the three household types.

Entire data

Lastly, for the entire data (Table 4.3), the predicted probability of successful exit were 0.33, successful exit with subsidy was 0.17 and other exit were 0.5. The program associated with the best probability of success was rapid rehousing (0.42) closely followed by transitional housing (0.39). Participation in transitional housing and permanent supportive housing had near equal chance of successful exit with subsidy (0.21 and 0.19, respectively). Emergency shelters were the housing program that had the highest probability of other exits (0.67).

Table 4.3: Entire Data: Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.42</td>
<td>0.42</td>
<td>0.16</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.39</td>
<td>0.39</td>
<td>0.21</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.67</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.51</td>
<td>0.31</td>
<td>0.19</td>
</tr>
</tbody>
</table>
The post-Great Recession group are the largest percentage of observations and drive the trends seen in the entire data. Single female households participating in rapid rehousing were associated with the largest probability of any successful exit (0.51). Emergency shelters had the highest probability of other exit (0.54). For single male households, transitional housing was associated with the largest probability of any successful exit (0.6). Emergency shelter had by far the highest probability of other exit (0.88). Amongst coupled households, rapid rehousing was associated with the largest probability of any successful exit (0.63). Emergency shelter programs had the greatest probabilities of other exit (0.59). The household variations mirrored the findings from the post-Great Recession period.

4.4.3 Synthetic Correlated Attribute

pre-Great Recession

Overall, in pre-Great Recession period (Table 4.4), the predicted probability of successful exit was 0.22, successful exit with subsidy was 0.3 and other exit were 0.49 (All Tables are available in Appendix C). The program associated with the best probability of a successful exit was emergency shelters (0.55) by a wide margin (0.37) Participation in transitional housing had the best chance of successful exit with subsidy (0.5), permanent supportive housing lead all other programs in the probability of other exits (0.81) by a wide margin as well (0.41).

Table 4.4: pre-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.38</td>
<td>0.18</td>
<td>0.44</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.4</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.35</td>
<td>0.55</td>
<td>0.1</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.81</td>
<td>0.04</td>
<td>0.15</td>
</tr>
</tbody>
</table>
Single female households in emergency shelters were associated with the largest probability of successful exit (0.55). Transitional housing was associated with the largest probability of successful exit with subsidy (0.5) and the highest probability of other exit (0.81). Only one of the five racially distinct households did not achieve the highest probability of successful exit with emergency shelters. Lastly, other household types did not have enough observations to estimate predictions.

*post-Great Recession*

Overall, post-Great Recession period (Table 4.5), the predicted probability of successful exit was 0.36, successful exit with subsidy was 0.24 and other exit was 0.41. The program associated with the best probability of success was permanent supportive housing (0.41) followed closely by emergency shelters (0.38). Participation in transitional housing (0.32) had the best chance of successful exit with subsidy. Emergency shelters and rapid rehousing were the housing programs that had the highest probability of other exits (both 0.45).

**Table 4.5: post-Great Recession Exit Probabilities**

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.45</td>
<td>0.32</td>
<td>0.24</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.36</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.45</td>
<td>0.38</td>
<td>0.18</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.38</td>
<td>0.41</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Single female households participating in rapid rehousing were associated with the largest probability of a successful outcome (successful exit with and without subsidy) (0.38). Rapid rehousing was associated with the largest probability of successful exit with subsidy (0.45) and multiple programs had near equal probabilities of successful exit.
Emergency shelters had the highest probability of other exit (0.51). For single male households, permanent supportive housing was associated with the largest probability of a successful exit (0.44) and successful exit with subsidy (0.23). Rapid rehousing had the highest probability of other exit (0.51) although multiple programs had near 50% chance of other exit. Amongst coupled households, transitional rehousing was associated with the highest probability of any successful outcome (0.37 probability of successful exit with and without subsidy). Emergency shelters were associated with the largest probability of a successful exit (0.52) and transitional housing was associated with the largest probability of success with subsidy (0.61). Rapid rehousing had the highest probability of other exit (0.63) by a comfortable margin. Once again, the households analyzed exhibited racial variations in success probabilities. These findings are part of the theme across data types that show housing program success varies by household type.

**Entire data**

Lastly, for the entire data (Table 4.6), the predicted probability of successful exit were 0.36, successful exit with subsidy was 0.24 and other exit were 0.4. All housing programs were very similar in their probabilities for other, successful, and successful exit with subsidy. The program associated with the best probability of success was permanent supportive housing (0.41). With the synthetic correlated data, families in the pre-Great Recession period were less likely to successful exit homeless cycles (0.51) than families in the post-Great Recession era (0.59). The probabilities of successfully exiting homelessness were greater in the pre-Great Recession period for the synthetic independent data. Participation in transitional housing had the greatest chance of successful exit with subsidy (0.32) while the other housing programs had similar probabilities of successful exit with subsidy. Emergency shelters and rapid rehousing were the housing programs with the highest probability of other exits (0.45 and 0.42; respectively).
Table 4.6: Entire Data: Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.42</td>
<td>0.36</td>
<td>0.21</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.36</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.45</td>
<td>0.35</td>
<td>0.2</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.38</td>
<td>0.41</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Single female households participating in rapid rehousing were associated with the largest probability of successful exit (0.46) and successful exit with subsidy (0.39). Emergency shelters had the highest probability of other exit (0.51). For single male households, permanent supportive housing had the greatest probability of successful exit (0.44 and successful exit with subsidy (0.23). Rapid rehousing and emergency shelters had similar probabilities of other exit (0.5 and 0.48; respectively). Amongst coupled households, transitional housing had the highest probability of any successful exit (0.38). However, emergency shelters and permanent supportive housing had high probabilities of successful exit (0.45 and 0.4). Rapid rehousing was associated with the largest probability of other exit for couples (0.62). Across single male and couples households in the correlated synthetic data, rapid rehousing was most associated with other exits and transitional housing was the best program predicting successful exits. This pattern did not hold for single female headed households.

4.4.4 Synthetic Random Attribute

pre-Great Recession

Overall, in pre-Great Recession period (Table 4.7), the predicted probability of successful exit was 0.14, successful exit with subsidy was 0.16 and other exit were 0.7 (Program Success Tables are available in Appendix C). Transitional housing had the best
chance of successful exit (0.16) and successful exit with subsidy (0.17). All housing programs had high probabilities of other exit (much higher than other modes of synthetic data), and rapid rehousing (0.74) had the highest probability of other exits.

Table 4.7: pre-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.74</td>
<td>0.1</td>
<td>0.16</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.67</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.7</td>
<td>0.14</td>
<td>0.17</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.7</td>
<td>0.15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Nearly all single females participating in rapid rehousing had other exits (0.9). Rapid rehousing was not an outlier, other housing programs had probabilities of other exit that exceeded 0.72. Single female households participating in emergency shelters were associated with the largest probability of any successful exit (0.28) and the other housing programs had near equal probabilities of successful exit with subsidy (exception, rapid rehousing). Single men also had high probabilities of other exit regardless of program type (0.7), though not as high as single women (0.78). Single men with children participating in transitional housing were associated with the greatest probability of any successful exit (0.37) although emergency shelters had the best probability of successful exit alone (0.18). Amongst coupled households, permanent supportive housing was associated with the largest probability of any successful exit (0.44) while emergency shelters had the highest probability of successful exit with subsidy (0.3). Depending on the household type in the random synthesized data, a different housing program was associated with the probability of successful exit in the pre-Great Recession period.

*post-Great Recession*
Overall, post-Great Recession period (Table 4.8), the predicted probability of successful exit were 0.18, successful exit with subsidy was 0.2 and other exit were 0.62. The probability of successful exit with and without subsidy increased from the pre- to post-Great Recession time periods a trend similar to the synthetic correlated data (but not the synthetic independent data). The program associated with the best probability of success was rapid rehousing (0.24), followed closely by transitional housing (0.12). Participation in rapid rehousing (0.28) and transitional housing (0.28) had the best chance of successful exit with subsidy, emergency shelters were the housing program that had the highest probability of other exits (0.65).

Table 4.8: post-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.65</td>
<td>0.24</td>
<td>0.11</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.6</td>
<td>0.12</td>
<td>0.28</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.57</td>
<td>0.19</td>
<td>0.23</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.65</td>
<td>0.17</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Single female households participating in emergency shelters were associated with the largest probability of successful exit (0.2) and successful exit with subsidy (0.34). Clients in rapid rehousing had the highest probability of other exit (1). For single male households, rapid rehousing was associated with the largest probability of successful exit (0.42) while emergency shelters had the largest probability of successful exit with subsidy (0.21). Permanent supportive housing had the highest probability of other exit (0.81). Coupled households enjoyed more successful exits (0.51) than either single females (0.29) or single males (0.34) Amongst coupled households, rapid rehousing was associated with the highest probability of a successful outcome (successful exit with and without subsidy) overall (0.5) and transitional housing had the highest probability of successful exit with
subsidy (0.42). Emergency shelters were associated with the largest probability of other exit (0.58). Each post-Great Recession households favored a different housing program when predicting the greatest probability of successful exit.

**Entire data**

Lastly, for the entire data in random synthetic mode (Table 4.9), the predicted probability of successful exit were 0.15, successful exit with subsidy was 0.18 and other exit were 0.67. All programs were near equal in probabilities of successful exit with permanent supportive housing the leading program (0.16). Participation in transitional housing and emergency shelters produced roughly equal chance of successful exit with subsidy (0.19 and 0.2; respectively). Rapid rehousing was the housing program that had the highest probability of other exits (0.71).

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.71</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.67</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.64</td>
<td>0.15</td>
<td>0.2</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.67</td>
<td>0.16</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Single female households participating in rapid rehousing were associated with the largest probability of other exit (0.93). Contrastingly, emergency shelter programs had the largest probabilities of successful exit (0.15) and successful exit with subsidy (0.25). Unlike single female headed households, single male households in rapid rehousing programs had the greatest probability of successful exit (0.22 and transitional housing was associated with the largest probability of successful exit with subsidy (0.22). For single males, permanent supportive housing had the highest probability of other exit (0.78). Amongst
coupled households, permanent supportive housing was associated with the largest probability of any successful exit (0.43). Emergency shelters as a program had the highest probability of successful exit without subsidy (0.24). Transitional housing and emergency shelter programs had near equal probabilities of other exit (0.61 and 0.6). Household types in the synthesized random data were predicted to successfully exit homelessness cycles by enrolling in different housing programs. Permanent supportive corresponded with the greatest predicted probability of successful exit for single males and couples, transitional housing performed well for chances of successful exit with subsidy. Emergency shelters were surprisingly the most successful housing intervention for single female households.

In two of the three synthetic modes of data, homeless families had greater probabilities of successfully exit homelessness in the post-Great Recession period. However, the programs associated with successful exits varied by household type in each period and sometimes by racial group within household types. Demographically, post-Great Recession households have more single female heads and fewer couples, so it is unclear how much the difference in program success is related to household type or program quality. Lastly, the random synthetic data had exit probabilities unlike the other modes of data that are likely related to the random sampling nature of that data synthesis mode.

4.5 Limitations

Several limitations reduce the generalizability of results from this analysis. First, time, geographic, and historical biases in the administration of homeless services and the selection of families influences predictions of the programs associated with successful exits. These biases suggest that programs could operate very differently across jurisdictions. Secondly, this analysis only focused on last program and destination, and could miss the impact of utilizing services in a particular order that a trajectory-based approach would follow. Despite these limitations, the synthetic HMIS data used in this study are useful for comparing the clustering strategies that dominate homeless typology literature. The cluster trends (e.g., typically small groups or larger-sized clusters) across synthetic en-
environments is an indicator of the robustness of a clustering approach. Lastly, the study did not address the uncertainty in random forest predictions. Recent research by Wager, Hastie, and Efron (2014) allows for the calculation of error bars with random forest classifiers and regressors. Future research will use Python implementation of random forest confidence intervals (Rokem et al. 2016) to describe the uncertainty surrounding each prediction.

4.6 Conclusion

This study demonstrates an application of synthetic administrative data with machine learning to understand questions in social science research. While the results show the kinds of answers that could be observed in actual data, the findings of this study do not reveal trends in historic data. With these caveats in mind, results from random forest classification trees revealed some variations in program success from pre- to post-Great Recession periods. The largest program difference across these periods was in rapid rehousing. The probability of other exit decreased from .52 in the pre-Great Recession period to .2 in the post-Great Recession era. Similarities across time periods include the high probability of other exit from emergency shelters and the relative successfulness of transitional and permanent supportive housing. While transitional housing had the highest probability of a successful program exit with subsidy in the pre-Great recession period, transitional and permanent supportive housing had near equal probabilities of successful exit in the post-Great Recession data.

Furthermore, several demographic differences in program success were observed in this study. Analysis revealed that program success was variable both across households and time periods. In both the pre-Great Recession and post-Great Recessions groups program type was more important for single-female households probabilities of successful exit than coupled households. For instance, couples had a near equal probability of other exit

in three post-Great Recession programs while single-female households were much more successful in transitional housing and to a lesser degree in permanent supportive housing. Within these household differences, racial differences also emerged where 100% of some racial minorities experienced other exits with emergency shelters but other racial minorities were able to achieve successful exits from shelters. The post-Great Recession period showed similar racial differences within households. These findings suggest that housing interventions should not only be tailored for households, but special attention to racial variation within households is necessary. Future research should assess the sensitivity of results to varying levels of noise and explore the basis of racial variations within similar household structures. This research highlights the granularity housing interventions may need to pursue by leveraging machine learning algorithms and synthetic modes of data to examine the robustness of housing program interventions in multiple eras.
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Chapter 5

CONCLUSION

This dissertation shows that big data and computational social science can contribute to scholarly debates by creating respondent-driven ethnographic studies to examine demographic variations in opinions and leveraging machine learning to inform homelessness policy. Unstructured, user-generated digital trace data can be (inexpensively) gathered at scale and can form the basis of a digital ethnography to explore opinions. The ability to link multiple data sources, such as profile images to discern individual race/gender and location coordinates for socio-economic proxies, supports wide-ranging queries by contextualizing social media users. However, these digital data are not above reproach, and researchers must make judgments about the reliability and validity observations by establishing thresholds and filters for “usable data”. While the findings from the Twitter study trend towards dispelling gender and racial differences in physical activity attitudes, interpretations should be cautious because of data scope and measurement concerns. For instance, this study did not use nationally representative data although communities under-represented in large scale surveys (e.g., minority men and women) are covered. Furthermore, both demographic measurement and opinion measurement are influenced by the inexact world of social media where users can choose any picture to represent themselves; sentiment analysis was not designed with the language of micro-blogging in mind.

Big data and computational social science may also be able to inform policy by examining an approach across multiple simulation environments. The second chapter bridges clustering approaches in homelessness typology research by examining two-dimensional
and family background clustering strategies across multiple types of synthetic data. Results suggest that homeless families’ resource utilization is varied beyond the three-category typology favored by the two-dimensional clustering approach. The family background clustering approach was less restrictive in its categorization schema and favored classifying families in more groups to delineate resource utilization. As a result, it appears that homeless families have needs beyond the two-dimensional typology’s characterization of episodic, transitional, or chronic homelessness. However, in some modes of synthetic data, the family background and atheoretical approaches which used 17 predictors and 19 predictors demonstrated the “curse of dimensionality” created by a larger predictor space. In these models, the clustering algorithm tended to detect 10 clusters to 20 clusters in stark contrast to the amount of clusters predicted from two predictors used in the two-dimensional approach. Together, the trend across modeling strategies and synthetic data types is that three groups do not adequately capture the diverse needs of homeless families. The challenge lies within navigating between the intractable approach of designing programs for 10 (or greater) types of homeless families and actual financial and human resources to address homelessness. This dissertation suggests that a human-in-the-loop approach that leverages machine and human strengths such as human aggregation and meta-synthesis of a cluster analysis (e.g., minority female cluster instead of a cluster for every female minority group) will be part of the solution to understanding homeless family needs.

The third chapter examines the relationship between homeless families’ demographic backgrounds, housing program interventions, and probability of existing homelessness cycles pre- and post-Great Recession. This study also demonstrates how synthetic data can inform housing policy interventions by examining an approach in multiple simulations. The probability that a homeless family successful exited homeless cycles varied by household structure (e.g., single female, single male, couples) and sometimes household race within household structure. However, there are demographic differences in the composi-
tion of the pre- and post-Great Recession homeless families such as the distribution of household structures and sample size. While the housing program associated with best probability of a successful exit varied by synthetic data mode, the overarching takeaway is that different programs work better for some households (and racial groups) than others, and homeless service providers can investigate their real data for awareness of similar trends and prescribe policies.

In the future, big data and computational social science will strive to improve measurement accuracy by leveraging technology and traditional research. For instance, uncertainty about the demographic background of social media users can be removed by directly messaging users and asking them to take a census-style survey about relevant demographics. Additionally, social media sentiment analyses can be improved by assessing other micro-blogging features such as abbreviations, emojis, and the presence of intensifiers. Social media opinion mining research will benefit from the combination of a more refined sentiment analysis procedure with advancements in natural language processing to understand phrases such as puns.

Synthetic data will also play an important part in big data and computational social science research via result robustness and reproducibility. Result sensitivity to the noise component was not explored in these studies. Future research with synthetic data will compare methods across synthetic data types and varying levels of noise. Additionally, synthetic data can decrease the reproducibility crisis by allowing researchers to publish synthetic variants of their datasets (even sensitive data) and remove a layer of research opaqueness by allowing broader investigations of findings. Enhancements in data synthesizing methods and cryptography ensure that synthetic data will increase result robustness in and contribute to reproducible social science research. Hopefully, this dissertation provided a template for human-in-the-loop approaches to investigating health inequalities by applying emerging computational methods to multiple synthetic data sources (administrative data and social media) and discussing the limitations to the strategies considered.
Appendix A

CHAPTER 2 APPENDIX

A.0.1 Background

Examples of Physical Activity Survey Items

Affuso et al. (2011):

1) In order to relieve stress and maintain your health, how important is it for you personally to exercise—is it very important, somewhat important, not very important, or unimportant?; 2) In order to relieve stress and maintain your health, how important is it for you personally to get enough rest and relaxation—is it very important, somewhat important, not very important, or unimportant?; 3) Do you feel there are enough places in your neighborhood to be physically active, such as recreation centers, fitness centers, outdoor space, etc.?; 4) Do you think it is possible for a person to be overweight and still be healthy, or does being overweight mean a person is unhealthy?; 5) Do you agree or disagree with this statement: Exercise is necessary to be healthy.; 6) Do you think that being overweight can increase a person’s risk of getting a disease like cancer, or not? Physical Activity participation—During the past month, other than your regular job, did you participate in any physical activities or exercise such as running, aerobics, golf, gardening, or walking for exercise? (pg. 3)

Bozionelos and Bennett (1999):

“Participants were required to indicate their level of agreement or disagreement
with two statements (e.g., for me to participate in regular exercise during the next three weeks is . . . , etc.), using a seven-point Likert scale used on all the [Theory of Planned Behavior] items except intentions, on three bipolar adjective pairs for each statement (i.e. good/bad, harmful/beneficial and pleasant/unpleasant). The item responses were summed and divided by six to provide a total attitude score” (pg. 520)

Data Synthesizer Modes

In the random mode, ideal for the most sensitive data, the DataSynthesizer generates type consistent random variables, adding the highest degree of differential privacy. The correlated attribute mode uses a Bayesian network to calculate the relationship between variables and in cases where calculating a Bayesian network is too computationally expensive Ping, Stoyanovich, and Howe (2017) suggest using the independent attribute to sample from a noise-added distribution of the underlying data.
A.0.2 Example tweets

Example tweets:

**Black women:**

**Positive:** “Fast paced running ending with two hill repeats. Grueling but a good work out #Running #Training #WorkHard”

**Negative:** “Started my run wearing a jacket and I soon regretted it. #SummerStillHere #Running”

**White women:**

**Positive:** “My happy place! Thankful to be back doing what I love. #RUNNING #fitness #gym #love”

**Negative:** “I ran 20:29 with... #run #running fuck IBS I hate you”

**Asian women:**

**Positive:** “Enjoyed my time in nature today. #grateful #nature #family #walking”

**Negative:** “Since my knee injury I refuse to to anything that includes #running or walking long distance!”

**Black men:**

**Positive:** “Bodyweight #pullups will get you very strong #bodyweighttraining #equinox”
White men:

Positive: “Beautiful evening for a walk in the park #Love #Fitness #Walking”

Negative: “Running while sick sucks! Hope to sweat it out #running #keep-grinding #fitness”

Asian men:

Positive: “A beautiful day for a ride. #ironmantraining #biking #california #fitnesslifestyle”

Negative: “The struggle is real. #Running #Fitness #beFit #LifeStyleChange”
### Activity-specific Subjectivity Scores

<table>
<thead>
<tr>
<th>Race</th>
<th>Gender</th>
<th>Total Tweets</th>
<th>Hashtag</th>
<th>Hashtag Total</th>
<th>Subjectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#walking</td>
<td>11</td>
<td>0.2</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#walking</td>
<td>1</td>
<td>0.01</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#walking</td>
<td>3</td>
<td>0.03</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#walking</td>
<td>11</td>
<td>0.07</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#walking</td>
<td>12</td>
<td>0.2</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#walking</td>
<td>33</td>
<td>0.16</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#walking</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#walking</td>
<td>243</td>
<td>0.13</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#walking</td>
<td>176</td>
<td>0.09</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#running</td>
<td>44</td>
<td>0.79</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#running</td>
<td>101</td>
<td>0.64</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#running</td>
<td>71</td>
<td>0.71</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#running</td>
<td>129</td>
<td>0.83</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#running</td>
<td>28</td>
<td>0.47</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#running</td>
<td>150</td>
<td>0.75</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#running</td>
<td>4</td>
<td>0.8</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#running</td>
<td>1468</td>
<td>0.78</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#running</td>
<td>1541</td>
<td>0.81</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#jogging</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#jogging</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#jogging</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#jogging</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Race</td>
<td>Gender</td>
<td>Total Tweets</td>
<td>Hashtag</td>
<td>Hashtag Total</td>
<td>Subjectivity</td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
<td>--------------</td>
<td>-----------</td>
<td>---------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#jogging</td>
<td>4</td>
<td>0.07</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#jogging</td>
<td>8</td>
<td>0.04</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#jogging</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#jogging</td>
<td>23</td>
<td>0.01</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#jogging</td>
<td>19</td>
<td>0.01</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#biking</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#biking</td>
<td>6</td>
<td>0.04</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#biking</td>
<td>6</td>
<td>0.06</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#biking</td>
<td>3</td>
<td>0.02</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#biking</td>
<td>4</td>
<td>0.07</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#biking</td>
<td>8</td>
<td>0.04</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#biking</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#biking</td>
<td>50</td>
<td>0.03</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#biking</td>
<td>86</td>
<td>0.05</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#pushups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#pullups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#pullups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Race</td>
<td>Gender</td>
<td>Total Tweets</td>
<td>Hashtag</td>
<td>Hashtag Total</td>
<td>Subjectivity</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#pullups</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#pullups</td>
<td>4</td>
<td>0.03</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#pullups</td>
<td>1</td>
<td>0.02</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#pullups</td>
<td>7</td>
<td>0.04</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#pullups</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#pullups</td>
<td>11</td>
<td>0.01</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#pullups</td>
<td>40</td>
<td>0.02</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#homeworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#bodyweightexercises</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#bodyweightexercises</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Race</td>
<td>Gender</td>
<td>Total Tweets</td>
<td>Hashtag</td>
<td>Hashtag Total</td>
<td>Subjectivity</td>
</tr>
<tr>
<td>---------</td>
<td>--------</td>
<td>--------------</td>
<td>--------------------------</td>
<td>---------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Asian</td>
<td>Female</td>
<td>56</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>157</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>100</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>155</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>60</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>200</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>5</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>1889</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>1905</td>
<td>#bodyweightworkouts</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.2: Activity-specific Counts

<table>
<thead>
<tr>
<th>Race</th>
<th>Gender</th>
<th>#walking</th>
<th>#biking</th>
<th>#running</th>
<th>#jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>Female</td>
<td>11</td>
<td>0</td>
<td>44</td>
<td>0</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>1</td>
<td>6</td>
<td>101</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>3</td>
<td>6</td>
<td>71</td>
<td>0</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>11</td>
<td>3</td>
<td>129</td>
<td>0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Female</td>
<td>12</td>
<td>4</td>
<td>28</td>
<td>4</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Male</td>
<td>33</td>
<td>8</td>
<td>150</td>
<td>8</td>
</tr>
<tr>
<td>Other</td>
<td>Male</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>243</td>
<td>50</td>
<td>1468</td>
<td>23</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>176</td>
<td>86</td>
<td>1541</td>
<td>19</td>
</tr>
</tbody>
</table>
### Activity-specific Polarity and Subjectivity Scores

**Table A.3: #running-only Polarity Scores**

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
<th>Subjectivity</th>
<th>Hashtag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.02</td>
<td>0.79</td>
<td>#running</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.16</td>
<td>0.71</td>
<td>#running</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.05</td>
<td>0.47</td>
<td>#running</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.08</td>
<td>0.78</td>
<td>#running</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.03</td>
<td>0.64</td>
<td>#running</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.01</td>
<td>0.83</td>
<td>#running</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.06</td>
<td>0.75</td>
<td>#running</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
<td>0.8</td>
<td>#running</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
<td>0.81</td>
<td>#running</td>
</tr>
</tbody>
</table>

**Table A.4: #walking-only Polarity Scores**

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
<th>Subjectivity</th>
<th>Hashtag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.25</td>
<td>0.2</td>
<td>#walking</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.25</td>
<td>0.03</td>
<td>#walking</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.15</td>
<td>0.2</td>
<td>#walking</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.13</td>
<td>0.13</td>
<td>#walking</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
<td>0.01</td>
<td>#walking</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0</td>
<td>0.07</td>
<td>#walking</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.31</td>
<td>0.16</td>
<td>#walking</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>NA</td>
<td>0</td>
<td>#walking</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
<td>0.09</td>
<td>#walking</td>
</tr>
</tbody>
</table>
Table A.5: #jogging-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
<th>Subjectivity</th>
<th>Hashtag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Asian</td>
<td>NA</td>
<td>0</td>
<td>#jogging</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>NA</td>
<td>0</td>
<td>#jogging</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.25</td>
<td>0.07</td>
<td>#jogging</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.04</td>
<td>0.01</td>
<td>#jogging</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>NA</td>
<td>0</td>
<td>#jogging</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>NA</td>
<td>0</td>
<td>#jogging</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.25</td>
<td>0.04</td>
<td>#jogging</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>NA</td>
<td>0</td>
<td>#jogging</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.05</td>
<td>0.01</td>
<td>#jogging</td>
</tr>
</tbody>
</table>

Table A.6: #biking-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
<th>Subjectivity</th>
<th>Hashtag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Asian</td>
<td>NA</td>
<td>0</td>
<td>#biking</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.17</td>
<td>0.06</td>
<td>#biking</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0</td>
<td>0.07</td>
<td>#biking</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.11</td>
<td>0.03</td>
<td>#biking</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
<td>0.04</td>
<td>#biking</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.25</td>
<td>0.02</td>
<td>#biking</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.25</td>
<td>0.04</td>
<td>#biking</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>NA</td>
<td>0</td>
<td>#biking</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.08</td>
<td>0.05</td>
<td>#biking</td>
</tr>
</tbody>
</table>
Table A.7: #pullups-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
<th>Subjectivity</th>
<th>Hashtag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Asian</td>
<td>NA</td>
<td>0</td>
<td>#pullups</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>NA</td>
<td>0</td>
<td>#pullups</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0</td>
<td>0.02</td>
<td>#pullups</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
<td>0.01</td>
<td>#pullups</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>NA</td>
<td>0</td>
<td>#pullups</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0</td>
<td>0.03</td>
<td>#pullups</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.14</td>
<td>0.04</td>
<td>#pullups</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
<td>0.2</td>
<td>#pullups</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.03</td>
<td>0.02</td>
<td>#pullups</td>
</tr>
</tbody>
</table>
### A.0.5 Sensitivity Analysis

**Presentation of self**

Table A.8: Mentions-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.07</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.15</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.14</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.14</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.07</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table A.9: Retweets-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>1</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.16</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.10: Original tweets-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.19</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.03</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.05</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.04</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.1</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.1</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td></td>
</tr>
</tbody>
</table>

Geographic filters

Table A.11: US Geolocated Tweets Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.03</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Table A.12: Non-US Geolocated Tweets Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.11</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.07</td>
</tr>
</tbody>
</table>

US geolocated tweets (SES proxy)

Table A.13: High income homes-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.19</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.13</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0</td>
</tr>
</tbody>
</table>

Table A.14: Middle income homes-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.15: Low income homes-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.05</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.18</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure A.1: Sentiment Score by House Values Histogram

User selectivity

Users with multiple tweets

Table A.16: Multiple tweets-only Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.16</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.06</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.04</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
</tbody>
</table>
### Users with one tweet

**Table A.17: Single tweet users-only Polarity Scores**

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.13</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.12</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.21</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.07</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.1</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.03</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
</tbody>
</table>

### Subject reliability

**Table A.18: Supplemental Hashtags: Intersectional Analysis of Polarity Scores**

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Total</th>
<th>Proportion</th>
<th>Mean Age</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>White</td>
<td>50505</td>
<td>0.33</td>
<td>34.73</td>
<td>0.14</td>
</tr>
<tr>
<td>Gender</td>
<td>Race</td>
<td>Total</td>
<td>Proportion</td>
<td>Mean Age</td>
<td>Polarity</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>72997</td>
<td>0.48</td>
<td>26.85</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>5686</td>
<td>0.04</td>
<td>31.43</td>
<td>0.12</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>3131</td>
<td>0.02</td>
<td>33.02</td>
<td>0.11</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>12450</td>
<td>0.08</td>
<td>33.32</td>
<td>0.1</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>7716</td>
<td>0.05</td>
<td>26.45</td>
<td>0.11</td>
</tr>
</tbody>
</table>

**Demographic reliability**

**Racial reliability**

Table A.19: 99th Percentile Racial Confidence Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.1</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.16</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.33</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.01</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.1</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.20: 95th Percentile Racial Confidence Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.06</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.1</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.19</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.19</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.03</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.01</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table A.21: 90th Percentile Racial Confidence Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.06</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.15</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.18</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.05</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.14</td>
</tr>
</tbody>
</table>
Table A.22: 85th Percentile Racial Confidence Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.06</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.01</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.16</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.05</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table A.23: 80th Percentile Racial Confidence Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.05</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.01</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Table A.24: 50th Percentile Racial Confidence Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.03</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.07</td>
</tr>
</tbody>
</table>

*Gender reliability*

Table A.25: 99th Gender Percentile Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.13</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.01</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.07</td>
</tr>
</tbody>
</table>
### Table A.26: 95th Gender Percentile Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.14</td>
</tr>
</tbody>
</table>

### Table A.27: 90th Gender Percentile Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.03</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.07</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.15</td>
</tr>
</tbody>
</table>
### Table A.28: 85th Gender Percentile Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.14</td>
</tr>
</tbody>
</table>

### Table A.29: 80th Gender Percentile Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.03</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.16</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.08</td>
</tr>
<tr>
<td>Gender</td>
<td>Race</td>
<td>Polarity</td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>----------</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table A.30: 50th Gender Percentile Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Asian</td>
<td>0.03</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table A.31: Age Analysis of Polarity Scores

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Age Group</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>White</td>
<td>15_19</td>
<td>0.1</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>15_19</td>
<td>0.17</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>15_19</td>
<td>0.75</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>15_19</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>20_24</td>
<td>0.09</td>
</tr>
<tr>
<td>Gender</td>
<td>Race</td>
<td>Age Group</td>
<td>Polarity</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>20_24</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>20_24</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>20_24</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>25_29</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>25_29</td>
<td>0.16</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>25_29</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>25_29</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>30_34</td>
<td>0.1</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>30_34</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Asian</td>
<td>30_34</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>30_34</td>
<td>0.07</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>35_39</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>35_39</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>Black</td>
<td>35_39</td>
<td>0.16</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>40_44</td>
<td>0.02</td>
</tr>
<tr>
<td>Female</td>
<td>Hispanic</td>
<td>40_44</td>
<td>0</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>45_49</td>
<td>0.07</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>50_54</td>
<td>0.08</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>55_59</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>60_64</td>
<td>0.09</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>65_69</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>15_19</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>15_19</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>15_19</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>15_19</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>20_24</td>
<td>0.1</td>
</tr>
<tr>
<td>Gender</td>
<td>Race</td>
<td>Age Group</td>
<td>Polarity</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>20.24</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>20.24</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>20.24</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>25.29</td>
<td>0.26</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>25.29</td>
<td>0.1</td>
</tr>
<tr>
<td>Male</td>
<td>Other</td>
<td>25.29</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>25.29</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>25.29</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>30.34</td>
<td>0.05</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>30.34</td>
<td>0.03</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>30.34</td>
<td>0.04</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>30.34</td>
<td>0.12</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>35.39</td>
<td>0.06</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>35.39</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>35.39</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>35.39</td>
<td>0.02</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>40.44</td>
<td>0.07</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>40.44</td>
<td>0.04</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>40.44</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>45.49</td>
<td>0.04</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>45.49</td>
<td>0.01</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>45.49</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>45.49</td>
<td>0.27</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>50.54</td>
<td>0.08</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>50.54</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>Asian</td>
<td>50.54</td>
<td>0</td>
</tr>
<tr>
<td>Gender</td>
<td>Race</td>
<td>Age Group</td>
<td>Polarity</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>55-59</td>
<td>0.14</td>
</tr>
<tr>
<td>Male</td>
<td>Black</td>
<td>55-59</td>
<td>0.5</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>55-59</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>60-64</td>
<td>0.07</td>
</tr>
<tr>
<td>Male</td>
<td>Hispanic</td>
<td>60-64</td>
<td>0.29</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>65-69</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table A.32: Pushups-only Sentiment Scores

<table>
<thead>
<tr>
<th>Race</th>
<th>Gender</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>Female</td>
<td>-0.07</td>
<td>1.16</td>
</tr>
<tr>
<td>Asian</td>
<td>Male</td>
<td>-0.16</td>
<td>1.18</td>
</tr>
<tr>
<td>Black</td>
<td>Female</td>
<td>0.39</td>
<td>1.03</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>0.05</td>
<td>1.11</td>
</tr>
<tr>
<td>White</td>
<td>Female</td>
<td>0.14</td>
<td>1.16</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>-0.14</td>
<td>1.25</td>
</tr>
</tbody>
</table>
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B.0.1 Appendix B: Goodness of Fit Tables

Table B.1: Two-dimensional Approach: Model BIC Comparison

<table>
<thead>
<tr>
<th></th>
<th>random 2D model</th>
<th>independent 2D model</th>
<th>correlated 2D model</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 clusters</td>
<td>-25103</td>
<td>-4586</td>
<td>-6967</td>
</tr>
<tr>
<td>4 clusters</td>
<td>-24723</td>
<td>-1905</td>
<td>-6603</td>
</tr>
<tr>
<td>atheoretic clusters</td>
<td>99020</td>
<td>131810</td>
<td>170031</td>
</tr>
</tbody>
</table>

Table B.2: Family Background Approach: Model BIC Comparisons

<table>
<thead>
<tr>
<th></th>
<th>random background model BIC</th>
<th>independent background model BIC</th>
<th>correlated background model BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 clusters</td>
<td>-109379</td>
<td>-53072</td>
<td>-40516</td>
</tr>
<tr>
<td>4 clusters</td>
<td>-108923</td>
<td>-34291</td>
<td>-35785</td>
</tr>
<tr>
<td>atheoretic clusters</td>
<td>-103266</td>
<td>-34291</td>
<td>-23530</td>
</tr>
</tbody>
</table>
### Appendix B Summary Statistics: Synthesized Data by Mode

**Table B.3: Summary Statistics: Synthesized Data by Mode**

<table>
<thead>
<tr>
<th></th>
<th>Random Synthesized County</th>
<th>Independent Synthesized County</th>
<th>Correlated Synthesized County</th>
</tr>
</thead>
<tbody>
<tr>
<td>single male</td>
<td>0.25</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>single female</td>
<td>0.24</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>couples</td>
<td>0.25</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td>black</td>
<td>0.17</td>
<td>0.38</td>
<td>0.37</td>
</tr>
<tr>
<td>white</td>
<td>0.17</td>
<td>0.35</td>
<td>0.23</td>
</tr>
<tr>
<td>asian</td>
<td>0.16</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.17</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>native american</td>
<td>0.16</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.17</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>missing race</td>
<td>0.26</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mean program duration (days)</td>
<td>3568</td>
<td>1257</td>
<td>451.9</td>
</tr>
<tr>
<td>mean programs count</td>
<td>4.04</td>
<td>1.53</td>
<td>1.46</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>1.53</td>
<td>0.34</td>
<td>0.07</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.51</td>
<td>0.22</td>
<td>0.26</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.51</td>
<td>0.09</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Random Synthesized County</td>
<td>Independent Synthesized County</td>
<td>Correlated Synthesized County</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>mean children</td>
<td>5.47</td>
<td>1.65</td>
<td>2.05</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.5</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.5</td>
<td>1.27</td>
<td>1.23</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.51</td>
<td>0.4</td>
<td>0.47</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.51</td>
<td>0.9</td>
<td>0.94</td>
</tr>
<tr>
<td>observations</td>
<td>4647</td>
<td>4647</td>
<td>2726</td>
</tr>
</tbody>
</table>
### Appendix B: Two-dimensional Approach Tables

**Table B.4: Two-dimensional Approach: Synthesized Random 4-Cluster Demographics**

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean duration (days)</td>
<td>3623</td>
<td>5568</td>
<td>1658</td>
<td>3528</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>1.26</td>
<td>4.03</td>
<td>3.96</td>
<td>6.76</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.51</td>
<td>0.52</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.51</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>1.57</td>
<td>1.54</td>
<td>1.52</td>
<td>1.49</td>
</tr>
<tr>
<td>mean children</td>
<td>5.39</td>
<td>5.57</td>
<td>5.44</td>
<td>5.46</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.5</td>
<td>0.51</td>
<td>0.51</td>
<td>0.53</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.5</td>
<td>1.5</td>
<td>1.49</td>
<td>1.51</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.52</td>
<td>0.5</td>
<td>0.5</td>
<td>0.52</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.52</td>
<td>0.5</td>
<td>0.5</td>
<td>0.52</td>
</tr>
<tr>
<td>single male</td>
<td>0.24</td>
<td>0.25</td>
<td>0.26</td>
<td>0.25</td>
</tr>
<tr>
<td>single female</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>couples</td>
<td>0.27</td>
<td>0.25</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>black</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>white</td>
<td>0.19</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>asian</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.16</td>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>native american</td>
<td>0.17</td>
<td>0.16</td>
<td>0.15</td>
<td>0.18</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.16</td>
<td>0.18</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td>missing race</td>
<td>0.26</td>
<td>0.26</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>observations</td>
<td>834</td>
<td>1432</td>
<td>1502</td>
<td>897</td>
</tr>
</tbody>
</table>
Table B.5: Two-dimensional Approach: Synthesized Independent 4-Cluster Demographics

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean duration (days)</td>
<td>3108</td>
<td>188.9</td>
<td>209</td>
<td>719.7</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>2.35</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.39</td>
<td>0.4</td>
<td>0.38</td>
<td>0.42</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>0.34</td>
<td>0.36</td>
<td>0.25</td>
<td>0.3</td>
</tr>
<tr>
<td>mean children</td>
<td>1.63</td>
<td>1.66</td>
<td>1.66</td>
<td>1.67</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.91</td>
<td>0.89</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.28</td>
<td>1.27</td>
<td>1.23</td>
<td>1.26</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.23</td>
<td>0.21</td>
<td>0.23</td>
<td>0.22</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>single male</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>single female</td>
<td>0.77</td>
<td>0.78</td>
<td>0.76</td>
<td>0.78</td>
</tr>
<tr>
<td>couples</td>
<td>0.19</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>black</td>
<td>0.37</td>
<td>0.37</td>
<td>0.4</td>
<td>0.39</td>
</tr>
<tr>
<td>white</td>
<td>0.35</td>
<td>0.36</td>
<td>0.32</td>
<td>0.35</td>
</tr>
<tr>
<td>asian</td>
<td>0.14</td>
<td>0.14</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.06</td>
<td>0.07</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>native american</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.09</td>
<td>0.06</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>missing race</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>observations</td>
<td>1563</td>
<td>1923</td>
<td>362</td>
<td>827</td>
</tr>
</tbody>
</table>
Table B.6: Two-dimensional Approach: Synthesized Correlated 4-Cluster Demographics

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean duration (days)</td>
<td>144.8</td>
<td>1206</td>
<td>589.5</td>
<td>235</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>1.01</td>
<td>3.39</td>
<td>1.02</td>
<td>2.27</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.47</td>
<td>0.46</td>
<td>0.48</td>
<td>0.43</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.09</td>
<td>0.07</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>0.08</td>
<td>0.1</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>mean children</td>
<td>2.04</td>
<td>2.18</td>
<td>2</td>
<td>2.05</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.94</td>
<td>0.91</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.24</td>
<td>1.2</td>
<td>1.23</td>
<td>1.24</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.22</td>
<td>0.29</td>
<td>0.23</td>
<td>0.2</td>
</tr>
<tr>
<td>single male</td>
<td>0.08</td>
<td>0.09</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>single female</td>
<td>0.73</td>
<td>0.73</td>
<td>0.76</td>
<td>0.75</td>
</tr>
<tr>
<td>couples</td>
<td>0.18</td>
<td>0.17</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>black</td>
<td>0.38</td>
<td>0.29</td>
<td>0.38</td>
<td>0.44</td>
</tr>
<tr>
<td>white</td>
<td>0.23</td>
<td>0.3</td>
<td>0.23</td>
<td>0.18</td>
</tr>
<tr>
<td>asian</td>
<td>0.03</td>
<td>0.08</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>native american</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.02</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>missing race</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>observations</td>
<td>1189</td>
<td>391</td>
<td>909</td>
<td>245</td>
</tr>
</tbody>
</table>
### Appendix B: Family Background Approach Tables

Table B.7: Family Background Approach: Synthesized Random 4-Cluster Demographics

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean duration (days)</td>
<td>3577</td>
<td>3514</td>
<td>3569</td>
<td>3603</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>4.07</td>
<td>4.05</td>
<td>3.97</td>
<td>4.08</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.49</td>
<td>0.55</td>
<td>0.52</td>
<td>0.5</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.51</td>
<td>0.51</td>
<td>0.48</td>
<td>0.51</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>1.45</td>
<td>1.6</td>
<td>1.57</td>
<td>1.53</td>
</tr>
<tr>
<td>mean children</td>
<td>5.4</td>
<td>1.39</td>
<td>5.19</td>
<td>9.52</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.51</td>
<td>0.56</td>
<td>0.51</td>
<td>0.48</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.5</td>
<td>1.49</td>
<td>1.5</td>
<td>1.52</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.51</td>
<td>0.59</td>
<td>0.48</td>
<td>0.47</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.5</td>
<td>0.52</td>
<td>0.52</td>
<td>0.49</td>
</tr>
<tr>
<td>single male</td>
<td>0.25</td>
<td>0.21</td>
<td>0.25</td>
<td>0.27</td>
</tr>
<tr>
<td>single female</td>
<td>0.26</td>
<td>0.19</td>
<td>0.24</td>
<td>0.27</td>
</tr>
<tr>
<td>couples</td>
<td>0.23</td>
<td>0.3</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>black</td>
<td>0</td>
<td>0.19</td>
<td>0.31</td>
<td>0.18</td>
</tr>
<tr>
<td>white</td>
<td>0.35</td>
<td>0.16</td>
<td>0</td>
<td>0.19</td>
</tr>
<tr>
<td>asian</td>
<td>0</td>
<td>0.14</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.32</td>
<td>0.2</td>
<td>0</td>
<td>0.16</td>
</tr>
<tr>
<td>native american</td>
<td>0</td>
<td>0.1</td>
<td>0.35</td>
<td>0.17</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.33</td>
<td>0.21</td>
<td>0</td>
<td>0.14</td>
</tr>
<tr>
<td>missing race</td>
<td>0.25</td>
<td>0.3</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>observations</td>
<td>1502</td>
<td>758</td>
<td>1506</td>
<td>899</td>
</tr>
<tr>
<td></td>
<td>Cluster 1</td>
<td>Cluster 2</td>
<td>Cluster 3</td>
<td>Cluster 4</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>mean duration (days)</td>
<td>1222</td>
<td>1283</td>
<td>1240</td>
<td>1270</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>1.6</td>
<td>1.55</td>
<td>1.51</td>
<td>1.51</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.43</td>
<td>0.41</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>2.99</td>
<td>0.05</td>
<td>0.04</td>
<td>0.1</td>
</tr>
<tr>
<td>mean children</td>
<td>1.73</td>
<td>1.65</td>
<td>1.64</td>
<td>1.63</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.91</td>
<td>0.79</td>
<td>0.88</td>
<td>1</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.28</td>
<td>1.28</td>
<td>1.26</td>
<td>1.26</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.22</td>
<td>0.48</td>
<td>0.22</td>
<td>0.01</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.08</td>
<td>0.07</td>
<td>0.05</td>
<td>0.13</td>
</tr>
<tr>
<td>single male</td>
<td>0.05</td>
<td>0.1</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>single female</td>
<td>0.78</td>
<td>0.5</td>
<td>0.77</td>
<td>0.98</td>
</tr>
<tr>
<td>couples</td>
<td>0.18</td>
<td>0.4</td>
<td>0.18</td>
<td>0.01</td>
</tr>
<tr>
<td>black</td>
<td>0.42</td>
<td>0.59</td>
<td>0</td>
<td>0.51</td>
</tr>
<tr>
<td>white</td>
<td>0.34</td>
<td>0</td>
<td>1</td>
<td>0.08</td>
</tr>
<tr>
<td>asian</td>
<td>0.13</td>
<td>0.19</td>
<td>0</td>
<td>0.19</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.06</td>
<td>0.11</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>native american</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.06</td>
<td>0.11</td>
<td>0</td>
<td>0.11</td>
</tr>
<tr>
<td>missing race</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>observations</td>
<td>436</td>
<td>1259</td>
<td>1351</td>
<td>1629</td>
</tr>
</tbody>
</table>
Table B.9: Family Background Approach: Synthesized Correlated 4-Cluster Demographics

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean duration (days)</td>
<td>418.5</td>
<td>507</td>
<td>479.2</td>
<td>438.3</td>
</tr>
<tr>
<td>mean programs (count)</td>
<td>1.43</td>
<td>1.52</td>
<td>1.5</td>
<td>1.45</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.46</td>
<td>0.47</td>
<td>0.53</td>
<td>0.47</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.07</td>
<td>0.08</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>0.01</td>
<td>0.01</td>
<td>2.49</td>
<td>0.01</td>
</tr>
<tr>
<td>mean children</td>
<td>2.09</td>
<td>2.06</td>
<td>2.04</td>
<td>2.02</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.25</td>
<td>1.25</td>
<td>1.18</td>
<td>1.21</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.26</td>
<td>0.29</td>
<td>0.38</td>
<td>0.24</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.22</td>
<td>0.21</td>
<td>0.32</td>
<td>0.24</td>
</tr>
<tr>
<td>single male</td>
<td>0.09</td>
<td>0.08</td>
<td>0.22</td>
<td>0.07</td>
</tr>
<tr>
<td>single female</td>
<td>0.75</td>
<td>0.75</td>
<td>0.59</td>
<td>0.75</td>
</tr>
<tr>
<td>couples</td>
<td>0.16</td>
<td>0.17</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>black</td>
<td>0</td>
<td>0</td>
<td>0.41</td>
<td>0.75</td>
</tr>
<tr>
<td>white</td>
<td>0</td>
<td>0.88</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>asian</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>0.17</td>
</tr>
<tr>
<td>native american</td>
<td>0.07</td>
<td>0</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0</td>
<td>0.12</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>missing race</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>observations</td>
<td>642</td>
<td>704</td>
<td>74</td>
<td>1314</td>
</tr>
</tbody>
</table>
B.0.5 Appendix B: Demographic Background Variables

Danseco and Holden (1998)

“Twelve variables were included in the cluster analysis representing housing problems and family characteristics: precipitating event for homelessness, history of homelessness which was assessed by a single item asking whether or not the family had ever been homeless prior to the current episode, number of moves, age of children, number of children, family type, parents’ history of substance abuse, parents’ welfare status, parents’ physical and mental health status, PSI Total Stress, and PSI Life Stress score.” (162)
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Appendix C

CHAPTER 4 APPENDIX

C.0.1 Summary Statistics

Table C.1: pre-Great Recession Summary Statistics: Synthesized Data by Mode

<table>
<thead>
<tr>
<th></th>
<th>Random Synthesized Data</th>
<th>Independent Synthesized Data</th>
<th>Correlated Synthesized Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>single male</td>
<td>0.25</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>single female</td>
<td>0.25</td>
<td>0.77</td>
<td>0.67</td>
</tr>
<tr>
<td>couples</td>
<td>0.25</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td>black</td>
<td>0.17</td>
<td>0.43</td>
<td>0.38</td>
</tr>
<tr>
<td>white</td>
<td>0.17</td>
<td>0.32</td>
<td>0.25</td>
</tr>
<tr>
<td>asian</td>
<td>0.16</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.17</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>native american</td>
<td>0.16</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.17</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>missing race</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mean program</td>
<td>3583</td>
<td>1230</td>
<td>639.5</td>
</tr>
<tr>
<td>duration (days)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean programs</td>
<td>4.07</td>
<td>1.47</td>
<td>2.17</td>
</tr>
<tr>
<td>count</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random Synthesized Data</td>
<td>Independent Synthesized Data</td>
<td>Correlated Synthesized Data</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>1.52</td>
<td>0.27</td>
<td>0</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.51</td>
<td>0.21</td>
<td>0.17</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.51</td>
<td>0.1</td>
<td>0.21</td>
</tr>
<tr>
<td>mean children</td>
<td>5.56</td>
<td>1.68</td>
<td>2.79</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.51</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.5</td>
<td>1.27</td>
<td>1.17</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.51</td>
<td>0.41</td>
<td>0.33</td>
</tr>
<tr>
<td>mean benefits</td>
<td>0.51</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>receipt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>observations</td>
<td>3146</td>
<td>629</td>
<td>24</td>
</tr>
</tbody>
</table>
Table C.2: post-Great Recession Summary Statistics:
Synthesized Data by Mode

<table>
<thead>
<tr>
<th></th>
<th>Random Synthesized Data</th>
<th>Independent Synthesized Data</th>
<th>Correlated Synthesized Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>single male</td>
<td>0.25</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>single female</td>
<td>0.23</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>couples</td>
<td>0.26</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td>black</td>
<td>0.17</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>white</td>
<td>0.18</td>
<td>0.36</td>
<td>0.23</td>
</tr>
<tr>
<td>asian</td>
<td>0.16</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.16</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>native american</td>
<td>0.17</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.16</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>missing race</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mean program duration (days)</td>
<td>3538</td>
<td>1261</td>
<td>450.3</td>
</tr>
<tr>
<td>mean programs count</td>
<td>3.97</td>
<td>1.54</td>
<td>1.46</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>1.54</td>
<td>0.35</td>
<td>0.08</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.5</td>
<td>0.22</td>
<td>0.26</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.5</td>
<td>0.08</td>
<td>0.23</td>
</tr>
<tr>
<td>mean children</td>
<td>5.28</td>
<td>1.65</td>
<td>2.04</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.5</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Random Synthesized Data</td>
<td>Independent Synthesized Data</td>
<td>Correlated Synthesized Data</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------------</td>
<td>------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.5</td>
<td>1.27</td>
<td>1.23</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.52</td>
<td>0.39</td>
<td>0.47</td>
</tr>
<tr>
<td>mean benefits receipt</td>
<td>0.52</td>
<td>0.9</td>
<td>0.94</td>
</tr>
<tr>
<td>observations</td>
<td>1501</td>
<td>4018</td>
<td>2702</td>
</tr>
</tbody>
</table>
Table C.3: Entire Data Summary Statistics: Synthesized Data by Mode

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Independent</th>
<th>Correlated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Synthesized County</td>
<td></td>
<td></td>
</tr>
<tr>
<td>single male</td>
<td>0.25</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>single female</td>
<td>0.24</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>couples</td>
<td>0.25</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td>black</td>
<td>0.17</td>
<td>0.38</td>
<td>0.37</td>
</tr>
<tr>
<td>white</td>
<td>0.17</td>
<td>0.35</td>
<td>0.23</td>
</tr>
<tr>
<td>asian</td>
<td>0.16</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td>multi-racial</td>
<td>0.17</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>native american</td>
<td>0.16</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>pacific islander</td>
<td>0.17</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>missing race</td>
<td>0.26</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mean program duration (days)</td>
<td>3568</td>
<td>1257</td>
<td>451.9</td>
</tr>
<tr>
<td>mean programs count</td>
<td>4.04</td>
<td>1.53</td>
<td>1.46</td>
</tr>
<tr>
<td>mean substance abuse</td>
<td>1.53</td>
<td>0.34</td>
<td>0.07</td>
</tr>
<tr>
<td>mean physical disabilities</td>
<td>0.51</td>
<td>0.22</td>
<td>0.26</td>
</tr>
<tr>
<td>mean mental disabilities</td>
<td>0.51</td>
<td>0.09</td>
<td>0.23</td>
</tr>
<tr>
<td>mean children</td>
<td>5.47</td>
<td>1.65</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>Random Synthesized County</td>
<td>Independent Synthesized County</td>
<td>Correlated Synthesized County</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>mean veteran status</td>
<td>0.5</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>mean parents</td>
<td>1.5</td>
<td>1.27</td>
<td>1.23</td>
</tr>
<tr>
<td>mean employed</td>
<td>0.51</td>
<td>0.4</td>
<td>0.47</td>
</tr>
<tr>
<td>mean benefits benefit receipt</td>
<td>0.51</td>
<td>0.9</td>
<td>0.94</td>
</tr>
<tr>
<td>observations</td>
<td>4647</td>
<td>4647</td>
<td>2726</td>
</tr>
</tbody>
</table>
C.0.2 Program Success Tables

Program Success: Synthetic Correlated Data

pre-Great Recession

Table C.4: pre-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.38</td>
<td>0.18</td>
<td>0.44</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.4</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.35</td>
<td>0.55</td>
<td>0.1</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.81</td>
<td>0.04</td>
<td>0.15</td>
</tr>
</tbody>
</table>

post-Great Recession

Table C.5: post-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.45</td>
<td>0.32</td>
<td>0.24</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.36</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.45</td>
<td>0.38</td>
<td>0.18</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.38</td>
<td>0.41</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Entire Data
Table C.6: Entire Data: Exit Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.42</td>
<td>0.36</td>
<td>0.21</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.36</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.45</td>
<td>0.35</td>
<td>0.2</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.38</td>
<td>0.41</td>
<td>0.21</td>
</tr>
</tbody>
</table>
Program Success: Synthetic Independent Data

pre-Great Recession

Table C.7: pre-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th>Program Type</th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.52</td>
<td>0.41</td>
<td>0.07</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.31</td>
<td>0.49</td>
<td>0.2</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.25</td>
<td>0.62</td>
<td>0.13</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.45</td>
<td>0.26</td>
<td>0.3</td>
</tr>
</tbody>
</table>

post-Great Recession

Table C.8: post-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th>Program Type</th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.42</td>
<td>0.4</td>
<td>0.19</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.4</td>
<td>0.39</td>
<td>0.22</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.69</td>
<td>0.19</td>
<td>0.11</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.5</td>
<td>0.32</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Entire Data

Table C.9: Entire Data: Exit Probabilities

<table>
<thead>
<tr>
<th>Program Type</th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.42</td>
<td>0.42</td>
<td>0.16</td>
</tr>
<tr>
<td>Service Type</td>
<td>Other</td>
<td>Successful</td>
<td>Successful with Subsidy</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-------</td>
<td>------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.39</td>
<td>0.39</td>
<td>0.21</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.67</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.51</td>
<td>0.31</td>
<td>0.19</td>
</tr>
</tbody>
</table>
Program Success: Synthetic Random Data

pre-Great Recession

Table C.10: pre-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th>Program</th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.74</td>
<td>0.1</td>
<td>0.16</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.67</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.7</td>
<td>0.14</td>
<td>0.17</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.7</td>
<td>0.15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

post-Great Recession

Table C.11: post-Great Recession Exit Probabilities

<table>
<thead>
<tr>
<th>Program</th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.65</td>
<td>0.24</td>
<td>0.11</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.6</td>
<td>0.12</td>
<td>0.28</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.57</td>
<td>0.19</td>
<td>0.23</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.65</td>
<td>0.17</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Entire Data

Table C.12: Entire Data: Exit Probabilities

<table>
<thead>
<tr>
<th>Program</th>
<th>Other</th>
<th>Successful</th>
<th>Successful with Subsidy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid Rehousing</td>
<td>0.71</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Successful</td>
<td>Successful with Subsidy</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------</td>
<td>------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Transitional Housing</td>
<td>0.67</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>Emergency Shelter</td>
<td>0.64</td>
<td>0.15</td>
<td>0.2</td>
</tr>
<tr>
<td>Permanent Housing</td>
<td>0.67</td>
<td>0.16</td>
<td>0.17</td>
</tr>
</tbody>
</table>
Figure C.1: Correlated Entire Data
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Figure C.2: Correlated post-Recession Data
Figure C.3: Independent Entire Data
Figure C.4: Independent pre-Great Recession Data
Figure C.5: Independent post-Great Recession Data
Figure C.6: Random Entire Data
Figure C.7: Random pre-Great Recession Data
Figure C.8: Random post-Great Recession Data
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