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Relational memory is the ability to remember arbitrary associations between objects or events. These memories include things related by location, order, and context. Lesions of the medial temporal lobe (MTL) cause severe relational memory impairments suggesting that the MTL plays an important role in the formation of relational memories. Lesions to the hippocampus, the final output of the MTL, also causes relational memory impairments. Single unit recordings in rodents have identified place and time cells in the hippocampus that are hypothesized to support the spatial and temporal aspects of relational memories. Several studies have also identified neurons with spatial representations in the hippocampus of bats, monkeys, and humans, but it is unclear the extent to which spatial representations in non-rodent species may be sensitive to other parameters such as time and context, which are important components of relational memories. The goal of this thesis is to understand how the primate hippocampus could support the formation of relational memories during natural behavior. I first build the tools necessary to describe natural behavior, specifically focusing on behavior during the free viewing of complex images. I describe free viewing behavior using a foraging model and show that several factors including working memory, oculomotor constraints, and bottom-up salience influence viewing behavior. Additionally, scan paths are composed of short sequences of eye movements, and these sequences may aid in encoding relational memories. Furthermore, relational memory modulates these sequences: at first viewing behavior is well characterized by explorative-type behaviors, but then relational memory shifts viewing behavior towards exploitative-type behaviors. After understanding the behavioral correlates of relational memory, I recorded from neurons in the hippocampus of monkeys freely viewing images. Free viewing trials were interleaved with a directed eye movement task to understand how behavioral context modulates neurons in the hippocampus. Single unit recordings revealed representations of space, time, context, and stimulus novelty. In agreement with previous work, spatial representations were modulated by gaze position. Interestingly, each spatially modulated neuron fired at a consistent latency relative to fixation onset, and the response of the population of spatially modulated neurons fully tiled the duration of the fixation forming a spatiotemporal code that could link information across successive eye movements. Overall, my results highlight the importance of active sensing in organizing spatial representation in the hippocampus. Specifically, my results suggest that the hippocampus encodes information in spatiotemporal sequences reflecting the sequences of eye movements observed in the behavior. Certain patterns of eye movements may even help the hippocampus build relational memories. Finally, a review of the neuroanatomy suggests that there are many pathways in the prefrontal cortex that could explain the bi-directional relationship between relational memory and eye movements observed in this thesis.
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Chapter 1. INTRODUCTION

1.1 OVERVIEW

1.1.1 Defining Hippocampal-Dependent Memory

From remembering where we parked our car to learning how to play a sport, memory plays an essential role in our everyday lives. Decades of research have illustrated that different kinds of memory are critically dependent on different brain regions (Squire, 1992). For instance, the hippocampus and surrounding structures in the medial temporal lobe (MTL) are important for the formation of declarative memories (Squire, 1992; Eichenbaum, 2000; Moser et al., 2008b; Konkel and Cohen, 2009). Declarative memories enable us to consciously recollect our past experiences in order to optimize current and future behavior. For example, you can quickly find your keys in the kitchen if you remember that you came home with groceries.

Declarative memories are distinguished from nondeclarative memories which are learned but cannot be consciously accessed. Nondeclarative memories include learned skills, priming, and classical conditioning. For example, we cannot consciously access the “muscle memory” of throwing a ball. In fact, conscious scrutiny of learned skills can detrimentally interfere with the learned skill. MTL lesion studies suggest that the MTL is not important for the formation of nondeclarative memories (Squire, 1992). Humans with MTL damage can learn new skills, but they have no conscious recollection of the experience.

There are two types of declarative memories: episodic and semantic memories. Semantic memories contain factual-based content such as mathematical and scientific knowledge. Episodic memories contain personal, autobiographical information such as remembering your high school graduation. Several studies have shown that semantic and episodic memories are often retrieved
together (Bird and Burgess, 2008; Ryan et al., 2008), and as a result the specific role of the MTL in the formation of semantic memories is unclear. However, the formation of semantic memories is at least dependent on the integrity of the neocortex.

The literature uses several different terms to describe MTL-dependent memory. The human literature often calls declarative memory explicit memory, but the corresponding animal literature often calls episodic memory relational or configural memory. Human studies often use terms such as declarative and explicit memory as humans can verbally declare or explicitly illustrate what they do or do not remember. There exist subtle differences in the connotation of these terms, but for this thesis, I will consider the terms equivalent. Therefore, for the remainder of this thesis, I will use the term relational memory to describe MTL-dependent memory. Specifically, I define relational memory as the ability to remember arbitrary associations between objects or events. These memories include things related by location, order, and context.

1.1.2 History and Function of the Hippocampus

Patients with brain damage such as H.M. provided early insights into the function of the MTL (Scoville and Milner, 1957; Squire, 1992). Severe damage to the MTL in humans results in the inability to form new relational memories (i.e. anterograde amnesia). Subsequent lesion studies in animals later confirmed that MTL is indeed important for the formation of relational memories. Lesions to the MTL cause deficits in tasks that depend on spatial, temporal, and contextual cues. Thus, the MTL may serve the function of binding relevant information in space and time to a specific context. Lesions to the hippocampus, the final output of the MTL, also causes similar relational memory impairments.

More recent studies conducting electrophysiological recordings from neurons in the MTL have largely focused on the spatial components of relational memories (O'Keefe and Dostrovsky,
The presence of place cells in the rodent hippocampus led to the suggestion that the hippocampus contains a “cognitive map” that supports the formation of relational memories (Okeefe and Nadel, 1979). The human and non-human primate hippocampus also contain spatial representations thought to serve a similar function (Rolls, 1999; Ekstrom et al., 2003). While a great deal of rodent literature has focused on the role of the hippocampus in spatial memory, the hippocampus is also important for the formation of relational memories in the absence of clear spatial cues (Squire, 1992; MacDonald et al., 2011).

In addition to playing a substantial role in memory, the hippocampus plays an important role in other cognitive functions (Rubin et al., 2014b). Specifically, the hippocampus plays an important role in flexible cognition. By utilizing our relational memories, we can optimize our current and future behavior based on previous knowledge. The role of the hippocampus in other cognitive functions is outside the scope of this thesis. Instead, I will focus on the role of the hippocampus in the formation of relational memories.

1.1.3 Thesis Organization

In the following sections, I will review in greater detail the current body of literature that explains the function of the hippocampus and how it differs from other structures in the MTL. In Section 1.2 I will review the relevant electrophysiology and lesion literature, in Section 1.3 I will review models of [spatial] memory, and in Section 1.4 I will review the role of eye movements in cognition. In these sections, I will pay close attention to the role of active sensing. In particular, I will draw comparisons between sniffing and whisking in rodents to eye movements and vision in primates. These differences in active sensing modalities likely account for the differences in neural representations across species. Lastly, in Section 1.5 I state my hypotheses and aims.
Studying the structure and function of the MTL is important for understanding and treating various neurological disorders because the MTL shows early signs of atrophy in Alzheimer’s disease (Frisoni et al., 2010). Damage and dysfunction of the MTL are also observed in epilepsy, schizophrenia, and depression; and consequently these neurological disorders present with relational memory impairments. Developing a better understanding of the role of the MTL in memory could improve patient outcomes and lead to the development of better diagnostic tests and treatments.

The behavioral analysis tools described in Chapters 2 and 3, as well as those in the Future Directions section, may be useful for creating more sensitive behavioral measures of MTL-dependent memory. These chapters focus on understanding natural viewing behavior and the role that various forms of memory have in shaping viewing behavior.

Chapter 4 describes neural activity recorded in the hippocampus, the final output of the MTL, during the free viewing of images. Chapter 4 provides insights into the how the primate hippocampus processes spatiotemporal and contextual information. In contrast to rodents, the neural activity in primates is largely modulated by eye movements. How could this eye movement-related activity reach the hippocampus? The anatomical pathways that support spatial representations based on physical movements in rodents also support eye movements in monkeys. In Chapter 5 I review these pathways and I describe additional pathways by which memory can in return influence eye movements.
1.2 REVIEW OF HIPPOCAMPAL LITERATURE

1.2.1 Spatial, Temporal, and Contextual Representations in the MTL

The hippocampus is strongly interconnected with other structures within the MTL (see Chapter 5). Furthermore, the inputs to the hippocampus and other MTL structures are highly overlapping. Therefore, it should not be surprising that similar types of information are present throughout the whole MTL, albeit different regions represent this information in qualitatively different ways. In this section, I focus on electrophysiology data collected throughout the MTL but with specific a focus on the hippocampus and entorhinal cortex, the main input to the hippocampus. Substantially more is known about the neural representations in rodents than in other species. As a result, I use the rodent literature as a foundation for comparison to other species.

1.2.1.1 Rodent Electrophysiology

In rodents, the MEC (medial entorhinal cortex) and the subiculum contain grid cells and border cells (Eichenbaum et al., 1999; Hafting et al., 2005; Moser et al., 2008a; Boccara et al., 2010; Moser et al., 2015). Grid cells have multiple spatial fields organized in a periodic manner resembling a triangular grid while border cells fire along the border of an environment. Similarly, the subiculum contains boundary vector cells that encode the distance of the rat from a boundary (Lever et al., 2009). Head-direction and running speed also modulate many neurons in the MEC. On the other hand, neurons in the LEC (lateral entorhinal cortex) are modulated by object identity; LEC neurons encode spatial information to a lesser extent than neurons in the MEC (Deshmukh and Knierim, 2011).

Grid cells are anchored to the boundaries of the environment, and grid orientation rotates with the rotation of the boundaries of the environment and distal visual cues (Krupic et al., 2015).
Grid cells maintain their spatial firing patterns in darkness over long periods time suggesting that idiothetic cues (self-motion) but not visual cues are important for the spatial firing patterns of grid cells; however, visual cues improve the accuracy of the grid code (Hafting et al., 2005). Similarly, head-direction neurons rotate their direction tuning with the rotation of visual cues.

The hippocampus contains place cells that fire when the rat is in a single area of an environment (O'Keefe, 1976; Lee et al., 2004; Leutgeb et al., 2007; Colgin et al., 2010). A variety of sensory modalities including olfaction, somatosensation, and vision modulate place cell activity. For example, place fields rotate with the rotation of distal visual cues (Hetherington and Shapiro, 1997; Knierim et al., 1998). Place cells can also form in darkness suggesting that non-visual sensory cues are also important, but place selectivity degrades over time in the absence of both olfactory and visual cues (Quirk et al., 1990; Save et al., 2000). Tactile information also appears important for shaping hippocampal activity (Pereira et al., 2007; Bellistri et al., 2013). In the absence of other cues, place cells form in tactile-enriched environments (Gener et al., 2013). Not surprisingly, tactile deprivation, by inactivation of the whisker pad, leads to a reduction of place cell firing and an increase in field size. Like the rotation of visual cues, place fields rotate with the rotation of tactile cues. Lastly, sniffing and whisking play an important role in organizing hippocampal activity during active olfactory-based exploration (Grion et al., 2016; Kleinfeld et al., 2016). In sum, sensory cues play an important role in shaping place cells activity.

Place cells in the hippocampus encode more than just the position of the rat in space. Time and context are especially important components of the hippocampal [place] code.

First, behavioral and spatial context modulate place cell activity. Researchers believe that contextual modulation helps differentiate memories with highly overlapping content. Spatial context is dictated by the physical properties of the environment such as its geometry (Mizumori
et al., 1999). Many place cells remap after geometric manipulations of the environment (Colgin et al., 2008). Grid cells realign to environmental borders but do not undergo the same remapping that the hippocampus experiences. Many other experiments have illustrated that place cell activity depends on the behavioral context within the same environment (Smith and Mizumori, 2006a). In various spatial memory tasks, the firing rate of many place cells depends on the past, present, or future behavior of the animal (Wood et al., 2000; Smith and Mizumori, 2006b).

Secondly, place cells and grid cells fire in theta-sequences nested within theta-gamma cycles forming a spatiotemporal code (Skaggs et al., 1996; Dragoi and Buzsaki, 2006; Eichenbaum, 2014). In addition to representing time within a theta cycle, neurons in the hippocampus and entorhinal cortex fire at select times (i.e. time fields) during long delay periods in MTL-dependent tasks (Pastalkova et al., 2008; MacDonald et al., 2011). Time cells may link information across epochs allowing memories to form over delay periods. Time cells are important because events in our lives unfold before us over time rather than occurring all at once.

In summary, place cells in the hippocampus encode more than just space. Place cells conjunctively code space, time, and context with other forms of non-spatial information (e.g. object identity) (McKenzie et al., 2014). Space, time, and context may form a framework by which other forms of information can map onto. These three dimensions fit well with the putative role of place cells in the formation of relational memories (Konkel and Cohen, 2009; Howard and Eichenbaum, 2015; Ekstrom and Ranganath, 2017). Further, relevant sensory cues, including visual, tactile, and olfactory cues, modulate place cell activity suggesting that active sensing plays an important role in organizing hippocampal activity.
1.2.1.2 Non-Rodent Electrophysiology

The majority of our knowledge about the spatial firing properties of neurons in the entorhinal cortex and hippocampus come from rodent studies, but there is a growing body of research that now describes spatial representations in bats, humans, and monkeys. Researchers still do not fully understand the fundamental properties of spatial representations in non-rodent species. Additionally, many human studies have attempted to replicate rodent findings mostly ignoring the anatomical and behavioral differences between species. As each species actively explores their environment differently, each species may represent space differently.

Bats offer a unique opportunity to understand spatial representations in the MTL because bats explore their environment in a largely unique way using both vision and echolocation. Nachum Ulanovsky originally identified place cells, grid cells, and head-direction cells in crawling bats (Ulanovsky and Moss, 2007; Yartsev et al., 2011; Rubin et al., 2014a). In contrast to rodents, theta oscillations were intermittent occurring in bouts corresponding to times of echolocation, when the bat was stationary. Neurons showed phase locking to theta, but theta did not modulate spike trains. In subsequent experiments, Ulanovsky recorded from flying bats and found 3D head-direction and place cells (Yartsev and Ulanovsky, 2013; Finkelstein et al., 2015; Sarel et al., 2017). Again, in contrast to the rat, there was no evidence for theta modulation of the spike trains.

In one of the most interesting experiments to date, Ulanovsky’s lab recorded place cells from echolocating bats in darkness and from the same place cells in light conditions when the bats used vision (Geva-Sagiv et al., 2016). Geva-Sagiv and colleagues found that place cells in CA1 remapped while place cells in the subiculum turned on and off depending on whether the bat used echolocation or vision to explore its environment. Place representations were more accurate in light conditions than in dark conditions, reflecting the acuity of each sensory system. These results
strongly suggest that the way the animal explores their environment dictates the type of spatial representations observed in the hippocampus.

Researchers are only beginning to understand spatial representations in the primate MTL. A few studies have identified place-like representations in the monkey hippocampus, but “place” responses concentrated at reward and object locations making it difficult to determine if these responses were truly spatial (Nishijo et al., 1997; Hori et al., 2005; Furuya et al., 2014). A more recent virtual reality experiment showed that neurons in the hippocampus conjunctively code spatial information (place, head-direction, and gaze location) with non-spatial information (e.g. task demands and reward) (Wirth et al., 2017).

Despite some evidence of place-like representations in monkeys, stronger evidence is pointing toward gaze-based representations of space. Rolls and colleagues identified view cells in the primate hippocampus that selectively respond when the monkey looks at particular locations of an environment, and these view-dependent responses are divorced from the physical position of the monkey (Rolls, 1999). Ringo and colleagues also showed gaze-based spatial responses in head-fixed animals (Nowicka and Ringo, 2000). Similarly, neurons in the monkey entorhinal cortex respond in a spatially periodic manner resembling grid cells in rodent but represent where the monkey looks while freely viewing images (Killian et al., 2012). The primate entorhinal cortex also encodes saccade direction (Killian et al., 2015). Saccade-related responses occur even in darkness (Ringo et al., 1994). Furthermore, eye movements modulate local field potentials (LFPs) throughout the MTL (Sobotka and Ringo, 1997), and in particular, saccades cause theta-phase resets, and the strength of this phase reset is correlated with subsequent stimulus memory (Hoffman et al., 2013a; Jutras et al., 2013a). Note as, in bats, theta-oscillations occur in bouts in the primate MTL.
In addition to spatial representations, the primate hippocampus encodes a variety of other types of information including new associations, stimulus novelty, time, object identity, and context (Wirth et al., 2003; Jutras and Buffalo, 2010a; Naya and Suzuki, 2011; Sakon et al., 2014). Like in rodents, non-spatial information may be bound to spatial, contextual, and temporal representations (Killian et al., 2012; Sakon et al., 2014).

Human spatial representations are very poorly understood. The human hippocampus and entorhinal cortex contain place-like and grid-like representations, respectively (Ekstrom et al., 2003; Jacobs et al., 2013). Researchers have also identified other types of spatial representations including path cells that encode holistic navigation patterns in clockwise or counterclockwise directions (Jacobs et al., 2010). As in bats and monkeys, human theta oscillations occur in bouts (Ekstrom et al., 2005; Aghajan et al., 2016; Bohbot et al., 2017). Moreover, greater theta power occurs during real-world movements as compared to virtual navigation or when patients sit still. Interestingly, theta bouts are three times more prevalent in a congenitally blind subject leading to the possibility that eye movements interrupt continuous theta because eye movements cause theta-phase resets in humans too (Hoffman et al., 2013a). Recordings of the human MTL have also identified neurons that represent context and stimulus novelty (Rutishauser et al., 2006; Miller et al., 2013).

In summary, researchers have found spatial representations in the MTL of several species. Compared to rodent spatial representations, researchers still have a poor understanding of fundamental properties of these spatial representations found in the human and primate MTL. Different types of spatial representations are found in each species reflecting the way that each species actively explores their environment. Neurons in the primate MTL represent the position of gaze, and neurons in flying bats represent 3D position. Gaze-based representations mirror how
primates use vision and eye movements to explore their environments from afar. Gaze-based spatial representations do not preclude spatial representations based on physical position. Instead, gaze-based spatial representations highlight the importance of active sensing in shaping neural activity throughout the brain. Lastly, in addition to encoding space, neurons in the MTL also encode context, time, and other forms of non-spatial information. Conjunctive encoding of various types of information may be important for the formation of relational memories.

1.2.2 Lesions

In this section, I briefly discuss the function of each region in the MTL using lesion studies. Our understanding of the human hippocampus began with the study of patient H.M who had his hippocampus surgically removed for the treatment of epilepsy. The lesion extended beyond the hippocampus and included the entorhinal cortex and amygdala (Annese et al., 2014). H.M had severe relational memory impairments, but the lesion spared semantic and nondeclarative memories (Corkin, 2002). MTL lesions studies in animals also support the role of MTL in the formation of relational memory, but the role of the hippocampus itself is not entirely clear.

In primates, perirhinal lesions produce impairments in long-term recognition memory (Buffalo et al., 1999; Buffalo et al., 2000; Huxlin et al., 2000; De Weerd et al., 2003; Buffalo et al., 2005). Additionally, the perirhinal cortex may be important for learning large sets of paired-associations (Eacott et al., 1994; Brown and Aggleton, 2001). Lesions to the parahippocampus cause impairments in [single-trial] object-place learning (Malkova and Mishkin, 2003); lesions to the hippocampus alone do not impair simple object-place learning. Lesions of the parahippocampus in humans lead to deficits in spatial learning and memory including deficits in route learning and object-place learning (Bohbot et al., 1998; Aguirre and D'Esposito, 1999; Bohbot et al., 2000; Ploner et al., 2000). Similarly, lesions of the postrhinal cortex (the rodent
analog of the parahippocampus) produce impairments in spatial memory (Rothblat et al., 1993). Sometimes conjunctive parahippocampal and perirhinal lesions cause non-spatial memory deficits even in the absence of spatial deficits. These deficits occur in tasks with temporal delays, contextual dependencies, and object discrimination (George et al., 1989; Rothblat et al., 1993; Bussey et al., 1999; Nemanic et al., 2004; Winters et al., 2004; Norman and Eacott, 2005).

Entorhinal lesions produce similar impairments to those observed in animals with combined perirhinal and parahippocampal lesions, but entorhinal lesions tend to produce less severe impairments (Squire, 1992; Meunier et al., 1993; Eacott et al., 1994; Buckmaster et al., 2004). Combined lesions of the entorhinal, parahippocampal, perirhinal cortices produce more severe impairments than lesions of individual areas. Overall, these results imply that the MTL functions in a hierarchical fashion and the more extensive the damage to the MTL, the more severe the memory impairment.

In primates, hippocampal lesions produce impairments in several tasks. These tasks include long delays (e.g. delayed-nonmatching-to-sample), contextual-dependent elements, inference, and learning of complex associations (Squire, 1992). Interestingly, hippocampal lesion effects are sometimes larger when tasks are learned postoperatively as compared to preoperatively. Hippocampal lesions produce less severe impairments than lesions of the rest of the MTL, but complete MTL lesions, including the hippocampus, produce the most severe impairments.

The primate MTL may only be necessary for the formation of relational memories after the amount of information exceeds the capacity of the neocortex. Relative expansion of the parahippocampus, perirhinal, and entorhinal cortices, as well as greater differentiation of the PFC, may produce a higher memory capacity in primates. The hippocampus itself may only be involved once other MTL structures have exceeded their capacity. Conversely, the limited capacity of the
neocortex in rodents may lead to the involvement of the MTL in many forms of memory. To support this idea, rodents with hippocampal lesions show spatial and path integration impairments in working memory tasks (Sapiurka et al., 2016). In direct contrast, humans do not need an MTL for navigation in a spatial working memory task (Kim et al., 2013; Urgolites et al., 2016). However, humans with MTL damage cannot remember doing the task.

Lastly, lesion and inactivation experiments are useful for understanding the flow of spatial information in the MTL. The serial and hierarchical models of the MTL do not match the anatomy (see Chapter 5). Instead, information flows through multiple pathways in and out of the MTL. Grid and time cells, but not place cells, degrade after medial septal inactivation (Winson, 1978; Brandon et al., 2011; Koenig et al., 2011; Brandon et al., 2014; Wang et al., 2015b). Correspondingly, inactivation of the hippocampus largely leaves the grid code intact (Hafting et al., 2008). Inactivation of the MEC impairs the temporal code of CA1 but does not impact the spatial or object code (Miao et al., 2015; Rueckemann et al., 2016; Robinson et al., 2017). MEC lesions do not completely abolish place activity in CA1 either (Hales et al., 2014). Lastly, inactivation of the anterior thalamic nuclei abolishes grid cells but not theta oscillations or place cells (Winter et al., 2015). Overall, these results suggest that the grid and place codes are somewhat independent, but their stability over long periods of time as well as their function during learning suggest these “independent” codes may be importantly intertwined especially in time. Developmental studies also support these results and show that various spatial representations develop at different times (Langston et al., 2010; Wills et al., 2010; Bjerknes et al., 2014; Bush et al., 2014; Tan et al., 2015).

In summary, lesion studies strongly support the role of the MTL in the formation of relational memories, but the MTL is not the final storage site of long-term memories (Teng and
Squire, 1999). Lesions of the MTL produce impairments in tasks with spatial, temporal, and contextual elements. Lesions of the perirhinal and parahippocampal cortices produce the most severe impairments while lesions of the hippocampus and entorhinal cortex alone produce less severe impairments. We do not fully understand the role of the primate hippocampus in relational memory, but in humans, the hippocampus is important for the conscious recollection of relational memories. Lastly, experiments combining electrophysiology, inactivation, as well as lesion experiments support some degree of independence between the spatial codes in the entorhinal cortex and hippocampus.

1.3 MODELS OF THE HIPPOCAMPUS

Complementary modeling studies have also described the function of the hippocampus and MTL. First, I describe models that explain how the brain forms egocentric (i.e. self-centered) representations of space. Afterwards, I describe how the brain forms allocentric (i.e. world-centered) representations from these egocentric representations. In particular, I focus on two classes of models: continuous attractor network models and oscillatory interference models. I will also describe two models that explain how eye movements and vision in primates could lead to the development of gaze modulated representations in the hippocampus. Lastly, most of these models ignore non-spatial representations. Therefore, I separately discuss non-spatial models.

1.3.1 Egocentric Spatial Representations

Egocentric spatial representations are ubiquitous in the nervous systems as sensory and motor representations are inherently egocentric (Andersen et al., 1993). However, transforming sensory information into a motor action is not that simple as egocentric representations contain several different reference frames: gaze, hand, head, or body. To produce a visually guided
reaching movement, visual information in gaze-centered coordinates must somehow interact with the motor command representing muscles in joint coordinates. The brain could transform information serially from gaze to head to body to joint or in a complex, parallel fashion.

The most basic models suggest that the brain computes the desired reaching movement by summing the vectors that represent the direction of the eyes, head, and body (Land, 2012). The brain computes these vectors from efference copies, proprioceptive feedback, optical flow and vestibular input. Vestibular input allows the brain to compute accurate egocentric representations in the absence of visual input. However, visually guided reaching is more accurate than reaching in darkness. While this is a cute mathematical model, this model does not explain how the brain actually computes these transformations.

Several studies propose that egocentric spatial representations reside within the posterior parietal cortex, premotor cortex, and basal ganglia (Colby and Goldberg, 1999; Pesaran et al., 2006); all these areas are important for planning motor actions based on sensory information. These areas are interesting because they contain what are known as “gain fields.” Gain fields have mixed responses to various spatial reference frames. For example, a neuron may respond to visual stimuli presented in a specific retinotopic location, and the orbital position of the eye further modulates its response. Simple artificial networks made from gain fields allow a network to flexibly compute various egocentric transformations without explicitly choosing a particular reference frame. While each neuron has a fixed gain field, the population code dynamically changes depending on the inputs. Artificial neural networks trained to make visually-guided reaching movements can also learn gain field-like responses (Smith and Crawford, 2005; Blohm et al., 2009).
Interestingly, gaze-centered coordinates may dominate gain-fields though some have suggested that head-centered coordinates are also ideal (Batista et al., 1999; Crawford et al., 2011; Land, 2012). Because primates are visual creatures, having a more dominant gaze-centered representation may be well-suited for many types of sensory-motor behaviors. If gaze-centered representations dominate egocentric representations, then allocentric representations could also be modulated by eye movements. Additionally, when eye movements update egocentric representations, then allocentric representations should also update when eye movements occur.

1.3.2 From Egocentric to Allocentric: Models of Grid Cells

Why does the brain contain both allocentric and egocentric representations, and how does the brain form allocentric representations? One theory is that allocentric representations are built from egocentric representations (Burgess, 2006, 2008; Filimon, 2015). Egocentric representations are transient and important for sensory-motor transformations, but integrating egocentric representations over time accumulates large amounts of error. As a result, enduring memories and accurate navigation in large environments require allocentric information to reset the egocentric integrator. Further, for allocentric representations to impact behavior, the brain has to transform allocentric representations back into egocentric representations. Below, I discuss models of allocentric spatial representations with a focus on spatial representations in the entorhinal cortex and hippocampus.

Additional information is required to build an allocentric reference frame from egocentric information. To carry out path integration the brain needs to integrate velocity (heading and speed) relative to external landmarks (Redish, 1999; McNaughton et al., 2006). Without additional landmarks or others cues, path integration accumulates error over time. The perirhinal cortex, lateral entorhinal cortex, and hippocampus may provide landmark information. The posterior
parietal, retrosplenial, posterior cingulate, and parahippocampal cortices, as well as the anterior thalamic nuclei, may provide the necessary egocentric and velocity information (Byrne et al., 2007; Kravitz et al., 2011).

Before the discovery of grid cells in the MEC, researchers thought various areas in the MTL (e.g. subiculum complex) performed path integration (Redish, 1999); these areas are well-connected to the entorhinal cortex and head-direction networks. After the discovery of grid cells, most models have focused on the entorhinal cortex as contributing to path integration (McNaughton et al., 2006). The entorhinal cortex also contains border cells, speed cells, and head-direction cells, which may also play a direct role in path integration (McNaughton et al., 2006; Burgess, 2008; Moser et al., 2008b; Moser et al., 2014).

Unlike place cells, grid cells do not remap across environments thus creating a metric spatial code that is invariant across environments; the grid code is even present in novel environments. Such a spatial code is ideal for path integration. Models of path integration suggest that path integration is performed using a continuous attractor network. A simple two-layer model contains one layer made from a 1D attractor network representing head-direction and a second layer representing 2D position. The head-direction layer models head-direction tuning found in the anterior thalamic nuclei while the 2D positional layer models spatial representations in MEC. Vestibular input, optical flow, and efference copies update information in the 1D head-direction layer. The 2D positional layer is then updated by the 1D head-direction layer and is positively modulated by a speed signal. The network creates a periodic firing pattern similar to grid cells (McNaughton et al., 2006; Moser et al., 2008b). Modules with different speed gains create grid cells with different grid spacing. Spatial information also flows in both directions across the two layers. In many models, the path integrator also updates an egocentric spatial representation
Head-direction information is likely important for the transformation of allocentric information into a head-centered, egocentric reference frame.

In these models, the main output of the path integrator is the hippocampus. Some models assume the summation of multiple grid cells creates a single, dominant place field (Rolls et al., 2006; Solstad et al., 2006). Other models assume that the hippocampus itself is also an attractor network (Tsodyks, 1999; Wills et al., 2005; Burgess, 2008). In the path integration models, the hippocampus provides the path integrator with an error correcting signal to avoid error accumulation (Sreenivasan and Fiete, 2011). Consequently, the hippocampus may be useful for generating predictions about the environment through its ability to combine non-spatial (e.g. object) information with spatial information. Further, the hippocampal place code provides an easy readout for multiple brain areas.

Experimental evidence supports many of the ideas presented in these models. Evidence from hippocampal lesions suggests that the grid code is less accurate without the hippocampus (Bonnevie et al., 2013). Replay and pre-play in the hippocampus may be useful for making predictions (Carr et al., 2011). However, while the precision and stability of the place codes is partially dependent on the integrity of grid cells, the place code may require boundary vector cells or border cells to develop instead of grid cells.

Original place cell models theorized the existence of boundary vector cells that are summed to generate place cells (Byrne et al., 2007). This original hypothesis suggested that the parahippocampus contained these boundary vector cells, but recent evidence suggests boundary vector cells exist in the subiculum (Lever et al., 2009). Unlike border cells, boundary vector cells are modulated by the distance of the animal from the border of an environment. However, it is not clear what the relationship is between boundary vector cells and border cells. More recent models
combine grid cell, boundary vector cells/border cells, and landmarks to create a realistic place code that is only partially dependent on grid cells (Redish and Touretzky, 1998; Arleo and Gerstner, 2000; Widloski and Fiete, 2014).

In summary, the brain builds allocentric representations from egocentric representations. The brain integrates egocentric representations over time with speed and direction signals which are then anchored to external landmarks to perform various spatial computations including path integration. Continuous attractor networks can perform these computations and are stable in time and robust to noise. The entorhinal cortex and its connections are especially well-suited for performing path integration. The hippocampus may aid in path integration, but may not be necessary in familiar or small environments that do not require learning. Instead, the hippocampus may use the output of the path integrating circuit combined with additional non-spatial information to perform various memory-related computations, like making predictions or retrieving old memories. Lastly, allocentric representations feed back into egocentric representations to affect behavior. As with egocentric representations, gain-field like representations in intermediate regions (e.g. retrosplenial cortex) may aid in the transformation from allocentric to egocentric representations. Mixed selectivity may also aid in linear readouts as suggested by various gain-field models (Rigotti et al., 2013). In essence, similar computational principles may underlie spatial transformations throughout the brain.

1.3.3 Alternative Models: Oscillatory Interference Models

Attractor network models of spatial representations are becoming popular, but these models have several drawbacks (Zilli, 2012). First, these attractor models require very specific connection patterns that the brain may not be able to learn. Second, many attractor models ignore important timing principles ubiquitously found in the MTL. Specifically, theta oscillations play an
important role coordinating and organizing neural activity in time. Instead, a different class of models, called oscillatory interference models, describe how theta oscillations could generate grid cells and place cells. This class of models also has its drawbacks as I will explain shortly. Recently, researchers have combined features of both attractor and interference models to faithfully and realistically encode space with appropriate timing principles (Giocomo et al., 2011).

O’keefe and colleagues first proposed the oscillatory interference model for the formation of place cells but later expanded this model to explain grid cells (Okeefe and Recce, 1993; Lengyel et al., 2003; Burgess et al., 2007). In the place cell model, a dendritic input oscillates faster than the somatic oscillation, creating a constructive wave at certain phases dictated by the position and speed of the animal. The somatic oscillation never changes. The gain of the speed-dependent dendritic input dictates the size of the place field. Outside the place field, the somatic and dendritic oscillations are equal in amplitude and frequency and of anti-phase thus causing destructive interference. As the animal approaches the place field, the dendritic oscillation increases in frequency and then constructively interferes with the somatic oscillation. If constructive interference exceeds a certain threshold, the neuron will then spike. When the animal leaves the field, the dendritic and somatic oscillations once again destructively interfere. The model faithfully reproduces spike phase relationships (e.g. precession). Note that pure attractor network models can also produce phase precession (Tsodyks, 1999).

The oscillatory interference model of grid cells is similar but has a greater number of dendritic inputs. Specifically, at least three dendritic oscillations with separate phases offset by 60 degrees constructively interfere to produce a grid-like firing pattern. A different preferred head-direction drives each dendrite. In the grid cell model, the gain of the speed-dependent input modulates the grid spacing. As with the path integration models, the oscillatory interference model
of grid cells is susceptible to error accumulation. Burgess and colleagues propose that place cells or border cells could produce a theta-phase reset to help realign grid cells to landmarks.

The major drawback of the oscillatory interference models is that the oscillatory interference model is biologically implausible. The soma and dendrites cannot simultaneously oscillate independently and integrate (Remme et al., 2010). Burgess and colleagues also suggested that the oscillatory interference could occur across a small group of neurons instead of within the dendrites of a single neuron. However, grid cells in bats and monkeys in the absence of continuous theta suggest that grid cell formation does not require continuous theta (Yartsev et al., 2011; Killian et al., 2012).

1.3.4 Models of View Cells

Models of spatial representations in the MTL focus primarily on those found in rodents, but a handful of papers have described how view cells may develop in primates. These papers argue that the difference in spatial representations across rodent and primate species may arise from differences in the way each animal explores their environment.

Rolls and colleagues suggest that high acuity vision in primates (encompassing 30 degrees of visual angle) leads to a different pattern of activation of visually responsive neurons than low acuity vision in rodents (encompassing 270 degrees of visual angle) (de Araujo et al., 2001). In this model, visually responsive neurons are activated when the observer simultaneously sees a combination of visual cues. High acuity vision in primates leads to the activation of visually responsive neurons only when primates look directly towards the neuron’s preferred visual cues creating view cells which are largely divorced from the position of the animal. Low acuity vision in rodents leads to the activation of visually responsive neurons only when the rat is in one location
creating place cells because the rodent has to be far enough away from the preferred stimuli to see all preferred stimuli at once.

An alternative explanation is that view cells arise because primates use eye movements to explore their environment (Franzius et al., 2007). Franzius and colleagues used Slow Feature Analysis and unsupervised learning in a multi-layered model to extract the optimal sparse code for representing an animal’s position in a visual environment. The first two layers of the model are analogous to the visual system. These layers simply extract and process visual information. The third layer of the model then mixes this visual information with information about the movement of the animal. Then a fourth layer extracts a sparse code. A model animal only producing head and body movements creates a spatial code containing place-like cells and head-direction cells. However, the addition of fixational eye movements produces view cell-like properties. This model suggests that the brain builds spatial representations governed by how the animal moves about its environment.

1.3.5 Non-Spatial Models of the Hippocampus

Models of the hippocampus encompass a much wider body of literature that is not focused solely on spatial navigation and memory. The same models discussed in the section above could also perform associations between spatial and non-spatial information, but many models describe the spatial and non-spatial functions of the hippocampus separately (Buzsaki and Moser, 2013). In fact, Hopfield originally proposed a discrete attractor network that encoded associated information (Hopfield, 1982). Hopfield’s work has inspired many other types of attractor models including those above (Gluck et al., 2003).

In many models, each region within the MTL and hippocampus serve a distinct function (Lisman, 1999a; Yassa and Stark, 2011; Schapiro et al., 2017). The entorhinal cortex could be
useful for extracting regularities from the environment; this information broadly includes contextual information as it does not change within an environment. Additionally, the Dentate Gyrus has been implicated in pattern separation while CA3 acts like an attractor network and performs pattern completion. Pattern separation transforms similar inputs and maps them to distinct, non-overlapping outputs, whereas pattern completion transforms partial inputs and into a complete representation. CA1 performs several functions: 1) CA1 transforms information back into a cortical code so that information can effectively leave the hippocampus, and 2) CA1 performs an error prediction function by comparing information computed by CA3 with information in the entorhinal cortex (e.g. match/mismatch).

Lisman has generalized the ideas above and suggested that the hippocampus is important for sequence learning (Lisman, 1999b). Lisman’s predicts that the Dentate Gyrus forms auto-associations and CA3 forms hetero-associations. Auto-associations create associations within the same event while hetero-associations create associations across events. Auto-associations tolerate noise and will not easily degrade over time, but hetero-associations could underlie the formation of relational memories as many events unfold in time. Thus, Lisman’s model allows the hippocampus to form sequences of information within and across events.

1.4 EYE MOVEMENTS AND THE BRAIN

In this section, I briefly detail my motivation for using eye movements to study memory. The stimulus in front of us, as well as our ongoing thought processes, dictate the way we move our eyes. The way we move our eyes provides a noninvasive measure of cognitive functions such as arousal, attention, memory, and perception. As such, eye tracking is becoming a popular way to understand how diseases alter our state of mind. There are many types of eye movements, but in
this thesis, I focus on fixations and saccades as I use static stimuli to understand memory-related changes in eye movements.

Understanding the cognitive underpinnings of eye movements began with the influential work of Yarbus in the 1960’s (Yarbus, 1967; Martinez-Conde and Macknik, 2015). Subsequent work by many others has described how bottom-up and top-down factors influence viewing behavior. Bottom-up factors are stimulus features (e.g. a red balloon or a face) that rapidly draw our attention. Top-down factors are task demands and cognitive processes that influence how observers allocate attention to the bottom-up features in order to achieve one’s goal. Top-down factors allow observers to ignore distractors and enhance attention towards relevant targets.

Especially in recent years, there has been a push to develop eye tracking methods for diagnosing neurodegenerative diseases and assessing treatment outcome. As highly visual creatures, oculomotor areas have strong connections to many regions involved in various cognitive processes. As such, dysfunction of specific brain regions can lead to altered eye movements. For example, hypokinetic disorders like Parkinson’s disease lead to altered saccade statistics such as smaller amplitude saccades (Tseng et al., 2013a). Similarly, damage to the cerebellum leads to inaccurate saccade production (Robinson and Fuchs, 2001). Outside of motor disorders, Autism Spectrum Disorder (ASD) and Attention Deficit Hyperactivity Disorder (ADHD) also present with altered scan patterns. Children with ADHD show altered attentional drive and are easily distracted (Tseng et al., 2013a; Mueller et al., 2017). Children with ASD also have altered bottom-up drive accompanied by changes in attention toward social (e.g. face) stimuli (Chawarska and Shic, 2009; Wang et al., 2015a). Eye tracking in infants can even be used to predict those who will later develop ASD (Chawarska et al., 2013).
Other studies have used eye tracking to assess MTL-dependent memory. In general, there is a strong relationship between eye movements and memory (Meister and Buffalo, 2016; Voss et al., 2017). Several behavioral studies have shown that scan patterns during novel stimulus viewing subsequently predict recognition memory strength (Kafkas and Montaldi, 2011; Olsen et al., 2016). Subsequent eye movement effects are even correlated with MTL activation in fMRI studies (Hannula and Ranganath, 2009; Liu et al., 2017). Additional evidence for the relationship between eye movements and memory comes from studies of patients with MTL damage. During repeated stimuli presentations with altered content, patients with hippocampal damage fail to recognize that something in the image has changed (Smith et al., 2006b; Smith and Squire, 2008b); there is no change in their viewing behavior either to suggest that they subconsciously noticed the change. Conversely, healthy control subjects show a significant increase in fixations in the altered region but only when they recognize that something has changed. These results strongly illustrate how hippocampal-dependent memory correlates with eye movements in image viewing tasks. Reflecting conscious memory for a stimulus, several studies in humans have observed changes in eye movements between novel and repeated stimulus viewing. For example, fixation durations become longer, and saccade amplitudes become shorter during repeated viewing (Smith et al., 2006b; Kaspar and Konig, 2011). Published data in monkeys is lacking, but our studies (see Chapter 4 and Future Directions) largely show similar results. Lastly, eye-tracking studies show impaired novelty preference in individuals with mild cognitive impairments who will later develop Alzheimer’s disease (Crutcher et al., 2009; Lagun et al., 2011). Similar tasks in monkeys also suggest that the hippocampus is necessary for this novelty preference (Zola et al., 2000). Moreover, LFPs and neurons in the monkey hippocampus differentiate between novel and repeated stimuli (Jutras and Buffalo, 2010a).
There is a convincing relationship in humans between eye movements and memory. Certain scanning strategies affect encoding. Further, eye movements change during repeated stimulus presentations suggesting that memory, in turn, influences eye movements. More work needs to be done to establish this relationship in monkeys, but a small number of studies support a similar relationship in monkeys. The work presented in this thesis also supports this bi-directional relationship. In Chapter 3, I use a foraging model to show that bottom-up salience and working memory strongly influence eye movements during novel image presentations. In Chapter 4 and the Future Directions section, I show long-term stimulus memory (i.e. relational memory) during repeated presentations leads to changes in fixations and saccade statistics. Moreover, these changes in eye movement statistics correlate with changes in neural activity found in the hippocampus.

1.5 HYPOTHESIS AND AIMS

Damage to the hippocampus in humans is associated with impairments in relational memory. However, very little is known about the neural substrates of relational memory in primates. Therefore, the objective of my thesis is to test the central hypothesis that the hippocampus contributes to the formation of relational memories. I will investigate the role of the hippocampus in the formation of relational memory by first building the tools needed to understand the behavioral correlates of relational memory in monkeys. Second, I will conduct electrophysiological recordings in the monkey hippocampus to understand the neural substrates of relational memory. My thesis was conducted in conjunction with other studies that address the causal role of the hippocampus in the formation of relational memories.
Aim #1: Develop quantitative methods for analyzing and modeling relational memory as assessed through viewing behavior. Viewing behavior has been well characterized in humans across a large number of paradigms and is known to depend on task parameters. However, in non-humans primates, the vast majority of viewing behavior has been studied under well-controlled conditions. The objective of this aim is to develop tools for analyzing viewing behavior in primates under controlled and unrestrained viewing of visual stimuli. First, I will develop a saccade detection algorithm so that I can accurately describe viewing behavior. Second, I will determine quantitative descriptors of viewing behavior including how stimulus features and working memory influence viewing behavior during a novel stimulus presentation. I will then examine how viewing behavior changes when monkeys view a familiar stimulus to assess memory for that stimulus. I expect that viewing behavior can be quantified and modeled with a small number of parameters and that behavior changes in a stereotyped manner when monkeys view a familiar stimulus.

Aim #2: Determine whether single units and local field potentials in the hippocampus encode information that may be used for the formation of relational memories. I will conduct electrophysiological recordings in the hippocampus from two monkeys freely viewing natural images and performing a directed eye movement task. I hypothesize that neurons in the hippocampus encode learned relational associations. Moreover, I hypothesize that neurons will respond differently to well-remembered stimuli compared to forgotten stimuli. Specifically, I will determine how the variability in neural activity correlates with behavioral variability, particularly behavior associated with learning and memory. I expect to identify individual neurons in the hippocampus that encode information about space, time, context, and the monkey’s familiarity with a visual stimulus.
Chapter 2. DETECTING FIXATIONS AND SACCADES

2.1 ABSTRACT

Eye tracking is an important component of many human and non-human primate behavioral experiments. As behavioral paradigms have become more complex, including unconstrained viewing of natural images, eye movements measured in these paradigms have become more variable and complex as well. Accordingly, the common practice of using acceleration, dispersion, or velocity thresholds to segment viewing behavior into periods of fixations and saccades may be insufficient. Here we propose a novel algorithm, called Cluster Fix, which uses \( k \)-means cluster analysis to take advantage of the qualitative differences between fixations and saccades. The algorithm finds natural divisions in 4 state space parameters—distance, velocity, acceleration, and angular velocity—to separate scan paths into periods of fixations and saccades. The number and size of clusters adjusts to the variability of individual scan paths. Cluster Fix can detect small saccades that were often indistinguishable from noisy fixations. Local analysis of fixations helped determine the transition times between fixations and saccades. Because Cluster Fix detects natural divisions in the data, predefined thresholds are not needed. A major advantage of Cluster Fix is the ability to precisely identify the beginning and end of saccades, which is essential for studying neural activity that is modulated by or time-locked to saccades. Our data suggest that Cluster Fix is more sensitive than threshold-based algorithms but comes at the cost of an increase in computational time.

---

2.2 INTRODUCTION

Rigorous analysis of eye movements dates back to the seminal work of Alfred Yarbus (Yarbus, 1967). Today, eye tracking is used to determine the location of visual attention (Duchowski, 2002; McAlonan et al., 2008; Lee et al., 2011), measure memory (Smith et al., 2006a; Smith and Squire, 2008a; Hannula and Ranganath, 2009; Jutras et al., 2009; Richmond and Nelson, 2009; Hannula et al., 2010; Jutras and Buffalo, 2010a; Hannula et al., 2012; Killian et al., 2012), detect cognitive impairments (Crutcher MD, 2009; Lagun et al., 2011; Zola et al., 2013), and evaluate visual search strategies (Najemnik and Geisler, 2005; Dewhurst R, 2012). The development of non-invasive infrared eye-tracking technologies has further enhanced the value and feasibility of collecting viewing behavior across a large range of experimental tasks.

Commonly, viewing behavior, represented as a scan path, is parsed into periods of fixations and saccades using a variety of algorithms. The most widely used algorithms employ velocity and acceleration thresholds to detect the occurrences of saccades because the velocity and acceleration of the eye are much greater during a saccade than during a fixation (Otero-Millan et al., 2008; Nystrom and Holmqvist, 2010; Kimmel et al., 2012). Threshold-based algorithms have the benefit of being intuitive, quick, and easy to implement. Other popular algorithms use density or dispersion and areas of interest (Tatler BW, 2005; Ito et al., 2011). Variants and combinations of these algorithms include mechanisms to correct for errors in eye tracking such as blinks and other temporary losses of signal (Wass et al., 2013).

Despite a significant increase in the use of eye movements in neuroscience, there have been very few advances in the algorithms used to detect fixations and saccades (Salvucci and Goldberg, 2000). We could only find a few instances of algorithms that deviated significantly from the most widely used algorithms. Unfortunately, many of these alternative algorithms still
employ a velocity threshold to detect potential saccades, followed by additional techniques including principal component analysis to distinguish between smooth pursuit, saccades, and noise (Berg et al., 2009; Liston et al., 2012). One exception is (Urruty et al., 2007) which used dispersion and projection clustering into arbitrary subspace to detect fixations. To the best of our knowledge, these algorithms have not been adopted in subsequent studies.

Algorithms employing velocity and acceleration thresholds for saccade detection may be sufficient for simple tasks in which subjects make predictable saccades towards a stationary target; however, more complex oculomotor tasks such as unconstrained viewing of natural scenes or dynamic stimuli may produce more variable eye movements (Andrews and Coppola, 1999; Hayhoe and Ballard, 2005b; Berg et al., 2009; Rayner, 2009). A major source of this variability arises from the variability in saccade amplitude which is strongly correlated with the peak velocity of the saccade (Otero-Millan et al., 2008; Martinez-Conde et al., 2009; Martinez-Conde et al., 2013). Velocity thresholds may not accurately parse highly variable scan paths into periods of fixations and saccades since saccade amplitudes and thus their peak velocity are not constrained in free viewing. Further, many algorithms employ arbitrary thresholds based on qualitative human observations which can vary across research laboratories and even from one experiment to the next within a laboratory. Finally, computed viewing behavior statistics including saccade rate, fixation duration, saccade duration, and saccade amplitude vary not only according to experimental variables but also by the method used to calculate them (Duchowski, 2007; Shic et al., 2008; Nystrom and Holmqvist, 2010). Therefore, there exists a need for a more accurate, sensitive, non-arbitrary, and completely automated saccade detection algorithm. Such an algorithm could constitute a “gold standard” for detecting fixations and saccades from scan
paths so that viewing behavior could be accurately compared across experiments, laboratories, and algorithms.

Here we present a novel algorithm, called Cluster Fix, which applies $k$-means cluster analysis to parse scan paths into fixations and saccades. There are several clear qualitative differences between fixations and saccades—saccades are temporally short with a high velocity whereas fixations are longer in duration with a slower velocity. These qualitative differences translate into quantitative differences and the occupation of different regions in state space. Cluster Fix makes no assumptions about the arrangement of scan paths in state space, requires no human inputs, and includes only duration thresholds as free parameters.

### 2.3 METHODS

#### 2.3.1 Eye Tracking

Scan paths were obtained at 200 Hz using an infrared eye tracker (ISCAN) from rhesus macaques freely viewing 288 images of natural scenes. Eye tracking data were collected from 4 adult male macaques seated head-fixed in a dimly illuminated room 60 cm away from a 19” CRT monitor with a refresh rate of 120 Hz. Images of natural scenes were 600 by 800 pixels large and subtended 25 by 33 degrees of visual angle (dva). Experimental control software (CORTEX http://dally.nimh.nih.gov/) displayed images for 10 seconds each. Initial calibration of the infrared eye tracking system consisted of a 9 point calibration task. Drift was tracked throughout the experiment by presenting additional calibration trials between image viewing trials. We excluded from further analysis any eye tracking data more than 50 pixels (2 dva) outside of the image. Blinks were rarely observed in our data so we did not make any corrections other than the exclusion of data outside of the image. Standard blink correction techniques should work with Cluster Fix if scan paths are evaluated in a piece-wise manner ignoring blinks and as long as at
We applied Cluster Fix to human data acquired at 120 Hz using a Toby T120 eye tracker. Humans were allowed to freely move during the experiment thus, unlike the scan paths from monkeys, we frequently lost the ability to track eye position either due to blinking or head movements. Abrupt losses in signal shorter than 25 ms were linearly interpolated while segments of the eye trace containing less than 333 ms of signal were eliminated altogether. After upsampling using linear interpolation and then applying a 30 Hz low pass filter, we used Cluster Fix to analyze the interrupted scan paths in a piece-wise manner ignoring signal loss. Visual inspection of the up-sampled and filtered scan path as well as the velocity profiles indicate that Cluster Fix can accurately classify fixations (red) and saccades (green) when applied to scan paths with signal loss in a piece-wise manner.

Figure 2-1 Cluster Fix applied to Human Data with Signal Loss
least one fixation is present in each evaluated portion of the scan path (Figure 2.1). All experiments were carried out in accordance with the National Institutes of Health guidelines and were approved by the Emory University Institutional Animal Care and Use Committee and Emory Institutional Review Board.

2.3.2 Cluster Fix Algorithm

The Cluster Fix algorithm was written in MATLAB and is available as supplementary material. Table 2.1 contains the procedural outline detailing the major processes achieved by the algorithm. To avoid filtering artifacts, eye traces were buffered prior to filtering, filtered, and then the buffers were removed. First, horizontal and vertical eye traces from the viewing of each image were individually pre-processed using a polyphase implementation (MATLAB function RESAMPLE) to up-sample the data from 200 Hz to 1000 Hz and then filtered using a 60th order low pass filter with a cutoff frequency of 30 Hz. These pre-processing steps were used to remove noise from the scan path while retaining prominent features of saccades. These pre-processing steps followed the method used previously in our laboratory to remove noise for saccade detection with a velocity threshold. However, these pre-processing steps could be replaced by any pre-processing steps that sufficiently increase the signal-to-noise ratio.

Next, the absolute value of 4 state space parameters—distance, velocity, acceleration, and angular velocity—were calculated for every time point. Velocity and acceleration were computed as the first and second derivative of position, respectively. Distance was measured as the Euclidian distance between the position of the scan path at a time point to the position of the scan path two time points later. Angular velocity was calculated as the difference in the angle of scan path from one time point to the next. Angular velocity was subtracted from 360 degrees so that lower values were associated with fixations. For each state space parameter, any values
<table>
<thead>
<tr>
<th></th>
<th>Cluster Fix Procedural Outline</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pre-process and Filter</td>
</tr>
<tr>
<td></td>
<td>a. Up-sample horizontal and vertical eye traces from 200 Hz to 1000 Hz</td>
</tr>
<tr>
<td></td>
<td>b. Low pass filter with a cutoff frequency of 30 Hz</td>
</tr>
<tr>
<td>2</td>
<td>Calculate distance, velocity, acceleration, and angular velocity for every time point</td>
</tr>
<tr>
<td>3</td>
<td>Move Outliers and Normalize</td>
</tr>
<tr>
<td></td>
<td>a. Move outliers greater than the mean + 3<em>std to the mean + 3</em>std</td>
</tr>
<tr>
<td></td>
<td>b. Individually normalize the 4 state space parameters to be from 0 to 1</td>
</tr>
<tr>
<td>4</td>
<td>Global Clustering</td>
</tr>
<tr>
<td></td>
<td>a. Determine the number of clusters</td>
</tr>
<tr>
<td></td>
<td>b. Cluster using k-means</td>
</tr>
<tr>
<td></td>
<td>c. Determine fixation clusters and saccades clusters</td>
</tr>
<tr>
<td></td>
<td>d. Reclassify fixations with durations less than 25 ms as saccades</td>
</tr>
<tr>
<td>5</td>
<td>Local Re-clustering</td>
</tr>
<tr>
<td></td>
<td>a. Compare detected fixations to adjacent portions of the scan path</td>
</tr>
<tr>
<td></td>
<td>b. Determine the number of clusters</td>
</tr>
<tr>
<td></td>
<td>c. Cluster using k-means</td>
</tr>
<tr>
<td></td>
<td>d. Determine fixation clusters and saccade clusters</td>
</tr>
<tr>
<td>6</td>
<td>Reclassify global fixation time points that were locally determined to be saccades</td>
</tr>
<tr>
<td>7</td>
<td>Consolidate using duration thresholds</td>
</tr>
<tr>
<td></td>
<td>a. Classify fixations with durations less than 5 ms as saccades</td>
</tr>
<tr>
<td></td>
<td>b. Reclassify saccades with durations less than 10 ms as fixations</td>
</tr>
<tr>
<td></td>
<td>c. Reclassify fixations with durations less than 25 ms as saccades</td>
</tr>
<tr>
<td>8</td>
<td>Post-processing</td>
</tr>
<tr>
<td></td>
<td>a. Down-sample to acquisition frequency of 200 Hz</td>
</tr>
</tbody>
</table>

**Table 2-1 Cluster Fix Procedural Outline**

1. Pre-process and Filter
   a. Up-sample horizontal and vertical eye traces from 200 Hz to 1000 Hz
   b. Low pass filter with a cutoff frequency of 30 Hz
2. Calculate distance, velocity, acceleration, and angular velocity for every time point
3. Move Outliers and Normalize
   a. Move outliers greater than the mean + 3*std to the mean + 3*std
   b. Individually normalize the 4 state space parameters to be from 0 to 1
4. Global Clustering
   a. Determine the number of clusters
   b. Cluster using k-means
   c. Determine fixation clusters and saccades clusters
   d. Reclassify fixations with durations less than 25 ms as saccades
5. Local Re-clustering
   a. Compare detected fixations to adjacent portions of the scan path
   b. Determine the number of clusters
   c. Cluster using k-means
   d. Determine fixation clusters and saccade clusters
6. Reclassify global fixation time points that were locally determined to be saccades
7. Consolidate using duration thresholds
   a. Classify fixations with durations less than 5 ms as saccades
   b. Reclassify saccades with durations less than 10 ms as fixations
   c. Reclassify fixations with durations less than 25 ms as saccades
8. Post-processing
   a. Down-sample to acquisition frequency of 200 Hz
greater than 3 standard deviations above the mean were set to 3 standard deviations above the mean, and all values were then normalized from 0 to 1.

Cluster Fix globally clustered every time point in state space into \( k \) number of clusters. We determined the appropriate number of clusters using the average silhouette width (MATLAB function SILHOUETTE). The silhouette width measures the average ratio of inter- and intra-cluster distances to determine the appropriate number of clusters. Higher ratio values indicate that points within clusters were closer to each other than points outside of their respective clusters. We chose the number of possible clusters to be from 2 to 5 clusters because in a typical scan path there is at least 1 fixation and 1 saccade, and in the most complex scan path we can divide fixations into 2 separate clusters and saccades into 3 separate clusters. Fixations can be subdivided into 2 clusters: one with low angular velocity and one with high angular velocity. Saccades can be subdivided into 3 clusters: low velocity but high acceleration, low acceleration but high velocity, and high velocity and high acceleration.

To reduce the number of computations, SILHOUETTE was used iteratively on 10% of the time points to determine the \( k \), between 2 and 5, that produced the highest ratio or within 90% of the highest ratio. We found no difference between using only 10% of the time points or all the time points except a reduction in the number of computations. In the case where the ratio was high for several \( k \), the largest \( k \) was used. Once the appropriate number of clusters was identified, clusters were determined using \( k \)-means cluster analysis on all the time points (Figure 2.2 A-B). Five replicates were performed for determining the appropriate number of clusters and for clustering of all the time points. The cluster with the lowest sum of the mean velocity and acceleration was classified as a cluster consisting of fixation time points. Because fixations were often divided into 2 clusters, one with high angular velocity and one with low angular velocity
Figure 2-2 Global Clustering in Scan Path State Space
A) Global clustering identified the appropriate number of clusters in 4 state space parameters—distance (not shown), velocity, acceleration, and angular velocity—normalized from 0 to 1. Each dot represents a single time point (1 ms) from a representative scan path (yellow lines overlaying image in inset) with each color representing a different cluster. Blue and brown clusters represent time points with low acceleration and velocity. These two clusters represent the two states of fixation (high and low angular velocity). Pink, gold, and turquoise clusters represent clusters with higher velocity and acceleration. These three clusters represent the three states of saccades. B) Representative section of the up-sampled scan path globally clustered in A (indicated by purple circle in inset image). Each cluster represents a different portion of the scan path across multiple fixations or saccades. C) Fixation clusters (red) were determined as the clusters with the lowest velocity and acceleration. All other clusters were classified as saccades (green). D) The same portion of the scan path now parsed into fixations and saccades. E) Following local re-clustering many of the fixation time points were reclassified as the beginning and end of saccades. Additionally, re-classification reduced the size of the fixation cluster and resulted in some fixation and saccade time points overlapping in state space. F) Representative section of the final raw scan path parsed into fixations and saccades.
Figure 2-3 Local Re-clustering of a Detected Fixation in State Space

A) Initially, local re-clustering identified the appropriate number of clusters between a fixation and surrounding portions of the scan path typically including 2 saccades. B) The velocity profile from the same portion of scan path. (Inset) Each cluster represented a different portion of the up-sampled scan path. C-D show the clusters, scan path, and velocity profile now classified as fixations (red) or saccades (green). Cluster Fix classified the clusters with the lowest velocity and acceleration as fixations. All other clusters were classified as saccades.
angular velocity, additional fixation clusters were determined by finding clusters whose mean velocity and acceleration were within 3 standard deviations of the mean of the first fixation cluster. All other clusters were classified as saccade clusters (Figure 2.2 C-D). Fixation periods shorter than 25 ms in duration were also reclassified as saccades.

To increase the sensitivity of the algorithm to smaller amplitude saccades, the algorithm reevaluated each fixation locally using the same method applied in global clustering (Figure 2.3). The concept of local re-clustering is to analyze data at the appropriate scale (i.e. in between 2 “large” saccades detected by global clustering) to remove the overshadowing effects of the larger variability in the whole data. In local re-clustering, time points 50 ms (approximately the average saccade duration) prior to and following a detected fixation were re-clustered with the detected fixation. SILHOUETTE was used iteratively on 20% of the time points to determine the $k$, between 1 and 5. The median of the best $k$ was chosen for the final number of clusters. The additional possibly of only finding 1 optimal cluster was added in case the evaluated portion of the scan path only contained a single fixation and no saccades. For each cluster, the median velocity and median acceleration were identified. Then, the cluster with the lowest sum of these two values was considered to consist of fixation time points. Because the number of time points in each cluster was relatively small, measures of the mean and standard deviation of each cluster were more sensitive to outliers. Therefore, additional fixation clusters were determined by finding clusters whose median velocity and acceleration overlapped with the first fixation cluster in velocity and acceleration state space.

Time points that fell within saccade clusters identified using local re-clustering were classified as saccade time points in the global clusters. Any fixations shorter than 5 ms in duration were also temporarily classified as saccades. This duration criterion should not be
considered a free parameter but simply accounted for incorrectly detected fixations that occurred at velocity or acceleration peaks and troughs where acceleration or velocity was near 0, respectively. Next, Cluster Fix flagged saccades less than 10 ms in duration as classification errors and reclassified them as fixations. Then, Cluster Fix flagged fixations that were less than 25 ms in duration as classification errors and reclassified them as saccades. These duration criteria operate independently, but infrequently these criteria were used together when a very short “fixation” (i.e. less than 25 ms) was adjacent to another very short “fixation” to create a fixation with a duration greater than 25 ms. Finally, fixation and saccade time periods were down-sampled to the acquisition frequency of 200 Hz.

2.4 RESULTS

Local re-clustering was performed after global clustering because the variability in each state space parameter within a single fixation or saccade was much smaller than the variability across all fixations or saccades. As shown in Figure 2.4, previously detected fixations were reevaluated via local re-clustering to ensure that the algorithm was more sensitive to smaller saccades and to increase the specificity for determining the transition time between fixations and saccades. For this representative scan path, global clustering and even liberal thresholds could not distinguish three smaller saccades from the noisy fixation.

Surprisingly, local re-clustering revealed some overlap between saccades and fixations in global state space (Figure 2.2E-F). The overlap in state spaces is due to the detection of smaller saccades whose velocity and acceleration profiles were similar to that of a noisy fixation. A reduction in the size of the fixation cluster was also observed due to an increase in specificity of the transition time between fixations and saccades.
Figure 2-4 Local Re-clustering Detects Smaller Saccades Hidden by Global Variability.
A) A representative scan path (yellow) overlaying the viewed image. B) In a portion of the scan path (purple circle in A), global clustering only identified a single fixation (red) surrounded by 2 larger saccades (green). C) The velocity profile during this portion of the scan path revealed that the fixation detected by global clustering was highly variable with several potential saccades having velocities just above this variance. D-E) Local re-clustering of the fixation identified 3 additional saccades, which separated the single fixation detected by global clustering into 4 distinct fixations. Local re-clustering also reclassified some of the fixation time points near the two larger saccades—initially detected by global clustering—as saccades.
Velocity and acceleration thresholds appear to often miss smaller saccades that are similar to noisy fixations. While it is problematic to compare methods for detecting fixations because every method will produce different results and no gold standard currently exists, it is possible to demonstrate the utility of this novel method by showing that arbitrary thresholds in velocity and acceleration state space cannot achieve the same sensitivity as Cluster Fix. On the same set of scan paths, we implemented a basic velocity and acceleration threshold algorithm which detected saccades above various velocity thresholds with the additional constraint that each saccade had to contain a maximum acceleration above a specific threshold. The same pre-processing of scan paths for Cluster Fix was performed prior to the implementation of each threshold algorithm. Additionally, the threshold algorithms included a local re-classification in which fixation time points juxtaposed to saccades with an acceleration greater than the acceleration threshold became reclassified as saccade time points. Finally, the threshold algorithm applied a saccade and a fixation duration threshold of 10 ms and 25 ms, respectively. As seen in Table 2, the values selected for the thresholds included both arbitrary thresholds and thresholds dependent on the variability of the scan path (i.e. mean + std). Importantly, the choice of thresholds dramatically altered the computed behavioral statistics. Compared to Cluster Fix, the threshold algorithms appeared to omit smaller amplitude saccades as indicated by larger average saccade arc length and increased distances between fixations. Because threshold algorithms omitted potential small amplitude saccades, the number of detected fixations and saccades decreased.

Visual inspection of velocity profiles and the arrangement of scan paths in state space also revealed that velocity and acceleration thresholds often omitted potential smaller saccades and classified them as fixations (Figure 2.5). The omission of potential smaller saccades occurred either when the velocity during a saccade did not reach the threshold or when the
### Table 2-2 Computed Behavioral Statistics by Algorithm and Threshold

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Threshold</th>
<th>Fixation Duration (ms)</th>
<th>Saccade Duration (ms)</th>
<th>Saccade Arc Length (dva)</th>
<th>Distance Between Fixations (dva)</th>
<th>Fixations per Image</th>
<th>Instantaneous Saccade Rate (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster Fix</td>
<td>N/A</td>
<td>177.0 ± 97.0</td>
<td>52.4 ± 12.8</td>
<td>7.5 ± 4.6</td>
<td>6.0 ± 4.6</td>
<td>35.8 ± 7.6</td>
<td>4.6 ± 1.8</td>
</tr>
<tr>
<td>Velocity and Acceleration</td>
<td>mean + std (global*)</td>
<td>296.9 ± 185.7</td>
<td>48.5 ± 7.0</td>
<td>9.1 ± 4.6</td>
<td>8.0 ± 4.5</td>
<td>24.3 ± 5.4</td>
<td>3.4 ± 1.4</td>
</tr>
<tr>
<td></td>
<td>30 °/s 8,000 °/s²</td>
<td>280.8 ± 179.3</td>
<td>54.5 ± 9.4</td>
<td>9.7 ± 4.7</td>
<td>8.0 ± 4.5</td>
<td>24.5 ± 6.3</td>
<td>3.5 ± 1.5</td>
</tr>
<tr>
<td></td>
<td>75 °/s 5,000 °/s²</td>
<td>247.3 ± 144.5</td>
<td>50.7 ± 7.9</td>
<td>8.5 ± 4.5</td>
<td>7.2 ± 4.4</td>
<td>28.6 ± 6.3</td>
<td>3.8 ± 1.4</td>
</tr>
<tr>
<td></td>
<td>100 °/s 8,500 °/s²</td>
<td>315.1 ± 201.8</td>
<td>46.8 ± 7.5</td>
<td>9.7 ± 4.7</td>
<td>8.5 ± 4.4</td>
<td>22.3 ± 6.0</td>
<td>3.3 ± 1.4</td>
</tr>
<tr>
<td>Dispersion</td>
<td>0.5 dva</td>
<td>137.2 ± 80.4</td>
<td>37.6 ± 18.3</td>
<td>5.9 ± 4.6</td>
<td>5.0 ± 4.6</td>
<td>44.5 ± 9.3</td>
<td>6.1 ± 3.8</td>
</tr>
<tr>
<td></td>
<td>0.75 dva</td>
<td>183.5 ± 94.2</td>
<td>32.6 ± 13.0</td>
<td>6.1 ± 4.5</td>
<td>5.8 ± 4.5</td>
<td>37.9 ± 7.5</td>
<td>4.9 ± 2.5</td>
</tr>
<tr>
<td></td>
<td>1 dva</td>
<td>215.7 ± 107.3</td>
<td>29.2 ± 10.7</td>
<td>6.3 ± 4.5</td>
<td>6.4 ± 4.5</td>
<td>33.9 ± 6.6</td>
<td>4.3 ± 1.7</td>
</tr>
<tr>
<td></td>
<td>1.25 dva</td>
<td>242.3 ± 121.2</td>
<td>26.6 ± 9.2</td>
<td>6.4 ± 4.6</td>
<td>6.8 ± 4.6</td>
<td>31.1 ± 6.5</td>
<td>4.1 ± 1.5</td>
</tr>
<tr>
<td>Minimum Spanning Tree</td>
<td>mean + std (local†)</td>
<td>112.18 ± 48.2</td>
<td>27.1 ± 6.6</td>
<td>3.3 ± 3.1</td>
<td>3.5 ± 4.4</td>
<td>65.3 ± 8.2</td>
<td>7.6 ± 2.5</td>
</tr>
<tr>
<td></td>
<td>0.5 dva</td>
<td>122.2 ± 70.9</td>
<td>52.1 ± 23.5</td>
<td>6.3 ± 4.9</td>
<td>4.7 ± 4.6</td>
<td>47.4 ± 8.8</td>
<td>6.2 ± 3.2</td>
</tr>
<tr>
<td></td>
<td>0.75 dva</td>
<td>154.9 ± 82.7</td>
<td>45.0 ± 15.2</td>
<td>6.5 ± 4.6</td>
<td>5.4 ± 4.6</td>
<td>41.1 ± 7.8</td>
<td>5.2 ± 2.4</td>
</tr>
<tr>
<td></td>
<td>1 dva</td>
<td>183.3 ± 93.0</td>
<td>42.3 ± 12.2</td>
<td>6.8 ± 4.4</td>
<td>6.1 ± 4.5</td>
<td>35.8 ± 7.0</td>
<td>4.5 ± 1.7</td>
</tr>
<tr>
<td></td>
<td>1.25 dva</td>
<td>207.6 ± 106.3</td>
<td>39.8 ± 10.0</td>
<td>6.9 ± 4.4</td>
<td>6.3 ± 4.5</td>
<td>34.5 ± 6.6</td>
<td>4.4 ± 1.6</td>
</tr>
</tbody>
</table>

Values are mean ± std

*Global refers to calculating threshold based on the entire scan path.

†Local refers to calculating the threshold for the window being analyzed. The window was 100 ms long. A larger window size (e.g. 200 ms) will produce results similar to a threshold of 0.75 dva.
Figure 2-5 Thresholds vs. Cluster Fix

Fixations (red) and saccades (green) determined through Cluster Fix for an example segment of a scan path. Velocity (A) and acceleration (B) thresholds (black lines, mean + std) appear to miss smaller amplitude saccades either due to velocity or acceleration values not exceeding the threshold (purple ↓ #1) or values did not exceed the threshold for a sufficient duration (purple ↓ #2). C) A 2D state space plot indicates that single-value thresholds may misclassify fixation and saccade time points which may be critical to properly identify the onset and offset of saccades. Note that because velocity and acceleration values were normalized to the mean plus 3 times the standard deviation many saccade time points are located on the edge of the plot. Also, note that up-sampling and low pass filtering creates an appearance of arc-like patterns in state space.
Figure 2-6 Visual Comparison of Detected Fixations and Saccades by Algorithm
Compared to Cluster Fix (A), velocity and acceleration threshold algorithms (B-E) appeared unable to detect smaller saccades (red: fixations, green: saccades). The velocity and acceleration algorithms are as follows: B) mean + standard deviation, C) 30º/s & 8000º/s², D) 75º/s & 5000º/s², and E) 100º/s & 8500º/s². Purple circles highlight some of the key discrepancies between Cluster Fix and the threshold-based algorithms, and orange circles indicate potential saccades commonly missed across multiple threshold-based algorithms.
Figure 2-7 Accuracy of Threshold-based Algorithms across Monkeys and Scan Paths. Cluster Fix adapts to individual scan paths, but single-valued thresholds do not. Comparison of scan paths from the same monkey MP (A) and across monkeys who viewed the same image (B) show that while certain thresholds appear to work better for some monkeys and scan paths, these thresholds may not work well for other scan paths or subjects. All scan paths shown here were analyzed using a velocity threshold of 75º/s and an acceleration threshold of 5000º/s². Purple circles indicate where saccades (green) were clearly mislabeled as fixations (red). Most of the misclassification errors occurred during small saccades. Thresholds typically did not misclassify fixations as saccades. Accuracy of scan path analysis is arranged from best to worst, left to right.
saccade’s velocity did not exceed the threshold for a sufficient duration. Further, thresholds appeared to be insufficient for precisely identifying the onset and offset of saccades. This is particularly evident when visualized in 2D state space (Figure 2.5C). There exist an infinite number of combinations of thresholds, but no combination of these types of thresholds could identify saccades and fixations that overlap in state space. From the 2D state space plot, we observed that an optimal velocity and acceleration threshold would be a nonlinear function of both velocity and acceleration instead of singular threshold values.

A key advantage of Cluster Fix was that the algorithm impartially identified saccade start and end times based on the 4 state space parameters. Similar to the threshold algorithm that we implemented, additional computation could be added to threshold-based algorithms, such as determining when the saccade reaches a minimum velocity or acceleration. However, this may require additional arbitrary thresholds.

Visual inspection of the scan paths supported the same conclusions as above in which it appeared that Cluster Fix correctly identified saccades of various amplitudes not identified by the threshold-based algorithms (Figure 2.6). Various thresholds omitted different probable saccades (purple circles), and several of the probable smaller saccades were consistently omitted across different thresholds (orange circles); however, none of the algorithms appeared to misclassify fixations. Visual inspection across multiple scan paths from the same monkey and scan paths from different monkeys indicated that while some thresholds may appear to be sufficient for one scan path, that same threshold may not be sufficient for another scan path or subject (Figure 2.7).

In addition to the velocity and acceleration threshold-based algorithms, we implemented two common dispersion-based algorithms: a simple dispersion threshold algorithm and a
minimum spanning tree algorithm (MATLAB code from (Komogortsev et al., 2010; Komogortsev and Karpov, 2013)). In the dispersion threshold algorithm, we used a window of 25 ms comparable to the minimum expected fixation duration. In the minimum spanning tree algorithm, we used a 100 ms window comparable to the longest expected saccade duration. Unlike the dispersion threshold algorithm, the minimum spanning tree algorithm required fixation (25 ms) and saccade duration (10 ms) thresholds to accurately analyze scan paths. Similar to the velocity and acceleration threshold algorithms, the threshold values drastically altered computed behavioral statistics (Table 2.2) and the accuracy of these algorithms (Figure 2.8). In general, dispersion-based algorithms had difficulty detecting the onset and offset of saccades. As indicated by the behavioral statistics in Table 2.2, the dispersion-based algorithms also detected a larger number of fixations and saccades. Visual inspection of the scan paths revealed that the lower dispersion threshold values caused the algorithms to detect noisy portions of fixations as saccades inappropriately dividing fixations into multiple “fixations” with shorter durations.

The k-means clustering algorithm employed by Cluster Fix is an optimization algorithm attempting to find a global minimum in the distances between points in a cluster and the clusters’ centroids. The k-means algorithm initiates randomly and then iteratively computes clusters. Replications of this iterative process are used to increase the chance of finding the best clusters. Because this process is random and an optimal solution is not guaranteed to be found, the results produced by Cluster Fix may have some inconsistencies across multiple applications to the same scan path. We have developed a bootstrapping method to determine the consistency of the results produced by Cluster Fix (Figure 2.9). We found that Cluster Fix consistently detects saccades with amplitudes greater than 1.5 dva. However, saccades with smaller amplitudes were less
Dispersion-based algorithms appeared to accurately detect the presence of fixations (red) but these algorithms had difficulty detecting the onset and offset of saccades (green). Varying the threshold drastically changed the detection of the offset and onset of saccades. Because some thresholds missed probable smaller saccades or inaccurately determined the transition time between fixations and saccades, different amounts of time are plotted for each algorithm.
Cluster Fix relies on a $k$-means clustering algorithm to determine the natural divisions in scan path state space. The initialization or seeding process in the $k$-means clustering algorithm is stochastic and thus the results from Cluster Fix may be inconsistent across multiple applications to the same scan path. Therefore, we developed a bootstrapping method by applying Cluster Fix to a scan path ($n = 36$) 100 times to determine the consistency of the results produced by Cluster Fix. A) Here, we define “% consistency” as the percent of applications in which Cluster Fix detected those time points as a saccade. Cluster Fix detected saccades with greater than 4 dva in amplitude with a perfect 100% consistency, but saccades with amplitudes less than 4 dva were detected at various consistencies. The consistency of detection appeared to be related to the local variability in the scan path (low pass filtered scan paths and normalized velocity traces; saccades in green with 200 ms of surrounding fixations in red). To better quantify these results, we grouped saccades into 0.5 dva bins and then examined the median percent consistency and the percent of saccades detected with a 100% consistency (inset). Saccades of 1.5 dva and greater were detected with a median consistency of 100%. B) Next, we examined the consistency of all time points. Here “% consistency” is defined as the percent of applications in which a time point was classified as a saccade or a fixation; a time point detected as a fixation during 50% of the applications and a saccade during the other 50% of the applications has a consistency of 50%. The vast majority of time points were classified with a 100% consistency. Additionally, we found as we increased the number of replications in the $k$-means clustering algorithm the percent of time points classified with a 100% consistency increased but at a cost of computational time.
consistently detected, and the consistency of their detection appeared to be related to the noisiness of the surrounding scan path. Smaller saccades may be detected more consistently with a higher acquisition frequency. Further, approximately 92% of all time points were always classified as a fixation or a saccade across multiple applications, and 97% of time points were consistently classified as a fixation or a saccade across at least 90% of applications.

Lastly, we calculated average parameter values across multiple images for individual monkeys. Although the average parameter values changed substantially for saccades, these values changed less for fixations (Figure 2.10), which could be useful for real-time fixation detection. The average parameter values for fixations and saccades occupied completely separate regions of state space. In fact, a support vector machine classified which regions of state space belonged to fixations versus saccades with greater than 99% accuracy for each monkey individually (n = 4) trained on as little as 5% of the data.

2.5 DISCUSSION

Here, we have described a novel algorithm using cluster analysis to detect periods of fixations and saccades to improve the analysis of highly variable scan paths. Both global and local cluster analysis were necessary to detect small saccades that were often indistinguishable from noisy fixations or hidden by the large variability in saccade amplitudes. Global clustering offers an initial pass on classifying scan paths into fixations and saccades while local re-clustering refines these results, allowing for the detection of smaller saccades and a determination of the transition times between fixations and saccades. Cluster Fix removed the need for determining thresholds and removed the need for any assumptions regarding the arrangement of parameters in state space. The algorithm assumed that individual clusters are of Gaussian distributions since k-means was used, but we did not make any assumptions about the
Figure 2-10 Single Subject Cluster Means were Consistent across Scan Paths

The average velocity, peak acceleration, and angular velocity during fixations (red) across multiple scan paths from a monkey viewing 288 different images remained consistent, but values for these parameters during saccades (green) were more variable. Each dot represents the average value for all fixations or saccades from one scan path.
arrangement or size of these clusters in state space. Moreover, clusters changed with the amount of noise and variability found in the scan path allowing the algorithm to adapt to individual scan paths. One caveat is that Cluster Fix still requires fixation and saccade duration thresholds as free parameters. In theory, additional classifiers could distinguish between fixations and saccades without the need for duration thresholds.

We are confident that Cluster Fix can correctly identify smaller saccades because these smaller saccades were identified by finding natural divisions in scan paths, and these smaller saccades occupied different regions of state space than fixations. Visual inspection of the scan paths supports this conclusion as well. Identification of smaller saccades was more difficult when the smaller saccades were surrounded by highly variable fixations in comparison to smaller saccades surrounded by less noisy fixations. Further, identification of these smaller saccades often served to break up longer “fixations,” detected by global clustering, into more appropriate length fixations.

A common practice in the analysis of human eye movement data is to operationally define saccades that are smaller than 1 dva in amplitude as microsaccades (Engbert and Kliegl, 2003; Otero-Millan et al., 2008; Martinez-Conde et al., 2013). Here we did not distinguish between microsaccades and saccades albeit approximately 4% of the observed saccades had amplitudes of less than 1 dva (not equivalent to saccade arc length in Table 2). We observed that a large portion of these saccades were detected during “complex fixations” in which the eye covered a substantially larger area of the image for longer durations than most fixations. Often these “complex fixations” were observed when monkeys looked at complex objects such as faces and may have included rapid eye movements not clearly distinguishable at a sampling rate of 200 Hz. Therefore, we do not know if Cluster Fix is sufficient for detecting microsaccades or
other fixational eye movements often observed at higher sampling frequencies (Martinez-Conde et al., 2009).

Future work could improve Cluster Fix by adding parameters or adaptations to detect eye movements that are neither fixations nor saccades such as smooth pursuit. The largest challenge in detecting smooth pursuit would be determining the best way to consolidate clusters. With Cluster Fix each cluster represents tangible aspects of the scan path. Typically, in our binary classification, we find a saccade cluster with high velocity and low acceleration, and this cluster often represents periods of consecutive time points in the scan path. With the right selection of clusters and duration thresholds, we see no reason why one could not identify periods of smooth pursuit with Cluster Fix.

For a given subject, parameter values across multiple images were consistent for fixations, and fixation clusters did not overlap in state space with saccade clusters. This consistency suggests the plausibility of analyzing viewing behavior across multiple images using a single scan path as a template. During a practice trial, fixation and saccade clusters could quickly be determined as well as which areas of state space belong to each cluster using a classification algorithm such as a support vector machine. For subsequent experimental trials, for each time point, the position in state space could be classified as a fixation or saccade. With the addition of a duration threshold, these classifications could be used to determine when fixations and saccades occur in near real-time. Real-time detection of eye movements is essential for gaze-contingent experiments in which trial parameters depend on the subject’s viewing behavior. Other applications of Cluster Fix could include using the algorithm to determine proper velocity and acceleration thresholds for novel or complex tasks instead of trying to determine these thresholds empirically.
Determining the number of parameters to use is an important aspect of parameter selection. We found that the removal of distance from Cluster Fix drastically decreased the specificity and sensitivity of the algorithm for small saccades and made the algorithm more susceptible to noise. Likewise, the removal of angular velocity from the algorithm produced similar results despite mostly distinguishing between periods of fixation with high angular velocity and periods of fixation with low angular velocity. We postulate that the addition of these parameters may help classify time points properly when the other parameters cannot. Alternatively, these additional parameters may help determine the appropriate number and size of clusters in state space. There is no constraint on the number of parameters used in Cluster Fix though a minimum of 2 parameters, namely velocity and acceleration, would be highly recommended.

When choosing state space parameters, we took what we qualitatively observed as differences between fixations and saccades and turned these into quantifiable parameters. Distance was selected because, during a fixation, data points are compact and close to each other while data points are more dispersed during a saccade. Density-dispersion algorithms explicitly take advantage of this parameter. Velocity and acceleration parameters were chosen because the eye moves faster during a saccade than during a fixation. The angular velocity parameter accounts for the smooth linear-like movements of saccades while fixations appear irregular (at 200 Hz) with position fluctuating around an attended location.

A great deal of effort has been expended on determining or developing methods for determining the proper thresholds for threshold-based algorithms. Even if one threshold is found to be optimal for a scan path for one subject in one experiment, that threshold is not guaranteed to be appropriate for another subject, experiment, or even the same subject on another trial. Our
data support the idea that thresholds are suboptimal for detecting fixations and saccades. Velocity and acceleration thresholds are relatively fast and easy to implement but suffer from detection errors. Dispersion-based algorithms can be implemented relatively quickly in real-time and appear to detect the presence of fixations with relatively high accuracy. However, dispersion-based algorithms fail to accurately measure the transition times between fixations and saccades which are extremely important in understanding potential neural correlates of eye movements.

A primary goal of this work was to create an algorithm that would be easy to implement across laboratories for a variety of behavioral tasks. For this reason, the algorithm was devised in MATLAB using commonly available functions. However, this algorithm may be enhanced through the use of better clustering algorithms as well as alternative ways of determining the appropriate number of clusters such as statistical measures (e.g. explanation of variance), visual inspection, the separation of clusters, and stability of clusters with resampling (Ben-Hur et al., 2002; Dudoit and Fridlyand, 2002; Pham et al., 2005). Cluster Fix requires approximately 240 seconds to analyze 720 seconds of eye data sampled at 200 Hz (MATLAB 2012b, Intel Core Xeon Processor 2.80 GHz with 16 GB RAM). This is significantly slower than an algorithm using velocity and acceleration thresholds which requires only a few seconds to analyze the same amount of data. The two dispersion-based algorithms analyzed scan paths substantially slower than Cluster Fix, but optimization of these algorithms could substantially increase the speed of analysis. In Cluster Fix nearly 80% of the computation time is devoted to determining the number of clusters of which nearly 90% is devoted to local re-clustering. Cluster Fix sacrifices time for a significant increase in sensitivity and specificity. Cluster Fix may run faster by
parallelizing local re-clustering or compiling Cluster Fix in a different programming language optimized for cluster analysis.

One limitation of the $k$-means clustering algorithm is that the clusters are determined by the distance between the points in the clusters and the clusters’ centroids. $K$-means initiates with random points and iteratively computes clusters until the distance between points in the clusters to the centroid of the clusters converges. The convergence most often occurs at a local minimum. To increase the probability that a better minimum is found, $k$-means can be replicated several times. We used 5 replicates for determining the appropriate number of clusters and for performing $k$-means to cluster all the time points. Occasionally, only poor local minima are found or convergence does not occur in a reasonable number of computations thus producing less than optimal clustering. This produces some variability in the results and affects the detection of smaller saccades since these are less distinguishable from noise. For this reason, each time Cluster Fix is applied to the same scan path the results may vary slightly. If one wanted to be absolutely certain that they detected all of the smaller amplitude saccades, Cluster Fix results could be averaged over several applications. Additionally, more replications could be performed to increase the consistency of the results but at the cost of computational time. Other clustering algorithms may solve some of the limitations of $k$-means clustering, but previous attempts to use hierarchical clustering were unsuccessful.

2.6 CONCLUSION

A primary advantage of Cluster Fix is the ability to properly detect the onset and offset of saccades. Several neural mechanisms are aligned in time to saccades including saccadic suppression in the LGN (Ross et al., 2001), modulation in firing rates of neurons outside of the early visual areas (Krekelberg et al., 2003; Crapse and Sommer, 2012), and phase reset of theta-
oscillations (Rajkai et al., 2008; Jutras and Buffalo, 2010a; Hoffman et al., 2013b; Jutras and Buffalo, 2013; Jutras et al., 2013b). More accurate scan path analysis may help improve the detection of these neural phenomena as well as reduce variability in data possibly attributable to improper saccade detection. Finally, the general concepts behind Cluster Fix could be extended to the tracking of animal positions, complex dynamical systems, and the motion of body parts.
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Chapter 3. MODELING FREE VIEWING BEHAVIOR IN MONKEYS

Abbreviations
AUROC: Area Under the Receiver Operating Characteristic Curve
BCRW: Biased Correlated Random Walk
CRW: Correlated Random Walk
dva: degrees of visual angle
KL divergence: Kullback–Leibler divergence
ks-test: Kolmogorov-Smirnov test
IOR: Inhibition of Return
PDF: Probability Distribution Function

3.1 ABSTRACT

There is a growing interest in studying biological systems in natural settings, in which experimental stimuli are less artificial and behavior is less controlled. In primate vision research, free viewing of complex images has elucidated novel neural responses, and free viewing in humans has helped discover attentional and behavioral impairments in patients with neurological disorders. In order to fully interpret data collected from free viewing of complex scenes, it is critical to better understand what aspects of the stimuli guide viewing behavior. To this end, we have developed a novel viewing behavior model called a Biased Correlated Random Walk (BCRW) to describe free viewing behavior during the exploration of complex scenes in monkeys. The BCRW can predict fixation locations better than bottom-up salience. Additionally, we show that the BCRW can be used to test hypotheses regarding specific attentional mechanisms. For example, we used the BCRW to examine the source of the central bias in fixation locations. Our analyses suggest that the central bias may be caused by a natural tendency to reorient the eyes towards the center of the stimulus, rather than a photographer’s bias to center

salient items in a scene. Taken together these data suggest that the BCRW can be used to further our understanding of viewing behavior and attention, and could be useful in optimizing stimulus and task design.

3.2 INTRODUCTION

Recently, there has been a growing interest in studying biological systems in natural settings, in which experimental stimuli are less artificial and behavior is less controlled (Felsen and Dan, 2005; Hayhoe and Ballard, 2005a; Meister and Buffalo, 2015). Behavioral paradigms using free viewing in primates have uncovered novel signals in the hippocampal formation related to recognition memory, spatial representations, visual exploration, and saccadic eye movements (Killian et al., 2012; Hoffman et al., 2013a; Jutras et al., 2013a). Additionally, several recent studies in humans have illustrated the utility of complex scenes and movies in studying changes in attention and behavior in patients with neurological disorders (Smith et al., 2006b; Crutcher et al., 2009; Mannan et al., 2009; Tseng et al., 2013b; Zola et al., 2013; Wang et al., 2015a). In order to fully interpret these data, it is critical to better understand what aspects of the stimuli guide viewing behavior. To this end, we have developed a novel foraging model to describe free viewing behavior during the exploration of complex scenes in monkeys. This model allows us to predict where the monkeys will fixate.

A variety of viewing behavior models exist which can be broadly classified as “top-down” or “bottom-up” (see (Kimura et al., 2013; Bylinskii et al., 2015) for recent reviews on human models of attention). Top-down models predominately focus on search-based tasks in which participants attempt to find a target among distractors in a complex environment (Wolfe, 1994). Conversely, bottom-up models predominately utilize salience in pop-out search tasks and in free viewing of complex scenes (Itti et al., 1998; Parkhurst et al., 2002; Bruce and Tsotsos,
The success of individual models appears to depend on various experimental factors including task demands and the types of stimuli used (Turano et al., 2003; Henderson et al., 2007; Shic and Scassellati, 2007). It is becoming increasingly popular to incorporate aspects of both bottom-up and top-down mechanisms to create hybrid models that can predict behavior better than either mechanism separately (Lee et al., 2005; Walther and Koch, 2006; Zhang et al., 2008; Kollmorgen et al., 2010; Nordfang et al., 2013). While the majority of these models were designed to predict human behavior, several studies have shown that these models sufficiently predict behavior in non-human primates as well (Einhauser et al., 2006; Berg et al., 2009).

Most attention models are deterministic and often employ a winner-take-all algorithm to interpret attention maps. However, viewing behavior is inherently stochastic and can vary within and across observers. Several stochastic models of viewing behavior have been proposed, including a few which model realistic eye movements (Verghese, 2001; Boccignone and Ferraro, 2004; Harel et al., 2006; Rutishauser and Koch, 2007; Barthelmé et al., 2012; Boccignone and Ferraro, 2013; Zehetleitner et al., 2013). While these models address the variability found in natural behavior, it is difficult to directly apply some of these models to the free viewing of complex scenes. Further, some of these models do not include realistic models of eye movement statistics making it difficult to test hypotheses regarding changes in attention and viewing behavior.

To address these limitations, we propose a novel model of viewing behavior for complex scenes called a Biased Correlated Random Walk (BCRW). We build the BCRW model under the hypothesis that the constraints of the oculomotor system interact with the arrangement of the salient regions of the image to guide behavior. To this end, we use a simple random walk process
to construct a foraging model of viewing behavior in which observers forage for salience as a simple surrogate of visual information. The BCRW is essentially a model of eye movements and provides a method for interpreting salience maps or other forms of attention maps.

To demonstrate the utility of the BCRW, we show that the BCRW can help adjudicate between competing hypotheses regarding the central bias in fixation locations commonly observed during the viewing of complex scenes. A large number of studies have observed a central bias in fixation locations with humans typically producing a stronger central bias than monkeys (Parkhurst et al., 2002; Berg et al., 2009; Wilming et al., 2011; Wang et al., 2015a). The central bias has been hypothesized to be driven by a variety of factors including a photographer’s bias (the tendency of photographers to center objects of interest in a picture), the use of a central fixation target to initiate trials, the centering of stimuli relative to subjects, a natural tendency for subjects to re-center the eyes, and the fact that subjects typically make small amplitude saccades resulting in the location of gaze remaining near the center of the image (Tatler, 2007; Tseng et al., 2009; Bindemann, 2010).

Here, we hypothesized that the central bias in fixation locations is caused by the interaction between the arrangement of salient regions in complex scenes (i.e. photographer’s bias) and the statistics of the oculomotor system. We offer empirical and modeling evidence using the BCRW which suggest that the photographer’s bias and statistics of the oculomotor system are not sufficient to explain the central bias.
Figure 3-1 Example Images
These images range in complexity and may include images of humans, non-human primates, animals, urban scenes, outdoor scenes, or indoor scenes from a variety of vantage points. All images were taken from Flickr. Images were captured by (from top to bottom and left to right): Amanda, Sean Munson, Marcel Oosterwijk, Melinda Seckington, Luna Park NYC, Richard Franklin. These images are reproduced under creative commons licenses.
3.3 METHODS

3.3.1 Behavioral Task and Eye Tracking

Scan paths were obtained at 200 Hz using an infrared eye tracker (ISCAN) from 4 male rhesus macaques who freely viewed complex images. Monkeys were head-fixed in a dimly illuminated room and positioned 60 cm away from a 19 in. CRT monitor with a refresh rate of 120 Hz. Monkeys were presented a total of 8 image sets with each image set containing 36 novel images. Images were 600 by 800 pixels large and subtended 25 by 33 degrees of visual angle (dva). Images were taken from Flickr. These images ranged in complexity and included animals, humans, architecture, outdoor scenes, indoor scenes, and manmade objects (Figure 3.1).

Each trial began with the presentation of a 0.5 dva cross in the center of the screen. The monkey was required to fixate the cross, within a fixation window with a width of 4 dva, for 1 second. Immediately following a successful fixation, an image was displayed and the monkey was allowed to freely view the image for 10 seconds of cumulative looking time. We analyzed the first 10 seconds of viewing behavior, regardless of the length of the image presentation. Because viewing behavior data were collected for a separate experiment, a second image presentation followed the novel image presentation. Data for these trials were not analyzed as part of the current study; only novel image trials were used for analysis. Pairs of image presentations were interleaved with calibration trials.

Initial calibration of the infrared eye tracking system consisted of a 9-point manual calibration task (Jutras et al., 2013a). Post-hoc calibration was achieved by presenting additional calibration trials between image viewing trials. Monkeys were rewarded for successful calibration trials but were not rewarded during the image viewing periods. We excluded from further analysis any eye tracking data more than 25 pixels (1 dva) outside of the image. To
account for small calibration errors at the edge of images, any fixations occurring within 25 pixels of the image were moved to the closest point on the image.

A k-means cluster analysis based algorithm, called Cluster Fix, detected fixations and saccades from scan paths in state space (König and Buffalo, 2014). Briefly, Cluster Fix determined the distance, velocity, acceleration, and angular velocity of the scan path. Cluster Fix found natural divisions in these 4 parameters using k-means clustering to separate time points into fixations and saccades and required minimum fixation and saccade durations of 25 ms and 10 ms, respectively.

All experiments were carried out in accordance with the National Institutes of Health guidelines and were approved by the Emory University Institutional Animal Care and Use Committee and by the University of Washington Institutional Animal Care and Use Committee.

3.3.2 Viewing Behavior Statistics and Time Warping

The eye tracking data contained approximately 40,000 fixations and saccades. We simulated the BCRW separately for each monkey using individual parameters for fixation durations, saccade durations, angles of saccades leaving fixations, the eye velocity over time, and relative weight of the salience bias (Figure 3.2). The average fixation duration and saccade duration across all monkeys was 215 ms and 56 ms, respectively; fixations occupied 79% of the scan path. Several eye movement statistics varied systematically by ordinal fixation or saccade number, but these phenomena were not incorporated into the BCRW.

Viewing behavior statistics were calculated directly from the raw scan paths. Cluster Fix detected the start and end of fixations and saccades. To combine fixations and saccades of different durations, we used a process called time warping (Sober et al., 2008). In particular fixation durations were not normally distributed and varied over a large range. To calculate
Figure 3-2 Observed Behavioral Statistics

Viewing behavior statistics incorporated into the BCRW included (A) fixation durations, (B) saccade durations, (C) the saccade angle leaving a fixation, (D) the eye movement velocity over time (dashed line is transition time from saccade to fixation), and (E) the relative weight of the salience bias and direction of previous movement (white background: saccade period, gray background: fixation period). The color axis for Figure 2D is cumulative probability. Examples shown here are from monkey MP, but these statistics were similar across monkeys. Histograms are plotted over a limited range to illustrate the distribution; raw data were incorporated directly into the BCRW.
The following viewing behavior statistics were incorporated into the BCRW: (A) fixation durations, (B) saccade durations, (C) the saccade angle leaving a fixation, (D) the [mean] eye movement velocity over time (dashed line is transition time from saccade to fixation), and (E) the relative weight of the previous movement (i.e. persistence). Blue lines represent behavioral statistics derived from the BCRW’s scan paths and red lines represent behavioral statistics from monkey MP’s scan paths. The probability distributions for fixation durations and saccade amplitudes were virtually identical. Due to rounding simulated scan paths to the nearest pixel in the BCRW, the BCRW’s behavior diverged slightly from the observed behavior for saccade angles leaving a fixation and the velocity of eye movements over time.
parameter values such as persistence it was important to determine these values across all fixations and saccades. Therefore, we warped each fixation or saccade using linear spaced sampling to rescale all fixations and saccades to their respective medians. During the simulation, parameter values were warped to fit fixation durations and saccade durations selected by the BCRW. Viewing behavior statistics generated by the BCRW are shown in Figure 3.3.

3.3.3 Calculating Salience Maps and Image Intensity

Salience is a bottom-up property of visual stimuli and is defined as stimulus features distinct from the background that immediately attract attention. Mathematically, we computed salience by summing color, orientation, and intensity contrast over multiple spatial scales (Itti et al., 1998). We then normalized the salience map from 0 to 1 within each image. Image intensity was also normalized from 0 to 1 within each image and was defined as the gray scale value of each pixel. Salience and image intensity chance levels were calculated as the 95% confidence intervals of randomly selected locations. The selection of the Itti, Koch, and Niebur salience model was based on the simplicity of the model as well as the inclusion of biologically inspired contrast filters.

3.3.4 Biased Correlated Random Walk (BCRW)

The BCRW consisted of a salience map and a random walk process informed by viewing behavior statistics. See Figure 3.4 for a summary of rules that dictated movement in the BCRW, and see Table 3.1 for pseudo code. In the BCRW, a bias term and the direction of the previous movement competed to influence the walk (Crone and Schultz, 2008). The bias term caused the walk to move towards the most salient regions of the image. The direction of the previous movement was used to emulate saccadic eye movements in which the eyes move in the same
10 rules dictated the velocity, direction, and duration of movement. The values for rules 8-10 were determined by a parameter sweep. \( R.V. \) random variable, \( P \) probability, \( f \) function, \( t \) time, \( V \) velocity, \( \tau_{IOR} \) time constant of IOR, and \( r \) radius.
Table 3-1 BCRW pseudo-code

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Smooth salience map with Gaussian filter</td>
</tr>
<tr>
<td>2.</td>
<td>Calculate gradient of salience map to get direction of salience bias</td>
</tr>
<tr>
<td>3.</td>
<td>Start eye at the center of the image</td>
</tr>
</tbody>
</table>
| 4.   | **Do**  
|      | a. Simulate Saccade()  
|      | b. Simulate Fixation()  
|      | **While** simulated time < 10 seconds  
|      | **Simulate Saccade()**  
|      | a. Randomly select a saccade duration from the observed distribution  
|      | b. Warp observed eye velocity distribution and persistence to selected saccade duration  
|      | c. **For** each time step during the saccade  
|      | i. **If** this is the first time step in the saccade  
|      | 1. Randomly select a velocity from the eye velocity distribution  
|      | 2. Randomly select a saccade angle leaving a fixation from observed distribution  
|      | 3. Move selected velocity and direction  
|      | ii. **Else**  
|      | 1. Randomly select a velocity from the eye velocity distribution  
|      | 2. **If** salience at current locations is 0  
|      | a. Current direction = previous movement direction  
|      | 3. **Else**  
|      | a. Direction of current movement = persistence*previous movement direction+ (1-persistence)*direction of salience bias  
|      | 4. Move selected velocity and calculated direction  
|      | iii. **If** saccade approaches within 1 dva of the border of the image  
|      | 1. Move in direction away from the border of the image  
|      | iv. **Else If** the saccade leaves the image  
|      | 1. Move 2 dva back into the image  
|      | **Simulate Fixation()**  
|      | a. Randomly select a fixation duration from the observed distribution  
|      | b. Warp observed eye velocity distribution and persistence to selected fixation duration  
|      | c. **For** each time step during the fixation  
|      | i. **If** salience at current locations is 0  
|      | 1. Set salience bias to random direction  
|      | 2. Randomly select a velocity from the eye velocity distribution  
|      | 3. Direction of current movement = persistence*previous movement direction+ (1-persistence)*direction of salience bias  
|      | 4. Move selected velocity and calculated direction  
|      | ii. **If** this is the last time step in the fixation  
|      | 1. Estimate fixation location as average position over the last 5 time steps (25 ms)  
|      | 2. Set salience at fixation location and surrounding area (IOR radius = 2 dva) to 0  
|      | 3. Recover salience at prior fixation locations if locations were fixated 17 fixations ago (i.e. 1/τIOR)
direction until the eyes approach a fixation target. A weighted average of the previous movement angle and the gradient of the salience map determined the direction of movement. We estimated the weighting term, which we call persistence, from the probability that the scan paths did not change direction by more than 45 degrees; persistence was greater during a saccade than during a fixation.

The direction of movement dictated by the salience map always pointed in the direction of the highest salience so that the BCRW climbed salience peaks. To assist the BCRW, the salience maps were smoothed by a Gaussian filter with a standard deviation of 1/2 dva. In the case where the walk encountered 0 salience, walks producing saccades continued in the previous direction while walks producing fixations moved in a random direction dictated by the probability distribution function (PDF) of saccade angles leaving a fixation.

All distributions of durations, directions, and velocity of movements in the BCRW were determined directly from the observed scan paths for each monkey individually. A PDF of saccade angles leaving a fixation dictated the saccade direction at the start of the BCRW and following a fixation. Parallel to the monkey experiments, the BCRW started at the center of the image. PDFs of fixation and saccade durations as well as PDFs of fixation and saccade velocity, which were functions of time and velocity, determined the duration and velocity of movement in the BCRW. The persistence term and PDFs of fixation and saccade amplitudes were time-warped to the median length of all fixations and saccades, respectively. Since the duration of fixations and saccades changed randomly within the BCRW these movement distributions were then warped to the length of the fixation or saccade determined during the BCRW.

The BCRW produced a saccade followed by a fixation for a predetermined duration based on PDFs of saccade and fixation durations, respectively. At the end of the fixation period,
the fixation location was defined as the mean location of the simulated scan path for the last 25 ms of the fixation. Averaging over the last 25 ms accounted for any positional jitter as well as the fact that the BCRW could systematically drift towards local salient peaks (Figure 3.5). The salience surrounding the fixation location within the area of inhibition of return (IOR) was then set to 0 (see below). The BCRW then “reset” and produced the next fixation and saccade pair until the scan path had been simulated for a total of 10 seconds. The BCRW had a temporal resolution of 5 ms similar to the acquisition rate of the eye tracker (200 Hz). For each monkey and each image, we simulated the BCRW 100 times using that monkey’s behavioral statistics to obtain a prediction of fixation locations.

The BCRW contained 4 additional parameters not derived from viewing behavior statistics: a border buffer rule, border saccade distance rule, the time constant of IOR, and the area effected by IOR. A parameter sweep estimated these parameters (Table 3.2). These parameters were fit across all monkeys and did not vary individually. For the parameter sweep, we used Kullback–Leibler divergence (KL divergence) to compare observed fixations to predicted fixation locations from 10 simulations of the BCRW for each image and monkey. The border buffer rule stated that whenever a saccade approaches within 1 dva of the image border then the saccade must move in the direction opposite to the border. The border saccade distance rule stated that whenever the BCRW left the image and crossed the image border, the BCRW must move in the direction opposite to the border with a distance that is at least 2 dva. The radius for the area of IOR was found to be 2 dva and the optimal time constant for IOR was found to be 1/17. The time constant of IOR required a certain number of fixations, the reciprocal of this value, to occur before the salience returned to its original value at a previous fixation location. IOR models the consumption and recovery of visual information at fixation locations.
Figure 3-5 Comparison of the Scan Paths Simulated by the BCRW and CRW
Top row: example scan paths from monkey IW, BCRW, and CRW for the same image. Fixation patterns appeared similar for the observed scan path and the BCRW. However, the CRW made fixations in random locations. Bottom row: as expected the average fixation PDF for the CRW appears relatively uniform except along the border of the image and did not reflect the observed fixation PDF well. BCRW scan paths continued to drift towards local salient peaks after fixation onset. The BCRW drifted slightly more than the CRW which did not contain a salience bias. Both the BCRW and CRW drifted more than the observed data. There was a small bump (~0.5 dva) in the observed data around 200 ms likely reflecting undetected microsaccades interrupting longer fixations.
Table 3-2 Parameter Sweep values.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Tested Values</th>
<th>Value of Best Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Border Buffer (dva)</td>
<td>0.04, 0.4, 1, 2, 4</td>
<td>1 dva</td>
</tr>
<tr>
<td>Border Saccade Distance (dva)</td>
<td>0.4, 1, 2, 4, 8</td>
<td>2 dva</td>
</tr>
<tr>
<td>Time Constant of IOR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1/# of fixations)</td>
<td>0, 1/50, 1/35, 1/25, 1/17, 1/12, 1/7, 1/3, 1</td>
<td>1/17</td>
</tr>
<tr>
<td>Area of IOR (radius in dva)</td>
<td>0, 1, 2, 4</td>
<td>2 dva</td>
</tr>
</tbody>
</table>
3.3.5  *Correlated Random Walk (CRW)*

To determine how important the salience bias was for predicting viewing behavior, we created a correlated random walk (CRW) model without a salience bias. Because we use IOR to model the consumption of information with salience being a proxy for information, the CRW does not contain IOR. In the CRW persistence determined the relative weight of the direction of the previous movement and a random direction.

3.3.6  *KL divergence and ROC Analysis*

KL divergence was used to compare the PDFs of observed fixation locations to the PDFs of the predicted fixation locations. The observed and predicted fixation PDFs were calculated by combining the fixation locations for all 4 monkeys who viewed the same image into a single fixation matrix of the same size as the image. The fixation matrix was marked with a 1 where fixations occurred and then smoothed by a 2D Gaussian filter with a standard deviation of 1 dva. The smoothing accounted for small errors in the eye tracking system and natural variability in fixation location (Wilming, Betz, Kietzmann, & Konig, 2011); the standard deviation of the eye tracking error was typically less than ¼ dva. Binning the fixation matrix into 1 x 1 dva bins created a new matrix containing 24 x 32 bins. In the case where a bin contained no fixations, the bin’s value was replaced with the lowest value defined in MATLAB, eps (2⁻⁵²). Finally, the fixation PDF was estimated by dividing the binned fixation matrix by the sum of the entire matrix. The predicted fixation PDF for the salience map and image intensity map were derived directly from these maps by binning the maps and then dividing the maps by their resulting sum.

KL divergence was calculated from the binned PDFs using the following equation:
\[ D_{KL} = D_{KL}(P||Q) + D_{KL}(Q||P) = \sum_{i,j} \ln \left( \frac{P(i,j)}{Q(i,j)} \right) P(i,j) + \sum_{i,j} \ln \left( \frac{Q(i,j)}{P(i,j)} \right) Q(i,j) \]

where \( D_{KL} \) is the symmetric form of KL divergence, \( P \) is the first fixation PDF, \( Q \) is the second fixation PDF, \( i \) is the bin row, and \( j \) is the bin column.

A Receiver Operating Characteristic (ROC) analysis allowed us to determine whether the models could discriminate between fixated and non-fixated locations. We used ROC analysis to compare the distribution of BCRW, salience map, or image intensity map values at fixated locations to the distribution of values at random locations. We then calculated the AUROC (Area Under the Receiver Operating Characteristic Curve) from the ROC curves. AUROC values close to 1.0 suggest that these models are good at discriminating between fixated and non-fixated locations while an AUROC value of 0.5 suggests these models discriminate between fixated and non-fixated locations at chance levels.

There exist a variety of methods for determining model fitness and in particular for visual salience models (Wilming et al., 2011). Compared to a ROC analysis, KL divergence better examines how well models predict the probability of fixation in certain locations because KL divergence weighs higher fixation probabilities heavier than low fixation probabilities. This notion is important because certain areas (theoretically the most salient regions) are repeatedly fixated as compared to other areas which are less likely to be fixated even once. In contrast to KL divergence, a ROC analysis weighs each location equally regardless of the probability of fixation. Thus ROC analysis is better at assessing models’ abilities to predict fixation locations regardless of the fixation probability. Another benefit of a ROC analysis is that ROC analysis does not require corrections for locations with 0 fixation probability and thus smaller sample size affects ROC measures less. Because both methods have their advantages and disadvantages, we used both to test the model’s goodness of fit.
3.3.7 **Shift Task**

To test the central bias hypothesis, we used data from 2 monkeys performing a free viewing task as part of a separate experiment. Data for this experiment were obtained separately from one monkey used in the previous experiment and an additional fifth monkey. In this task, the image position was shifted left or right of the center of the monitor by 2 dva. Importantly, the initial fixation cross was presented at 9 different points, located along the border of the image in the 8 cardinal and intermediate directions and one at the center of the image. Compared to the central fixation cross condition, the fixation cross was shifted vertically approximately 7 dva and horizontally approximately 15 dva.

For the examination of the central bias hypothesis, only the viewing behavior statistics from this task were incorporated into the BCRW. We simulated the BCRW 100 times for a total of 360 images for each monkey. Three or four image sets were used for each monkey with image sets containing 120 or 90 novel images, respectively. Images were 378 by 756 pixels large and subtended 16 by 32 dva.

3.4 **RESULTS**

3.4.1 *Fitness of Salience and BCRW Models*

Because the BCRW relies heavily on salience, we first determined whether observed fixation locations occurred at more salient locations than expected by chance (**Figure 3.6**). Not surprisingly, fixations occurred at locations with salience values higher than expected by chance, while fixations occurred at locations with image intensity values lower than expected by chance (z-test, all p’s < 0.001). The mean salience at all fixation locations was 0.3806, and the mean image intensity was 0.4533. The salience and image intensity chance levels were 0.2579 and
0.5238, respectively. Salience at fixation locations was higher during the first few fixations compared to later on in the viewing period, and salience at later fixations appeared to approach an asymptote. Similarly, fixations occurred at brighter locations later in the viewing period compared to earlier in the viewing period.

Individual scan paths revealed that fixations occurred in many but not all of the salient regions of the image (Figure 3.7). Accordingly, we built the BCRW to simulate the variability in scan paths. We used KL Divergence and ROC analysis to compare the ability of the BCRW, salience, and image intensity maps to predict fixation locations.

The KL divergence analysis showed that the distance between the BCRW’s predicted fixation PDF and observed fixation PDF was significantly shorter than the distance between the fixation PDF predicted by the salience map and the observed fixation PDF (t-test, \( p < 0.001 \)), and was significantly shorter than the distance between the fixation PDF predicted by the image intensity map and the observed fixation PDF (t-test, \( p < 0.001 \)) (Figure 3.8). Additionally, the fixation PDF predicted by the salience map was significantly closer to the observed fixation PDF than the fixation PDF predicted by the image intensity map (t-test, \( p < 0.001 \)). The mean distance between observed fixations and fixations predicted by the BCRW, salience, and image intensity maps was 3.63 bits, 4.47 bits, and 5.63 bits, respectively. These results indicated that the BCRW performed better than salience or image intensity maps.

Similar results were obtained from a ROC analysis: the BCRW discriminated between fixated and random locations better than salience (ks-test, \( p = 0.02 \)) and better than image intensity (ks-test, \( p < 0.001 \)). Additionally, salience discriminated between fixated and random locations better than image intensity (ks-test, \( p < 0.001 \)) (Figure 3.8). The mean AUROC for the
Figure 3-6 Salience and Image Intensity at Observed Fixation Locations

A) Observed fixations occurred at locations with salience values higher than would be expected by chance (dashed lines represent chance levels), and B) fixations occurred at locations with image intensity values lower than expected by chance. Error bars represent mean ± SEM.
Figure 3-7 Examples of Observed Scan Path, Salience Map, and BCRW Map

The observed scan path (yellow/white) overlaying the viewed image shows that the monkey attends to many of the objects in the scene. The observed scan path overlaying the salience map shows that fixations occurred in many, but not all of the salient regions of the image. The BCRW was able to predict many of these fixations.
Figure 3-8 Comparing Models for Predicting Fixation Locations

A) KL Divergence analysis showed that the BCRW predicted fixation locations better than salience and image intensity, and salience predicted fixation locations better than image intensity. The CRW was worse at predicting fixation locations than the BCRW and salience but not image intensity. **B** The mean AUROC was significantly higher for the BCRW than for salience or image intensity, and the AUROC for salience was higher than for image intensity. The CRW was worse at predicting fixations than the BCRW and salience but better than image intensity. The CRW, BCRW, salience, and image intensity can all be useful for discriminating between fixated and non-fixated locations because the AUROC for all maps were significantly greater than chance. Error bars represent mean ± SEM. (* p < 0.05 & *** p < 0.001).
BCRW, salience, and image intensity was 0.722, 0.704, and 0.567, respectively. All AUROCs were significantly greater than chance (z-test, all p’s < 0.001).

To determine whether the salience bias was important for predicting fixation locations we generated scan paths using a CRW. The CRW predicted a uniform distribution of fixation locations except near the edge of the image and did not represent the observed fixation data (Figure 3.5). KL divergence analysis showed that the CRW (mean of 5.19 bits) was significantly worse at predicting fixation locations than the BCRW or salience (t-test, p < 0.001), but the CRW was marginally better than image intensity (t-test, p = 0.057). A ROC analysis showed the similar results. The AUROC for the CRW (mean of 0.632) was significantly worse than the BCRW and salience (ks-test, p < 0.001) but significantly better than image intensity (ks-test, p < 0.001).

3.4.2 How well can a Central Bias and Interobserver Consistency Predict Fixations?

Interobserver consistency in humans is very high and is often considered the upper limit on model performance. To calculate interobserver consistency, we compared fixation locations of an individual monkey to the remaining group of monkeys using a ROC analysis. We did this for every combination of individuals and groups. The average AUROC was 0.748 which was significantly better than chance (z-test, p < 0.001). Interestingly, AUROC values ranged from 0.467 to 0.929 suggesting that some images were viewed consistently while others were viewed dissimilarly. Interobserver consistency was significantly better at predicting fixation location than image intensity, salience, and the BCRW (t-test, all p’s < 0.001) although this difference was modest for the BCRW (approximately a 4% change).
Figure 3-9 Average Probability Density Functions (PDFs) across all Images

A) The average observed fixation PDF contained an evident central bias. The initial fixation to start the trial was not included in this PDF. B) The salience map contained a central bias that appeared similar to the observed fixation PDF. C) The average BCRW map also contained a strong bias towards the center. D) The average image intensity map did not contain a central bias and did not represent the fixation PDF well. Averaging across all images revealed that the top of the image was brighter than the bottom of the image. Many images contained the horizon in the upper portion of the images which contributed to this phenomenon.
Figure 3-10 Model Fits for Images with and without a Horizon
On average images that had a horizon (n = 84) had higher image intensity values towards the top of the image. No evident image intensity pattern was observed for images without a horizon (n = 204). The average salience map for images with a horizon had a bias towards the bottom of the screen while images that did not contain a horizon showed a strong central bias. The observed fixation PDF and BCRW map followed this downward shift in the salience map for images with a horizon. Image intensity was a better predictor of the observed fixation locations for images that had a horizon while the BCRW and salience maps predicted fixations for images with and without a horizon equally. Heat maps are scaled the same for images with and without a horizon. Error bars represent mean ± SEM.
To calculate the influence of the central bias on fixation location we compared observed fixation locations to the average observed fixation PDF, salience PDF, or BCRW PDF (Figure 3.9) using KL divergence and a ROC analysis. There was no central bias in the average image intensity map, and therefore, we did not pursue any further analysis with image intensity. Even when we removed images containing a horizon below the upper third of the image, we still could not find evidence of a central bias in image intensity maps (Figure 3.10). In fact image intensity was a better predictor of the observed fixation locations for images with a horizon than images without a horizon.

Using KL divergence we found that there was no difference in the predictive ability of the central bias in observed fixations and the salience map (ks-test, $p = 0.477$), but the BCRW predicted fixations better than the central bias in fixation locations (ks-test, $p < 0.001$). Central biases in the BCRW and salience maps were significantly worse (ks-test, both $p$’s $< 0.001$) at predicting fixation location than the BCRW or salience, respectively.

A ROC analysis showed slightly different results. Central biases in the BCRW and salience maps could be used to discriminate between fixation locations and random locations better than chance ($z$-test, both $p$’s $< 0.001$), but the observed central bias in fixated locations was worse at discrimination than the BCRW or salience (ks-test, both $p$’s $< 0.001$). The mean AUROC values using the average salience map, the average BCRW map, and the average observed fixation PDF biases as predictors of fixation locations were 0.640, 0.649, and 0.6591, respectively.

3.4.3 Determining Factors Influencing the Central Bias in Fixation Locations

We hypothesized that a central bias in fixation locations is caused by the interaction between the arrangement of salient objects in complex scenes (i.e. photographer’s bias) and the
statistics of the eye movements. The BCRW is well-positioned to test this hypothesis because it allows for an isolation of factors influencing the central bias, such as a natural tendency to reorient the eyes towards the center of the stimulus, from the other statistics of eye movements. Further, data from the Shift Task can be used to determine whether the initial starting fixation position influences the central bias.

To measure the central bias, we calculated the centroid (center of mass) of the fixation PDF for each scan path on each image separately. In the observed data, we found there was no significant (1-way ANOVA, $p > 0.11$) displacement in the fixation centroid among the trials with different initial fixation cross positions (Figure 3.11). Further, changes in the position of the image relative to screen center did not influence the central bias (1-way ANOVA, $p > 0.10$).

Interestingly, horizontal shifts in the initial starting position of the BCRW resulted in significant (1-way ANOVA, $p < 0.05$) displacements in horizontal position of the fixation centroid as compared to the central starting position condition. Vertical shifts in the initial starting position of the BCRW resulted in smaller, non-significant (ANOVA, $p > 0.05$) displacements in the vertical position of the fixation centroid as compared to the central starting position condition. Northern shifts in the initial starting position of the BCRW were significantly displaced north as compared to Southern shifts in the initial starting position of the BCRW in fewer than half of all comparisons (1-way ANOVA corrected for multiple comparisons using the Tukey-Kramer method, $p < 0.05$).
Shifts in the position of the initial fixation cross (black + in all left panels) did not significantly displace the observed position of fixations (ANOVA, both p's > 0.11) for either monkey MP or monkey WR. However, when simulating viewing behavior with the BCRW, shifts in the position of the initial fixation cross resulted in significant displacements in the horizontal position of fixations (Middle panels, ANOVA corrected for multiple comparisons). Highlighted in blue is the centroid for the center fixation cross condition. Centroids significantly different than the centroid for the center fixation cross condition are highlighted in red. Significant displacements relative to the center fixation cross condition were not observed in the vertical shift conditions (Right panels). Error bars represent mean ± 95% confidence interval.
3.5 Discussion

The use of natural stimuli along with natural viewing behavior is becoming widespread in neuroscience. Several recent studies provide evidence that complex scenes are useful for studying and diagnosing neurological disorders (Smith et al., 2006b; Crutcher et al., 2009; Mannan et al., 2009; Tseng et al., 2013b; Zola et al., 2013; Wang et al., 2015a). Additional studies have elucidated novel neural responses in macaques freely viewing complex scenes (Killian et al., 2012; Hoffman et al., 2013a; Jutras et al., 2013a). Unfortunately, complex scenes are difficult to describe quantitatively and to parameterize. Further, complex stimuli are likely to elicit complex behavior that requires new analysis techniques. In order to fully interpret free viewing behavior, it is critical to understand what aspects of the stimuli guide this behavior.

We built the BCRW model to advance understanding of natural viewing behavior. The BCRW can aid in stimulus parameterization and can capture the complex behavior associated with viewing more complex stimuli. Here, we demonstrated that the BCRW could predict monkey viewing behavior for complex visual images better than chance. Additionally, the BCRW was able to predict viewing behavior better than maps based on image salience or image intensity. Interestingly, the CRW, which did not contain a salience bias, was unable to predict viewing behavior as well as the BCRW. This suggests that both the statistics of eye movements and salience are important factors influencing fixation locations. We then demonstrated that the BCRW could be extended beyond the prediction of fixation locations. We showed that a central fixation bias could not be explained by the interaction of the statistics of eye movements and the arrangement of salient objects in scenes.

The BCRW uses data derived from eye tracking in monkeys and combines these statistics with a salience map in a piece-wise fashion. The BCRW model incorporates statistics from
individuals to account for interobserver and intraobserver variability. A shortcoming of many deterministic attention models is the use of a winner-take-all algorithm to predict the next fixation, which assumes that the next fixation will always be in the same location regardless of the individual. However, there exists a great deal of individual variability in viewing behavior, and each individual may view the same image differently across repeated presentations. The BCRW addresses this issue by directly predicting the probability of fixation at all locations. Regions with higher probabilities of a fixation will be fixated more often than regions with lower probabilities.

The mechanisms and circuits underlying attention and the control of eye movements are complex and not fully understood (Desimone and Duncan, 1995; Miller and Buschman, 2013). Instead of describing the mechanisms by which the brain executes attentional control, here, we built a more simplistic model of eye movements. The BCRW model is an appetitive foraging model in which the eyes are attracted to salience. Once the eyes fixate a location in the image, salience at that specific location becomes “consumed” until it recovers a specific time later at a rate dictated by the time constant of IOR. This consumption of salience may parallel extraction of visual information from fixated locations. The goal of the BCRW model is to parameterize viewing behavior during the viewing of complex scene stimuli at a phenomenological level. Future extensions of the BCRW could help us understand how certain mechanisms, such as IOR, are important for attention and how disease affects these mechanisms.

3.5.1 The Origin of the Central Bias in Fixation Locations

Whereas other models of viewing behavior often must incorporate additional measures to create a bias for fixations close to the center of an image (Parkhurst et al., 2002), the BCRW creates this bias without any additional influences. The average central biases in fixation
locations were able to predict fixation locations better than chance. However, these average central biases were significantly worse at predicting fixation locations than salience or the BCRW model. Observation of individual scan paths supports the same conclusion. Individual scan paths did not strongly demonstrate a central bias but rather a strong bias towards salient regions. An apparent central bias in fixation locations was only revealed after averaging over a large number of scan paths.

Our last experiment aimed to understand which factors influence the central bias. The behavioral data showed that the position of the initial starting fixation and the position of the stimuli relative to the monkey and monitor are factors that do not strongly influence the central bias in fixation locations.

The BCRW was well-positioned to test the central bias hypothesis because parameters such as the initial starting position of the model could be easily manipulated. The BCRW could not reproduce the results found in the observed data suggesting that the central bias in fixation locations may not be caused solely by the interaction of oculomotor statistics with a central bias for salient regions of the image. Taken together with the behavioral results, these data suggest that the central bias is most strongly influenced by a natural tendency of the monkeys to re-orient their eyes towards the center of the stimulus.

Recent human studies exploring the nature of the central fixation bias have suggested that photographer’s bias contributed prominently, and that the central bias was stronger during the beginning of a viewing period, with fixations distributed outside of the central area later in the viewing period (Tseng et al., 2009). In contrast, other studies have identified image and screen position as strongly influencing the central bias, particularly for early fixations (Bindemann, 2010). Further, Tatler suggested that observers demonstrate a central fixation bias because the
center of the screen and stimulus offer a convenient reorienting location in that the eyes naturally relax to a forward position and observers are typically centered to the stimuli (Tatler, 2007). Our results are consistent with this later view and suggest that while the photographer’s bias and eye movement statistics likely contribute to the central bias, monkeys have a general tendency to re-orient their eyes towards the center of the stimulus. Future experiments are necessary to fully understand the central bias of fixations. Additional modeling work offers a potential avenue for explaining some of these factors.

3.5.2 *Limitations of the BCRW model*

Because the monkeys in our experiments viewed images for a cumulative looking time of 10 seconds, the apparent ability of the BCRW model and salience to predict fixations is less than some previous findings with shorter viewing periods (Judd et al., 2011; Wilming et al., 2011; Zhao and Koch, 2011). Here, we grouped viewing behavior statistics across the entire viewing period, but statistics including fixation duration and saccade amplitude change systematically over the viewing period. We also did not include higher-order relationships between preceding and subsequent fixation durations and saccade amplitudes (Tatler and Vincent, 2008). Incorporating these changes into the BCRW model may increase the predictive power of the BCRW. In addition, future investigations of the time-course of prediction by the BCRW could be useful in identifying periods of viewing behavior that are guided predominantly by bottom-up salience, as compared to other aspects of attentional control, including stimulus memory.

We used data from four monkeys to test the BCRW model and two monkeys to test the central bias hypothesis. While this sample size is small, it is of a size typical of many non-human primate studies. To alleviate statistical errors due to a small number of subjects we repeated the experiments over a large number of images and combined data across monkeys. Nonetheless,
future studies with larger sample sizes will be useful in confirming the BCRW’s interpretation of
the salience maps.

Finally, a major limitation of the BCRW may derive from that fact that the model is an
agent-based model in which the agent both diffuses randomly and is also heavily biased towards
salient regions of the image. In short “saccades” in the BCRW do not always appear completely
realistic and curve towards salient regions of the image. Ideally, the persistence term would
maintain smooth saccade movements, but additional constraints may be necessary in order to
create a more realistic model with increased predictive power. By averaging the results of the
BCRW over 100 repetitions, we may be removing the effects of this abnormality from the
model.

3.6 CONCLUSION

Bottom-up stimulus features such as salience predict free viewing behavior in monkeys.
We can further increase the ability of bottom-up salience to predict behavior by interpreting the
salience maps with a BCRW informed by viewing behavior statistics. We developed the BCRW
to interpret salience maps, but the BCRW should be compatible with any algorithm used to
calculate salience or other forms of attentional maps. Salience maps predict free viewing of
complex scenes but may be insufficient for predicting viewing behavior in search-based tasks or
viewing of familiar scenes where top-down mechanisms likely also influence viewing behavior.
A potential solution to this limitation is the creation of hybrid models employing both bottom-up
and top-down components of attention. Hybrid models could incorporate the BCRW as an eye
movement model. Additional parameters, constraints, or layers could be added to the BCRW to
increase the predictive power of the BCRW model.
The BCRW model can help in the creation and testing of novel behavioral tasks. The BCRW can be used to predict fixation locations, and in the case where there is a target or object of interest in a scene, the BCRW can predict the probability that a subject will look at the target or object of interest. Predictions like these can parameterize the non-intuitive aspects of behavioral tasks thus enabling the design of free-viewing tasks with consistent or incremental levels of difficulty.
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Chapter 4. EYE MOVEMENT-RELATED NEURAL ACTIVITY IN THE PRIMATE HIPPOCAMPUS

Place cells in the rodent hippocampus create a 2D representation of the animal’s environment (O'Keefe, 1976). Spatial representations have also been found in the hippocampus of bats (Ulanovsky and Yartsev, 2013) and monkeys (Rolls, 1999; Killian et al., 2012). Importantly, neurons in non-rodent species represent ethologically relevant spatial variables such as gaze location in monkeys and 3D position in flying bats. It is, however, unclear the extent to which spatial representations in non-rodent species may be sensitive to other parameters such as time (Pastalkova et al., 2008; MacDonald et al., 2011) and context (Smith and Mizumori, 2006a; Colgin et al., 2008), which have been shown to be important components of the rodent hippocampal code. Further, because primates use eye movements and vision to actively explore their environment, eye movements may provide an important timing signal representing the pace at which the brain acquires new visual information. Here we investigate the functional properties of neurons in the primate hippocampus in head-fixed monkeys during the free viewing of images. In agreement with previous work, we found view cells modulated by gaze position. Interestingly, these place cells demonstrated temporal tuning relative to fixation onset, with the neuronal population fully tiling the fixation duration. View cells also demonstrated rate remapping across behavioral contexts, which may be useful for the formation of relational memories. Taken together, our results highlight the importance of active sensing in organizing spatial and contextual representations in the hippocampus. Specifically, eye movements in primates may sequentially organize place cell representations in time which may allow information to be linked across successive eye movements.

---

3 Adapted from König, Seth D., and Elizabeth A. Buffalo. "Eye Movements Temporally Organize Spatial Representations in the Primate Hippocampus." To be Submitted.
Active sensing plays an important role in how animals perceive their environment (Schroeder et al., 2010). Rodents primarily use sniffing and whisking to explore their environment up-close while primates use eye movements and vision to explore their environments from afar. Interestingly, sniffing and whisking in rodents (Grion et al., 2016) and eye movements in primates (Hoffman et al., 2013a; Jutras et al., 2013a) have been shown to modulate the hippocampal local field potential. While sensorimotor information is inherently egocentric, allocentric representations in the hippocampus must update with new sensorimotor information to accurately reflect the current state of the animal and its environment. In particular, active sensing plays an important role in dictating the rate of incoming sensory information and enhances sensory information at attended locations (Lakatos et al., 2007; Rajkai et al., 2008). Accordingly, we examined the extent to which eye movements modulate spatial, temporal, and contextual representations in the primate hippocampus.

Here, we recorded from 347 hippocampal neurons while monkeys freely viewed complex images on a computer monitor (Figure 4.1A). We evaluated the spatial modulation using Spearman’s rank correlation (ρ) between firing rate maps for the first and second half of the recording session as well as Skaggs’s information score (Skaggs et al., 1993) across the whole session; observed values were then compared to 1,000 time-shifted permutations of spikes trains to determine significance. We found that 109 (31%) neurons were spatially modulated (Figure 4.1B). We refer to these spatially-modulated neurons as view cells as they resemble place cells found in the rodent hippocampus but are modulated by viewing location. View cells were highly stable over time, and across the population, view cells had a significantly higher (p < 0.001, t-test) spatial stability (median of $\rho_{1/2} = 0.68$) than the non-view cells (median of $\rho_{1/2}$
Figure 4-1 Spatial Representations in the Primate Hippocampus

A) Recordings were conducted while monkeys freely viewed complex images on a computer monitor. Images were presented twice, once novel then repeated, in blocks of 16 images. Gaze location was tracked with an infrared camera while monkeys sat still in a chair. An example scan path (yellow) overlaying the viewed image suggests that monkeys attend to image features. B) Two example view cells that were simultaneously recorded on different electrodes. First column: raw spike locations (green dots 1st half of recording session, magenta dots 2nd half of recording session) overlaying eye position (gray) across all viewed images during the recording session reveals stable, concentrated spatial selectivity. Spearman’s ($\rho_{1/2}$) spatial correlation between the firing rate maps for the first and second half of the recording session is indicated at the top. Second column: firing rate maps indicating where the neuron fired the fastest in red and the slowest in blue. Third column: peri-fixation firing rate curves (mean ± s.e.m.) for fixations in the view field preceded by an out of field fixation (OUT2IN) and out of the field fixations preceded by out of field fixations (OUT2OUT) indicate that the neurons fired significantly faster for fixations in the view field than outside of the view field. Fourth column: peri-fixation rasters showing the reliability of firing rate patterns across many fixations. For clarity, only a random subset of OUT2OUT fixations are shown due to the large number of OUT2OUT fixations. C) Spatial correlations for the 109 view cells were significantly higher (t-test, p < 0.05) than the 238 non-view cells.
Figure 4-2 Eye Movements Temporally Organize View cells

A) A pseudo population plot of all view cells shows that each view cell reached its maximum firing rate at a different latency relative to the start of a fixation in the field (OUT2IN). Each row shows the normalized activity of one neuron. For each neuron, firing rate was normalized between its average firing rate outside of the field and its peak firing rate in the field. As some neurons were briefly inhibited when the monkey fixated outside the field, the normalized firing rate can be negative. White asterisks indicate example neurons in C and D. B) Normalized responses of 8 example view cells showing different response latencies. Some view cells fired maximally towards the beginning of the fixation period while others fired maximally towards the end of the fixation period. C and D show the peri-fixation firing rate curves (mean ± s.e.m.) and rasters for two additional view cells.
Figure 4-3 Extended Figure 4.2: Temporal Tuning Properties of View cells
A) Distribution of peak latencies relative to the start of the fixation period with a median delay of 135 ms, represented by the red dashed line. B) Distribution of full width at half max (FWHM) with median FWHM of 86 ms, represented by the red dashed line. C) Normalized, average peri-fixation firing rate curve across the population of view cells showing that the population firing rate begins to increase at the start of the saccade but reaches its maximum firing rate later in the fixation period.
Further, all view cells showed a significantly higher firing rate for fixations within the firing field compared to fixations outside of the field (p < 0.05, permutated resampling (Fujisawa et al., 2008; Prerau et al., 2014)).

Across the population, we observed that view cells demonstrated considerable variability in response latency relative to fixation onset. To quantify this, we restricted our analysis to fixations made into the field that were preceded by an out of field fixation (OUT2IN), and then we identified the latency of the peak response. Interestingly, across the population of view cells, each neuron appeared to reach its maximum firing rate at a different time relative to the start of the fixation (Figure 4.2A). Some neurons reached their maximum firing rate towards the beginning of the fixation period (Figure 4.2C) while others reached their maximum firing rate towards the end of the fixation period (Figure 4.2D). This pattern suggests that eye movements sequentially organize view cells in time. While each view cell fired with a different latency, the population average firing rate began to increase at the start of the saccade preceding the fixation (Figure 4.3C) further suggesting that eye movements modulate view cells.

There was a systematic bias in saccade direction by viewing location. For example, fixations along the right edge of an image were likely preceded by a rightward saccade. Accordingly, we investigated whether view fields along the edge of the image could spuriously arise due to saccade direction tuning. Overall, 26% (52/197) of neurons were significantly modulated (10,000 resampled mean resultant length (MRL), p < 0.05) by saccade direction (Figure 4.4). Moreover, 36% (29/81) of view cells showed significant saccade direction modulation compared to a smaller proportion (20%, 23/116) of non-view cells. For most (72%, 21/29) of the directionally modulated view cells, direction modulation was also observed for eye movements outside
Figure 4-4 Temporally Organized Representations of Saccade Direction
Overall, 26% (52/197) of neurons were significantly modulated (10,000 resampled MRL, p < 0.05) by saccade direction including 36% (29/81) of view cells and 20% (23/116) of non-view cells. For most (72%, 21/29) of the directionally modulated view cells, direction modulation was also observed for saccades outside of the field (OUT2OUT fixations) suggesting that the field location was not solely due to saccade direction. Some neurons (A/B) showed increases in firing rate before saccade onset, while other neurons (C/D) showed post-saccadic modulation during the subsequent fixation period. E) Not all view cells with fields along the edge of the image space showed direction tuning. F) The population of saccade direction modulated neurons tiled the full duration of the saccade and subsequent fixation period. The white letters indicate example neurons in A-D. Each row shows the normalized activity of one neuron. Normalized activity was calculated by subtracting the anti-preferred tuning curve from the preferred tuning curve and then dividing the resultant curve by its maximum firing rate. G) Distribution of preferred saccade directions across the population.

A-E) First column) Firing rate maps with Spearman’s (ρ_{1/2}) spatial correlation between the first and second half of the recording session indicated at the top. Second column) smoothed polar plots showing direction tuning properties of the neuron for all saccades in orange and OUT2OUT saccades in blue. In order to reduce directional biases in the view cells caused by large changes in firing rate across field boundaries, only IN2IN and OUT2OUT saccades were analyzed; most saccades were OUT2OUT. Peak firing rate and MRL (mean resultant length) are indicated at the top. Third column) peri-saccade rasters ranked by the saccade direction. The pink box indicates the time window in which the greatest direction tuning was observed. Fourth column) Peri-saccade firing rate curves for saccades in the preferred direction in green and anti-preferred direction in black.

MRLs were calculated without binning or smoothing. For visualization purposes only, polar plots were computed by calculating the average firing rate of saccade angles in 3° bins and further smoothed with a standard deviation of 9°. Peri-saccade firing rate curves were smoothed with a Gaussian kernel with a standard deviation of 15 ms.
of the field (*OUT2OUT* fixations) suggesting that the field location was not solely due to saccade direction. These results suggest that some view cells show conjunctive place and direction selectivity, consistent with place cells found in the bat (Rubin et al., 2014a) and rodent (Wiener et al., 1989) hippocampus. Consistent with our finding in view cells, a sequential-like representation of time was also observed across the population of saccade direction modulated neurons (*Figure 4.4G*). Strong evidence for purely pre-saccadic activity was missing though some (35%, 18/52) neurons increased their firing rate before saccade onset.

Previous studies using free-viewing tasks in monkeys have demonstrated recognition memory signals in hippocampal neurons (Jutras and Buffalo, 2010a; Jutras et al., 2013a). Here, we examined whether view cells show differential responses to novel and repeated images. Monkeys demonstrated increased fixation durations and changes in saccade amplitudes during repeated images compared to novel images suggesting that the monkeys were able to remember viewed images (*Figure 4.5*). A majority of view cells (78/109, 72%) were stimulus responsive, showing significant changes in firing rate aligned to the onset of the image presentation, while only 38% (91/238) of non-view cells were stimulus responsive (*Figure 4.6*). Further, 49% (82/168) of stimulus-responsive neurons showed significant differences in firing rate during novel compared to repeated images: 51% (40/78) of view cells and 46% (42/91) of non-view cells (*Figure 4.7*). These findings suggest that both view cells and non-view cells in the primate hippocampus participate in non-spatial forms of recognition memory.
Figure 4-5 Eye Movements Statistics from 84 Recording Sessions

Fixations (A) varied greatly in duration while saccades were more narrowly distributed in duration (B). Mean fixation duration was 198 ms and a median fixation duration was 188 ms (red dashed line). The mean and median saccade duration was 44 ms. C) Monkeys produced fixations with longer durations during repeated image presentations than during novel image presentations (p < 0.001, signed-rank test). By ordinal fixation number, fixation durations were most often significantly longer during repeated image presentations than during novel image presentations (*, p < 0.05, paired t-test, Bonferroni corrected). D) On average, monkeys produced larger amplitude saccades during novel image presentations than during repeated image presentations (p < 0.01, signed-rank test). However, some of the early saccades were significantly larger in amplitude during repeated image presentations than during novel image presentations (*, p < 0.05, paired t-test, Bonferroni corrected). Error bars represent median ± s.e.m.
Figure 4-6 Stimulus Responsive Neurons

View cells (78/109, 72%) and non-view cells (91/238, 38%), showed consistent changes in firing rate (mean ± s.e.m.) following the start of the image presentation. Most neurons showed rapid changes in firing rate contained within the first 1 second of the image presentation period (left column). However, some neurons showed consistent changes in firing rate that were maintained or occurred later in the 5 second viewing period (right column). The black dashed line indicates the average firing rate during the 200 ms “baseline” period prior to the image appearing. Spearman’s ($\rho_{1/2}$) temporal correlation between the first and second half of the recording session is indicated above the firing rate curves for each neuron.
Figure 4-7 Conjunctive Spatial and Stimulus Memory Responses
Similar proportions of stimulus-responsive view cells (40/78, 51%) and non-view cells (42/91, 46%) showed significant differences (gray shading, p < 0.05) in firing rate dependent on whether the stimulus presented was novel (green) or repeated (black). Firing rate curves represent mean ± s.e.m. Spearman’s (ρ_{1/2}) temporal correlation between the first and second half of the recording session for the stimulus response analysis is indicated at the top.
Contextual modulation is thought to enable the hippocampus to distinguish between memories with overlapping content. Therefore, we asked if view cells were modulated by behavioral context. Interleaved with the free viewing of images, monkeys performed a directed eye movement task in which monkeys received a reward for fixating a series of 4 simple shapes (Figure 4.8a). During the directed eye movement task, 75% (79/109) of view cells contained at least 1 shape in the field and 1 shape outside of the field. Of these 79 view cells, 48 (61%) view cells showed consistent spatial tuning across tasks with significantly higher firing rates when the monkey fixated shapes in the field compared to shapes outside the field (Figure 4.9). Further, 21 (27%) view cells showed no spatial tuning, and 10 (13%) view cells showed the opposite spatial tuning. In the directed eye movement task, view cells that showed consistent spatial tuning had a median peak firing rate of 7.9 Hz while view cells showing no spatial tuning had a median peak firing rate of 0.85 Hz (p < 0.001, ks-test). In comparison, view cells with the opposite spatial tuning had a similar firing rate (9.3 Hz vs. 7.9 Hz, p > 0.31, ks-test). These results suggest that the view cells without spatial tuning in the directed eye movement task were silent. The 10 view cells with presumably opposite spatial tuning may have arisen from view cells with sensitivity to other task variables such as reward expectation. Alternatively, field shape and size may change across contexts. Overall, many of the view cells showed contextual modulation by changing their firing rate across different behavioral tasks, and on average view cells fired 2.0 times faster for their preferred task (Figure 4.8b).
Figure 4-8 View cells are Contextually Modulated

A) In between the free viewing of images, the monkeys performed a directed eye movement task in which they fixated a series of 4 shapes as the shapes appeared on the screen. Many (48/79, 61%) view cells identified during the free viewing of images also demonstrated consistent spatial tuning during the directed eye movement task. B) Additionally, most view cells showed contextual modulation in that view cells fired faster during the directed eye movement task than during the free viewing of images (top two view cells) or fired faster during the free viewing of images than the directed eye movement task (bottom two view cells). Firing rate curves (mean ± s.e.m.) for in field fixations (OUT2IN) during the free viewing of images are in black while fixations on in field shapes during the directed eye movement task are in green. The bottom two view cells are the neurons in Figure 4.2b and 4.2c. C) Across this population of 79 view cells with at least 1 shape in the field and 1 shape outside the field, the median contextual gain was 1.5 and the mean contextual gain was 2.0.
Figure 4-9 Extended Figure 4.8: View cells are Contextually Modulated

View cells organized by row in the same manner as in Figure 4.8b. **Column 1** Firing rate maps calculated during the free viewing of images. **Column 2** View field location in white and out of field locations in black overlaid with the shapes from the directed eye movement task (orange X’s series 1, green O’s series 2). **Column 3** Peri-fixation firing rate curves for in field (OUT2IN) and out of field (OUT2OUT) fixations during the free viewing of images. **Column 4** Peri-fixation firing rate curves for fixations on shapes in the field and outside of the field during the directed eye movement task. **Column 5** Peri-fixation firing rate curves for in field fixations during the free viewing of images and the directed eye movement task plotted to the same scale.

Note, the 2nd and 3rd view cells were simultaneously recorded on different electrodes; despite showing similar spatiotemporal properties, the 2nd view cell shows a weak preference for the directed eye movement task while the 3rd view cell shows a strong preference for the free viewing of images.
In summary, our results demonstrate that eye movements temporally organize spatial and contextual representations in the primate hippocampus. Specifically, each spatially modulated neuron fired at a consistent latency relative to the start of an eye movement with the neuronal population forming a sequential-like representation of time across the extent of the saccade and fixation. We hypothesize that the sequential organization of spatial representations is an important mechanism for forming spatial relationships between viewed items across consecutive eye movements. View cells also responded to the stimulus presentation and differentiated between novel and repeated stimuli. The combination of spatial, temporal, contextual, and stimulus information within a single neuron may be important for the formation of relational memories. Overall, our results highlight the importance of active sensing in shaping neural representations in the hippocampus. Further supporting the importance of active sensing, place codes in the bat hippocampus differ for echolocation and vision even in the same environment (Geva-Sagiv et al., 2016).

The structure and function of the medial temporal lobe are largely conserved across species. However, the cortical connections of the medial temporal lobe are overwhelmingly visual in primates (Suzuki and Amaral, 1994a) compared to rodents in which olfaction dominates (Burwell and Amaral, 1998b). The hippocampus in every species processes similar information (e.g. spatial), but we also find that eye movements signals in the primate hippocampus which can largely be explained by the differences in cortical connections. Several higher-order thalamic nuclei may also play an important role in providing the medial temporal lobe with eye movement-related signals (Schlag-Rey and Schlag, 1984; Aggleton et al., 2011). These nuclei may contain an efference copy of the eye movement signal allowing the hippocampus to update spatial representations in real time.
At first, our results appear to contradict studies in humans finding that the hippocampus and entorhinal cortex represent the physical location of the person in virtual reality (Ekstrom et al., 2003; Jacobs et al., 2013). However, gaze-contingent responses are rarely reported in human studies. Importantly, view cells do not preclude a physical place code in the primate hippocampus. In fact, a recent virtual reality experiment showed that the primate hippocampus contains representations of both gaze and location (Wirth et al., 2017).

4.1 Methods Summary

Neurons in the hippocampus were acutely recorded while monkeys freely viewed full-screen images on a computer monitor that subtended 33 by 25 degrees of visual angle. In between the free viewing of images, monkeys performed a directed eye movement task in which monkeys fixated a series of 4 simple shapes to receive a food-based reward; monkeys learned two novel series during each recording session. Monkeys were head-fixed in a dimly illuminated room and positioned 60 cm away from a 19 inch CRT monitor. Eye movements were recorded at 240 Hz using a noninvasive infrared eye-tracking system (ISCAN). Fixations and saccades were detected using Cluster Fix (Konig and Buffalo, 2014). Spikes were recorded (filtered from 250 Hz to 8 kHz) using 4 independently movable tungsten microelectrodes (FHC). For each neuron, firing rate maps were computed with a Gaussian smoothing procedure (Killian et al., 2012). Spearman’s rank correlation ($\rho_{1/2}$) between firing rate maps for the first and second half of the recording session as well as Skagg’s information score (Skaggs et al., 1993) across the whole session were used to evaluate spatial modulation of neurons; the observed values were then compared to 1,000 time-shifted permutations of spikes trains to determine significance. Stimulus responses to the appearance of the image and eye movement aligned responses were evaluated in the same manner using peri-event firing rate curves. Reliability of spatial responses across eye movements,
consistency of spatial response across behavioral contexts, recognition memory signals, saccade
direction modulation, and saccade amplitude modulation was evaluated using 10,000 resampled
permutations and when appropriate corrected for multiple comparisons using cluster-level
statistics (Maris and Oostenveld, 2007). All procedures were carried out in accordance with the
National Institutes of Health guidelines and were approved by the University of Washington
Institutional Animal Care and Use Committee.

4.2 FULL METHODS

4.2.1 Electrophysiological Recording and Behavioral Tasks

All procedures were carried out in accordance with the National Institutes of Health
guidelines and were approved by the University of Washington Institutional Animal Care and Use
Committee. Electrophysiological recordings were conducted in two rhesus monkeys (Macaca
mulatta): 1 male (4.6 yo, 10.7 kg) and 1 female (4.3 yo, 10.3 kg). Before implantation of recording
hardware, monkeys were scanned with an MRI to localize the hippocampus and to guide placement
of the recording chamber. Then we surgically implanted a cilux plastic chamber (Crist Instrument
Co.) for recording neural activity and a titanium post for holding the head. We performed a
postsurgical MRI to determine recording locations.

Monkeys were head-fixed in a dimly illuminated room and positioned 60 cm away from a
19 inch CRT monitor with a refresh rate of 120 Hz. The monitor was 600 by 800 pixels large and
subtended 25 degrees by 33 degrees of visual angle (dva). Eye movements were recorded at 240
Hz using a noninvasive infrared eye-tracking system (ISCAN). Stimuli were presented using
experimental control software (CORTEX, www.cortex.salk.edu). Initial calibration of the infrared
eye tracking system consisted of a nine-point manual calibration task. Post-hoc calibration was
achieved by presenting additional calibration trials before starting the electrophysiological recording.

We used Cluster Fix to detect fixations and saccades (Konig and Buffalo, 2014). Briefly, Cluster Fix determined the distance, velocity, acceleration, and angular velocity components of the scan path. Cluster Fix found natural divisions in these four parameters using $k$-means clustering to separate scan paths into fixations and saccades; Cluster Fix required a minimum fixation and saccade durations of 25 ms and 10 ms, respectively. To improve the reliability of scan path segmentation, Cluster Fix used 25 replications of the $k$-means algorithm.

Monkeys performed the calibration task, a delayed-match-to-sample task, or watched videos while we lowered electrodes down into the hippocampus. The recording apparatus consisted of a multichannel microdrive (FHC Inc.) holding a manifold consisting of a 23-gauge guide tube containing four independently movable tungsten microelectrodes (FHC Inc.), with each electrode inside an individual polyamide tube. Electrode tips were separated horizontally by 190 μm. Electrode impedance at 1000 Hz ranged from 1 to 3 MΩ. For each recording, the guide tube was slowly lowered through the intact dura mater and advanced to ~1-2 mm dorsal to the hippocampus (often the caudate) with the use of coordinates derived from the MRI scans. The electrodes were then slowly advanced out of the guide tube into the hippocampus. In addition to the MRI, we used physiological markers such as firing rate to more accurately locate the hippocampus. Once we isolated neurons in the hippocampus, electrodes were allowed to settle for at least 15 minutes before starting the recording. No attempt was made to select neurons based on firing pattern. Instead, we lowered electrodes down until we found units, let the electrodes settle, and then we started the recording often finding different units were active in different tasks. At the end of each recording session, the microelectrodes and guide tube were retracted. Recordings took
place in the left anterior portion of the hippocampus in one monkey and in the right posterior portion of the hippocampus in the other monkey. We did not discriminate between hippocampal subfields, and we putatively recorded from CA1-4, the dentate gyrus, and the prosubiculum.

Data amplification, filtering, and acquisition were performed with a Multichannel Acquisition Processor system from Plexon, Inc. The neural signal was split separately to extract the spike and the LFP components. For spike recordings, the signals were filtered from 250 Hz to 8 kHz, further amplified, and digitized at 40 kHz. LFPs were filtered from 0.7 Hz to 170 Hz, further amplified, and digitized at 1000 Hz. A spike threshold was set interactively, to separate spikes from noise, and spike waveforms were stored in a time window from 200 μs before to 600 μs after threshold crossing. Recordings typically yielded between two and six units. Units were later sorted manually using Offline Sorter (Plexon, Inc.).

Recordings were conducted while monkeys freely viewed images and performed a directed eye movement task. Images were downloaded from Flickr, and image content was not filtered. The recording session started with the directed eye movement task in which monkeys fixated a series of simple shapes as they appeared on a screen to receive a reward. On each trial, either one of 2 series consisting of 4 simple shapes were presented. Each shape in the series appeared one at a time. Monkeys were required to fixate each shape in the series for 500 ms within a square fixation window with a width of 5 dva. Following the successful fixation of each shape, the shape then disappeared. There was then a 500 ms inter-shape-interval in which nothing appeared on the screen. Following the successful fixation of all 4 shapes in the series, the monkey received several food rewards evenly spaced over a 1000 ms period; a sound beep was played at the time of each reward pulse.
Each day, a series of 4 shapes were randomly generated from 4 different colors (green, yellow, cyan, and magenta) and 6 different shapes (circles, ellipses, rectangles, X’s, O’s, and triangles). Shapes were as small as possible and either 0.38 dva by 0.38 dva, 0.75 by 0.38 dva, or 0.75 by 0.75. Shapes could be presented at various rotations. Shape locations were generated on a 1 by 1 dva grid and subtended a maximum of 24 by 18 dva. Shape characteristics were determined before the recording and did not change throughout the recording session. Finally, across the two series, 1 random shape or the first 3 shapes overlapped in location and order.

At the beginning of each recording session, the monkeys performed 10 familiarization trials of the first series followed by 10 familiarization trials of the second series. Thereafter, trial order was pseudorandomized across the remaining recording session. In total, the monkeys performed up to 404 directed eye movement trials. Following each directed eye movement trial, a 1000 ms inter-trial-interval occurred in which only a dark gray background was displayed. Following the familiarization trials, monkeys freely viewed complex images in between every two directed eye movement trials.

Images were full screen and subtended 25 degrees by 33 dva. Each image trial began with the presentation of a 0.5 dva light gray cross in the center of the screen against a dark gray background. The monkey was required to fixate the cross, within a fixation window of 7 dva, for 500 to 750 ms. Following a successful fixation, an image was displayed and the monkey was allowed to freely view the image for 5 seconds of cumulative looking time. We only analyzed the first 7.5 seconds of the image trial, regardless of the length of the image presentation. Image presentations were organized into 6 blocks with each block consisting of 16 novel images followed by the repeated presentation of these same 16 images in the same order. In total each recording session consisted of up to 96 novel images and 96 repeated images.
4.2.2 Data Analysis

Data analysis was implemented in MATLAB (Mathworks, Inc.) using custom-written code. We recorded from 347 hippocampal units in two monkeys (123 units in monkey PW and 224 units in monkey TO). Well isolated single units were manually isolated when possible based on cluster quality in Plexon Inc.’s Offline Sorter; otherwise, 19 units were designated as possible multiunits but still used in all analyses. Waveforms and spike times were then imported into MATLAB. Gross firing rate stability was assessed by calculating the average trial-by-trial firing rate across the recording session. Trials in which a neuron’s firing rate consistently drifted by more than 1 standard deviation away from the mean trial-by-trial average were removed. Only neurons whose firing rate was stable for at least 64 image presentations (at least 128 directed eye movement trials) were used for further analysis. Firing rate stability was also confirmed by visually assessing rasters aligned to the start of image trials, start of the directed eye movement trials, reward periods, eye movements, and inter-trial-intervals to ensure that the trial-by-trial average firing rate accurately reflected neural activity, especially for the low firing rate neurons. Neurons were never excluded based on particular firing patterns. We further removed neurons whose firing rate likely drifted due to mechanical instability in which the waveform amplitude likely affected threshold crossings. Neurons with fewer than 100 sorted spikes were removed as well.

4.2.3 View Cell Spatial Analysis

Firing rate maps were computed with a Gaussian smoothing procedure (Killian et al., 2012). Eye position data from the image presentation periods were concatenated across trials. The first 500 ms of data after the image appeared was removed in order to negate strong stimulus responses combined with a strong central bias. Spikes (sampled at 1000 Hz) and eye position (up-
sampled to 1000 Hz) were independently binned into 0.5 dva square bins over the image space. The resulting values were then smoothed by convolving with a 2D Gaussian filter with a standard deviation of 3 dva. Finally, the smoothed spike counts and eye position were divided to estimate the firing rate map. Bins without any eye coverage were removed from the rate maps. For visualization purposes only, rate maps were scaled to the 97.5\textsuperscript{th} percentile of the firing rate values to ensure that outliers did not affect visualization.

For each neuron, significant spatial modulation was determined by calculating the spatial correlation (Spearman’s $\rho_{1/2}$) between firing rate maps for the first and second half of the recording session in addition to calculating Skagg’s information score for the whole recording session (Skaggs et al., 1993). The observed values were compared to bootstrapped rate maps calculated from 1,000 time-shifted permutations of the spike trains. Skagg’s information score alone was found to produce unreliable results (see next section), while we found Spearman’s rank correlation coefficient ($\rho_{1/2}$) produced more reliable results. To assess spatial stability using Spearman’s correlation coefficient ($\rho_{1/2}$), spike trains and eye position data were first divided in half across the recording session before bootstrapping firing rate maps. Spike trains were shifted by at least 10 seconds. View cells were determined to be neurons that possessed observed spatial correlation and Skagg’s information score that exceeded the 95\textsuperscript{th} percentile of the bootstrapped data.

View field location was determined by dividing the firing rate distribution of the rate maps into high firing rates (in the field) and low firing rate (out of the field) regions. First, firing rates above the 95\textsuperscript{th} percentile were set to the 95\textsuperscript{th} percentile so that we could better fit low firing rate values. We then used $k$-means to categorize the firing rates into 2 to 3 clusters; the appropriate number of clusters was determined using silhouette width. The cluster containing the highest firing rate values was defined as in field pixels, and the remaining cluster(s) were defined as
A) Eye data (binned and smoothed) used to calculate firing rate maps for the view cells showed a clear central bias where the monkeys gazed more often at the center of images than the edges. The first 500 ms of the image presentation period was removed. B) View fields, on the other hand, were observed more often along the edge of the image than in the center of the image. C) On average, view fields occupied 34% of the image space. D) Three example view cells in which the data suggest that the place fields extended past the border of the image. Since coverage was limited, data outside of the image boundary were obtained from the whole recording session; most of the off-screen data was obtained from the inter-trial-interval when nothing was presented on the screen. Firing rate maps outside the image boundary were scaled to the firing rate maps obtained during the free viewing of images. These results suggest that view cells could be anchored to the image border. Alternatively, view fields may have rather large fields, and we could be sampling only a small portion of the field.
as out of field pixels. This method is analogous to fitting Gaussian distributions to the firing rate values. View field size was estimated by the percentage of the image covered by in field pixels. In nearly all view cells, only 1 contiguous field was identified.

4.2.4 Reliability of Spatial Representations Across Fixations

Interestingly, many of the view fields appeared along the edge of the monitor (Figure 4.10B), and on average fields were rather large, occupying approximately 34% of the image space (Figure 4.10C). Additionally, many view fields appeared to extend their spatial tuning past the border of the image (Figure 4.10D). Given that many fields appeared along the border of the image where eye coverage was more limited (Figure 4.10A), we asked whether view cells showed reliably higher firing rates across fixations in the field compared to fixations out of the field. We divided fixations into in field and out of field fixations based on fixation location. Peri-fixation firing rate curves were then calculated for in field and out of field fixations by aligning spike trains to these fixations and smoothing them with a Gaussian kernel with a standard deviation of 15 ms. We calculated the firing rate curve for 200 ms before (~1 fixation) the start of the fixation until 400 ms after (~2 fixation periods) the fixation started. The observed difference in smoothed firing rate curves was compared to the shuffled difference of 10,000 resampled permutations in which in field and out of field assignments were randomly assigned to fixations (Fujisawa et al., 2008; Prerau et al., 2014). Time points in which the observed difference was greater than the 95th percentile of the shuffled difference were determined to be significant. Further, view cell responses were deemed reliable if neurons displayed at least 30 ms (2 standard deviations) of contiguous significant differences between in field and out of field firing rates when corrected for multiple comparisons using cluster-based statistics (Maris and Oostenveld, 2007). This analysis is
analogous to a sliding window analysis using a 1-tailed t-test but can be used on nonparametric distributions and can account for sampling biases.

Firing rates aligned to fixation were normalized for peak detection as well as for the pseudo-population plot in Figure 4.2. For each neuron, we estimated the “baseline” firing rate by taking the average firing rate 200 ms before the in field fixation. The “baseline” firing rate was then subtracted from the firing rate curve. Finally, the firing rate curve was then divided by the peak firing rate. Peaks were detected using findpeaks in MATLAB using a minimum width of 30 ms (2 standard deviations). Three view cells showed ramp-like responses without a definable peak and were removed from the subsequent temporal analyses. Peaks which were less than two-thirds the maximum firing rate were ignored. Further, peaks detected at times that were not significantly different between in field and out of field fixations were also ignored. In the case that multiple peaks were still detected, the first peak was used.

4.2.5 Eye Movement Modulation, Saccade Direction, and Saccade Amplitude Analysis

Peri-fixation firing rate curves were calculated for each neuron during image presentation trials. Fixations during the first 500 ms after the image appeared were removed in order to avoid the influences of strong stimulus responses. Peri-fixation firing rate curves were calculated by aligning spike trains to all fixations and smoothing them with a Gaussian kernel with a standard deviation of 15 ms. We calculated the firing rate curve for 200 ms before (~1 fixation) the start of the fixation until 400 ms after (~2 fixation periods) the start of the fixation. Significant eye movement modulation was determined by calculating the temporal correlation ($\rho_{1/2}$) between firing rate curves for the first and second half of the recording session in addition to calculating Skagg’s information score for the whole recording session. The observed values were compared to bootstrapped firing rate curves calculated from 1,000 time-shifted permutations of the spike trains.
Figure 4-11 Eye Movement Modulated Neurons

A) 46/109 (43%) view cells showed consistent changes in firing rate across all eye movements. Top: Rasters ranked by fixation duration show consistent neural activity across 1000s of fixations of different durations. Consistent neural activity can be observed for the following fixation period as well. Fixation onset is at time 0 (green dashed line) and fixations end at the solid red line. We did not rank fixations preceding or following the fixations that started at time 0. Spearman’s ($\rho_{1/2}$) temporal correlation between the first and second half of the recording session is indicated above each raster. Bottom: the average peri-fixation firing rate curve calculated from the raster above. B) Of the remaining neurons that were non-spatial, non-directional, non-amplitude modulated, (21/202, 10%) neurons showed consistent changes in firing rate across all eye movements.
Spike trains were randomly time-shifted relative to the start of fixation. Neurons were considered to be significantly modulated by eye movements if both observed values exceeded the 95th percentile of the bootstrapped values.

When considering the neural activity across all eye movements regardless of fixation location, 43% (46/109) of view cells showed significant firing rate modulation across all fixations (Figure 4.11A). A small number (21/202, 10%) of non-spatial, non-direction, non-amplitude modulated neurons, showed significant eye movement modulation as well (Figure 4.11B). These neurons may be similar to theta modulated neurons in rodents, and these neurons may aid in sequentially organizing view cells. Alternatively, these neurons may be spatially modulated but not evidently so during the free viewing of images.

Due to a large number of view cells with view fields along the border of the image, it is possible that view cells are really directionally modulated cells due to the strong direction biases caused by the image geometry. We determined neurons to be modulated by saccade direction if the observed mean resultant length (MRL) was greater than the 95th percentile of 10,000 resampled permutations in which saccade directions were randomly assigned to saccades. First, we crudely estimated direction tuning by calculating peri-saccade firing rate curves for 8 different directions-the cardinal and intermediate directions. Using these peri-saccade firing rate curves, we identified the time window in which there was the greatest difference in firing rate in the 8 different directions. Second, we more accurately estimated this time window by finding the full-width-half-max of the greatest change in firing rate between preferred direction and anti-preferred direction. The minimum window width was set to 50 ms. The preferred saccade direction was defined as the saccade direction that corresponded to the largest firing rate while the anti-preferred saccade direction was defined as the saccade direction that corresponded to the smallest firing rate.
Preferred saccades were determined to be saccade directions within a certain range, 15 to 45 degrees, of the absolute preferred direction; the range was defined as the full-width-half-max of the direction tuning curve. Third, we used this time window to calculate the observed and bootstrapped MRLs across all saccade directions. If the neuron was classified as a view cell, then saccades entering (OUT2IN) or leaving (IN2OUT) the field were removed as these saccades could bias the preferred and anti-preferred saccade directions. Out of field (OUT2OUT) saccades were also analyzed separately for view cells using the same time window.

Because it was important to remove OUT2IN and IN2OUT saccades from the analysis of view cells, fixations preceding and following the saccade were removed if they started or ended before the time window. If the end of the time window was greater than the median fixation duration, then the time window was truncated to the median fixation duration. Unfortunately, this will be detrimental for analyzing neurons with longer response latencies and results in the window to be no more than approximately 232 ms (median fixation duration plus median saccade duration) from the start of the saccade. As a result, a large portion of the data for some neurons were removed to fit the criteria above. Therefore, we removed neurons that fired a spike on less than 5% of saccades in the time window of interest (approximately an average firing rate of 0.5 Hz or less). The same methodology was also applied to non-view cells.

Analysis of saccade amplitude modulation was conducted in a similar manner. We determined neurons to be modulated by saccade amplitude if the magnitude of the observed Spearman’s rank correlation (ρ) between saccade amplitude and firing rate, was greater than the 95th percentile of 10,000 resampled permutations in which saccade amplitudes were randomly assigned to saccades. The magnitude of the correlation was used as we found significant positive and negative correlations. Firing rate curves were calculated across saccade amplitudes in 2 dva
bins. Saccades with amplitudes less than 2 dva and greater than 16 dva (95th percentile of saccade amplitudes) were removed from this analysis. Only a marginal proportion (chi-square test, $p = 0.07$) of neurons (10.0%, 18/180) showed significant saccade amplitude modulation suggesting that amplitude information is not present to the same extent as direction information in the primate hippocampus.

4.2.6 Stimulus Responses and Recognition Memory

Significant stimulus responses to the presentation of images were determined by first comparing the “baseline” firing rate of each neuron 200 ms before the image appeared to 200 ms periods after the image appeared (Jutras and Buffalo, 2010b). To compare firing rates, we used a sliding window with a step size of 25 ms to test whether the firing rate had changed significantly ($p < 0.01$) using a ks-test. However, many neurons appeared to respond during the fixation on the central crosshair (500-750 ms in duration) which made baseline firing rate estimates difficult. Therefore, we used temporal correlation (Spearman’s $\rho_{1/2}$) and Skagg’s information score to find stimulus responsive neurons. Peri-image onset firing rate curves were calculated by aligning spike trains to the appearance of images from 200 ms before image onset to 1000 ms after image onset. Firing rate curves were then smoothed with a Gaussian kernel with a standard deviation of 30 ms. Then the observed temporal correlation between the first and second half of the recording session as well as Skagg’s information across the whole recording session score were compared to 1,000 time-shifted permutations of the spike trains. For each image trial, spike trains were randomly time-shifted relative to image onset. Neurons were considered to show significant stimulus responses if both observed values exceeded the 95th percentile of the bootstrapped values. Most neurons showed significant stimulus responses using the method described in Jutras and Buffalo (Jutras and Buffalo, 2010b) and the method described here.
Further, some neurons also appeared to respond later in the image viewing period or maintain higher than “baseline” firing rates throughout the whole viewing period. Unlike Jutras and Buffalo, (Jutras and Buffalo, 2010b) here image viewing periods were much longer and lasted at least 5 seconds. Stimulus responses that occurred later in the viewing period were assessed in a similar manner but up to 5 seconds after the image appeared. For this analysis, spike trains were smoothed with a wider Gaussian kernel of 150 ms to remove low-frequency firing rate modulations.

To assess recognition memory responses, we asked whether neurons showed differential responses to novel and repeated images. Peri-image onset firing rate curves were calculated for pairs of novel and repeat image presentations separately. Only pairs of the novel and repeated images were compared in case neurons responded to particular image content. Further, this analysis was only conducted on stimulus responsive neurons (analysis above), for short time periods after image onset (1000 ms) or long time periods (5000 ms). The observed difference in firing rate curves for novel and repeated image presentations was compared to the shuffled difference of 10,000 resampled permutations in which novel and repeat assignments were randomly assigned to trials (Fujisawa et al., 2008; Prerau et al., 2014). Time points in which the observed difference was greater than or less than the 95th percentile of the shuffled difference were determined to be significant. Further, recognition memory responses were deemed reliably different if neurons displayed at least 60 ms (2 standard deviations) of contiguous significant differences in firing rate between the novel and repeated images when corrected for multiple comparisons using cluster-based statistics (Maris and Oostenveld, 2007). For longer time period analyses, clusters of contiguously significant time points less than 300 ms (2 standard deviations)
in duration were ignored. This analysis is analogous to a sliding window analysis using a 2-tailed t-test (p < 0.05) but can be used for nonparametric distributions.

Due to several factors—such as stimulus presentation length, the addition of the directed eye movement task, and stability of single unit isolation—we did not have enough image presentations to replicate previous recognition memory studies (Jutras and Buffalo, 2010a). In particular, post-hoc analysis of behavior (e.g. fixation durations) suggested we would need all 96 novel and repeat presentations to correlate behavior with memory responses. Unfortunately, most view cells were not well isolated for the whole 70-minute recording session; as mentioned above we only analyzed trials while units were well isolated.

4.2.7 Contextual Modulation

To determine if view cells were modulated by behavioral context, we compared the firing rates of view cells identified during image trials to their activity during the directed eye movement trials. First, in the directed eye movement task, we asked if the firing rate of view cells was higher during fixations on shapes in the field compared to firing rates during fixations on shapes outside of the field. Shapes on the border (within 0.5 dva) of the view field were first removed. We divided fixations into in field and out of field fixations based on shape location. Peri-fixation firing rate curves were then calculated for in field and out of field fixations by aligning spike trains to these fixations and smoothing them with a Gaussian kernel with a standard deviation of 15 ms. We calculated the firing rate curve 200 ms before the start of the fixation until 400 ms after the start of the fixation. The observed difference in firing rate curves was then compared to the shuffled difference of 10,000 resampled permutations in which in field and out of field assignments were randomly assigned to fixations. Time points in which the observed difference was greater than or less than the 95th percentile of the shuffled difference were determined to be significant. Further,
spatial consistency across tasks was deemed reliable if neurons displayed at least 30 ms (2 standard deviations) of contiguous significant differences in firing rate between in field and out of field fixations when corrected for multiple comparisons using cluster-based statistics (Maris and Oostenveld, 2007). This analysis is analogous to a sliding window analysis using a 2-tailed t-test ($p < 0.05$) but can be used on nonparametric distributions and can account for sampling biases.

In the directed eye movement task, peak response latencies for in field fixations were calculated in the same manner as during the free viewing task. However, the majority of neurons showed ramp-like responses without a definable peak; in this case, the maximum firing rate was defined as the peak firing rate. Contextual gain was calculated as the ratio of peak firing rates between the free viewing of images and the directed eye movement task.
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5.1 Introduction

In recent years there has been a growing interest in the interaction between eye movements and memory (Meister and Buffalo, 2016; Voss et al., 2017). Many studies have identified a reciprocal interaction between eye movements and memory (Smith and Squire, 2008b; Olsen et al., 2016). Recent electrophysiology studies have also identified eye movement-related neural signals in the primate MTL (Ringo et al., 1994; Jutras et al., 2013a; Killian et al., 2015). Despite these findings, the anatomical pathways supporting the interaction between eye movements and memory are still a mystery. An extensive body of literature explains how spatial signals reach the MTL in rodents, but it is unknown whether these same pathways also carry eye movement-related information to the primate MTL.

Here I will focus on the cortical and subcortical pathways that may mediate the interaction between oculomotor and memory networks. Several studies have already summarized many of the relevant connections within each network (Felleman and Van Essen, 1991; Young, 1993; Suzuki and Amaral, 1994a; Lynch and Tian, 2006a; Kravitz et al., 2011; Yeterian et al., 2012). However, very few studies have attempted to understand the connections between networks (Meister and Buffalo, 2016; Shen et al., 2016). Moreover, those who have discussed the connections between these networks have focused only on how memory influences eye movements, yet there is a reciprocal interaction between eye movements and memory.

In the first two sections, I separately describe the anatomical connections within the oculomotor and memory networks. In addition to the anatomical connections, I will briefly discuss the function of certain areas. The functional descriptions will aid in understanding the potential role of each brain region in eye movements and memory. After describing each network separately,
I then discuss the connections between the oculomotor and memory networks. Here, I propose three pathways by which eye movement-related information reaches the MTL: a parieto–medial temporal pathway, a thalamo-medial temporal pathway, and an indirect visuo-medial temporal pathway.

Many of these pathways contain reciprocal connections, and therefore these pathways may also describe how memories exert top-down control over eye movements. In addition to these pathways, there are several other areas, mostly within the PFC, which also have strong connections to both networks. Thus the PFC may act as a relay between networks.

In primates, the same pathways that support eye movements also support body movements. As I will describe, these same pathways help form spatial representations in rodents which are modulated by physical body movements. The additional support of eye movements by these pathways in primates should not be surprising as primates are highly visual creatures. In fact, visual processing occupies 52%, 27%, and 18% of the neocortex in primates, humans, and rodents, respectively (Burwell, 1996; Van Essen and Drury, 1997; Van Essen, 2004; Krubitzer, 2007). Combined the other senses occupy only 16% and 14% of the neocortex in humans and primates, respectively. Note that in humans 51% of the neocortex is devoted to cognition, emotion, and language. Conversely, somatosensation, audition, and olfaction occupy 26%, 4%, and 14% of the neocortex in rodents, respectively. The differences in the distribution of cortical areas devoted to each sense across species has strong implications in what types of information reach the MTL (Brown and Aggleton, 2001). Thus as highly visual creatures, signals in the primate MTL are likely to include eye movement-related and visual information.

Before I describe these networks in detail, I wish to highlight several caveats. First, attention, eye movements, and vision are well studied in primates. In contrast, the anatomy and
function of the MTL are well understood in rodents. Second, the function and anatomy of the higher-order thalamic nuclei (e.g. lateral dorsal thalamus) are less studied than the sensory thalamic nuclei and are thus poorly understood. The anatomy and function of the thalamus will be summarized from findings of cats, rats, and monkeys. Third, it is important to note that many connections are often dependent on subregions within key brain areas (e.g. AP organization or retinotopic maps). I will mostly ignore these differences unless it is necessary to specify because complete knowledge of these subdivisions is often lacking. Lastly, I will focus on brain regions involved in the production of fixations and saccades.

5.2 MTL NETWORKS

5.2.1 Overview

The function and anatomy of brain regions involved in relational memory are well studied in rodents. These areas are circumscribed within the MTL and include the postrhinal cortex (the parahippocampal cortex in primates), perirhinal cortex, entorhinal cortex, hippocampus, and subiculum [complex]. Further, several subcortical areas including the higher-order thalamus are also important for the formation of relational memories. Below, I will discuss the anatomy and function of these areas in rodents and primates. A review of the literature shows that inputs into the primate MTL are different than those in rodents, yet the anatomy within the MTL is largely conserved. These findings explain why the neural activity found in the MTL is different across species, but the conservation of anatomy within the MTL suggests that the MTL is processing information in a fundamentally similar manner across species.
The perirhinal and parahippocampal cortices receive the majority of sensory and polysensory information coming into the MTL (see Figure 5.2). The parahippocampus provides modest input into the perirhinal cortex while the perirhinal cortex only provides a small amount of input back to the parahippocampus. The perirhinal and parahippocampal cortices have strong, reciprocal connections with the entorhinal cortex. The entorhinal cortex provides the vast majority of input into the Dentate Gyrus. The entorhinal cortex also provides input to CA3, CA1, and the subiculum complex though these connections are mostly on the distal dendrites in contrast to the internal hippocampal connections which primarily synapse onto the proximal dendrites. The Dentate Gyrus also receives some input from the subiculum complex. Connections in the hippocampal proper from Dentate Gyrus to CA3 to CA1 to the Subiculum complex are mostly feedforward. Further, CA3 has strong recurrent connections. A small number of recurrent (mostly inhibitory) connections are also present within the Dentate Gyrus. Recently, a small number (~2-3% of connections) of back projections have been discovered within the hippocampal proper that may be important for timing. Additionally, the perirhinal and parahippocampal cortices have a small amount of direct, reciprocal connections with CA1 as well as a modest amount of reciprocal connections with the subiculum complex. Lastly, the subiculum complex and to a lesser extent CA1 also project back to the entorhinal cortex. Note that topographical organization along the anterior-posterior and transverse axes is not shown.
The MTL has connections with much of the cortex. In primates, the perirhinal and parahippocampal cortices receive a large amount of visual and visuospatial inputs. Polymodal sensory information primarily reaches the MTL through ACC and insular cortex. In rodents, sensory input is much less visual and is balanced by olfaction, somatosensation, and audition (not shown). Most connections are reciprocal, but inputs and outputs are not always balanced. Overall, RSC, PFC, and OFC receive more projections from the MTL than they send in return. Further, the subiculum complex projects modestly to DLPFC but DLPFC provide very few inputs to the MTL. In comparison to RSC, PCC’s connections to the MTL are modest and mostly unidirectional. The first figure depicts all connections while the remaining figures more clearly illustrate connections to specific subregions.
5.2.2 Anatomy

Classical models of the MTL illustrate a serial and hierarchical processing of information. The perirhinal (BA 35/36), and parahippocampal (TH/TF) cortices receive the majority of cortical projections into the MTL (Suzuki and Amaral, 1994a). In turn, the perirhinal and parahippocampal cortices project to the entorhinal cortex, which then projects to the hippocampus. The anatomy of the hippocampus itself is usually described as a trisynaptic pathway from entorhinal cortex to DG to CA3 to CA1.

The notion of serial and hierarchical processing vastly oversimplifies the circuits within the MTL. Rather, there is a large number of reciprocal and longer range loops within the MTL which may have important implications for learning (Figures 5.1 and 5.2). While many connections within the MTL are reciprocal, the strength of these connections are certainly not balanced. Further, cortical structures in the MTL receive the largest amount of cortical input, but there certainly are other [cortical and subcortical] inputs throughout the MTL. Of particular interest here are the direct connections to the subiculum. Below, I will separately go through each MTL subregion in detail.

The anatomy of the perirhinal and parahippocampal cortices is best understood by comparing the two. Perirhinal cortex is well connected to areas involved in sensory processing whereas the parahippocampus is well connected to areas involved in spatial processing. In primates, the main inputs into the perirhinal cortex are IT, the parahippocampus, and STS (polymodal areas); a small number of connections arise from other cortical areas including V4, the insula, and OFC (Suzuki and Amaral, 1994a; Buffalo et al., 2006). On the other hand, the parahippocampal receives strong inputs from V4, RSC, PCC, ACC, and STS; a small number of
connections arise from IT, STG (auditory), perirhinal cortex, posterior parietal cortex (LIP and cIPL), DLPFC, and the insula. Note the connectivity pattern of TF and TH are quite different.

The portion of V4 connected to parahippocampus is mainly concerned with peripheral vision, and unlike the rest of the V4, these peripheral areas are heavily connected with the posterior parietal cortex suggesting that this part of V4 is involved in visuospatial processing (Ungerleider et al., 2008). The portion of ACC (BA 24) connected to the parahippocampus may correspond to the “cingulate eye fields” (Lynch and Tian, 2006b). RSC input to parahippocampus seems to be at least two times stronger than PCC or ACC. Projections back to the cortex from the parahippocampus and perirhinal cortex differ only slightly from their inputs suggesting many connections are reciprocal (Lavenex et al., 2002). One important exception is RSC which receives more projections from the MTL than RSC sends in return.

The connections to the perirhinal and postrhinal cortices in rodents are qualitatively different. In primates, the perirhinal and parahippocampus receive somatosensory and polysensory information through the insula, STS, STG, and posterior parietal areas (Brown and Aggleton, 2001). Rodent perirhinal cortex receives much less visual input which is balanced by strong inputs from auditory, somatosensory, olfactory cortices; perirhinal cortex receives inputs from all these sensory cortices while postrhinal cortex primarily receives visual and somatosensory input (Burwell et al., 1995; Burwell, 1996; Burwell, 2000; Brown and Aggleton, 2001).

The perirhinal and parahippocampal cortices also have many subcortical connections. The parahippocampus is strongly connected with the striatum (nucleus accumbens, putamen, and caudate) and claustrum (Burwell et al., 1995; Kondo et al., 2005). Similarly, the perirhinal cortex is strongly connected with the amygdala, claustrum, and striatum (Kondo et al., 2005). Other
subcortical connections include the hypothalamus and basal forebrain nuclei including the septal nuclei (Agster et al., 2016).

Amaral and colleagues suggested that the thalamic inputs are similar in rodents and primates (Burwell et al., 1995). Thalamic input to the perirhinal cortex arises from the midline nuclei (e.g. Re), IML, medial pulvinar, posterior nuclei, and MDmc while the parahippocampal cortex is strongly connected to the ATN, LD, LP, medial pulvinar, and to a lesser extent the midline nuclei (Russchen et al., 1987; Yeterian and Pandya, 1988; Burwell et al., 1995; Agster et al., 2016). LP may provide the strongest thalamic input to the parahippocampus, but in general, there is a substantial amount of thalamic input from multiple nuclei. The connections from the parahippocampal and perirhinal cortices to the medial pulvinar overlap with connections from RSC, PCC, and to a less extent posterior parietal (7a), STS, and PFC (Baleydier and Mauguiere, 1985).

In both rat and primate, parahippocampus and perirhinal cortex provide a major input into the entorhinal cortex. However, there are a small number of direct connections from the perirhinal and parahippocampal cortices to CA1 and the subiculum (Suzuki and Amaral, 1990; Blatt and Rosene, 1998; Yukie, 2000; Agster and Burwell, 2013). These direct connections may be functionally important for learning and plasticity (Liu and Bilkey, 1996).

The entorhinal cortex is strongly interconnected with the perirhinal and parahippocampal cortices (Suzuki and Amaral, 1994b; Insauti and Amaral, 2008). In primates, the perirhinal and parahippocampal cortices represent approximately 60% of cortical inputs to the entorhinal cortex (Insauti and Amaral, 2008). Other cortical inputs come from RSC (20%), OFC, mPFC, insula, STS, 7a, ACC, and PCC. Subcortical connections in monkey include the amygdala, claustrum, basal forebrain, hypothalamus, and brainstem (e.g. raphe, locus coeruleus, VTA) (Amaral and
Price, 1984; Insausti and Amaral, 2008). Thalamic connections include the Re, IML, medial pulvinar, and very light connections with LD. The main output of the entorhinal cortex is the DG, CA subfields, and the subiculum (Witter and Amaral, 1991). In turn, the entorhinal cortex receives inputs from CA1 and the subiculum.

The connection patterns in rodents are different and more topographically organized. Perirhinal and postrhinal cortices constitute major inputs into the entorhinal cortex particularly into LEC and MEC, respectively (Burwell and Amaral, 1998a). Note MEC and LEC are well interconnected. The entorhinal cortex also receives strong inputs from mPFC, OFC, insula, TEv, RSC, ACC, piriform cortex (smell), and posterior parietal cortex. In particular, the piriform cortex constitutes 33% of cortical input into entorhinal cortex while the perirhinal and postrhinal cortices contribute 25% of the input. The insula also provides substantial input into LEC (21%) and MEC (6%). Thus, the inputs into the rodent entorhinal cortex contain more auditory, olfactory, and polysensory information than in primates. Specifically, in rodents, the piriform cortex constitutes the largest input into the entorhinal cortex. Thalamic inputs into the entorhinal cortex are similar across species include the Re and an analogous IML connection (Wyss et al., 1979; Dolleman-Van Der Weel and Witter, 1996).

The entorhinal cortex directly projects to the DG, all CA subfields, and the subiculum. The hippocampus proper contains primarily feedforward connections from DG to CA3 to CA1. The subiculum offers an extension to this pathway. Finally, CA1 and the subiculum project back to the entorhinal cortex. Interestingly, the DG and CA3 have virtually no cortical outputs and minimal subcortical outputs. Essentially, CA1 and the subiculum are the only outputs of the hippocampus. I will progressively discuss each subregion separately. The pathways within the hippocampus are
mostly conserved across species. There are a few minor differences mainly that the connections within primate hippocampus are less topographically organized.

The main input (~85%) into the DG is the entorhinal cortex. Other inputs arise from the presubiculum and parasubiculum (Kohler, 1985); these presubiculum connections provide a disynaptic route for thalamic input into the DG. The basal forebrain also shows modest connections to the DG providing cholinergic and GABAergic modulation. Other subcortical inputs include the supramammillary bodies, locus coeruleus, VTA, and raphe nuclei.

Less is known about the anatomy of CA2 and CA4 (i.e. the hilus). The anatomy of CA4 appears similar to that of CA3. CA2 has special anatomy. The main inputs to CA2 come from CA3 and the entorhinal cortex (Amaral and Witter, 1989; Ishizuka et al., 1990; Yoshida and Oka, 1995; Bartesaghi and Gessi, 2004). The granule cells in the DG do not project to CA2. CA2 also receives input from the basal forebrain, amygdala, supramammillary bodies, and hypothalamus. Like CA3, CA2 diffusely projects to CA1 and the septum.

CA3 mainly receives projections from the DG granule cells and the entorhinal cortex, and the main output of CA3 is CA1 (Witter and Amaral, 1991; van Groen et al., 2003). In rat, 2.5% of CA3 axon terminals back project to the DG, 27.5% stay within CA3, and 70% project to CA1 (Wittner et al., 2007). Most inputs from the entorhinal cortex innervate distal dendrites while the DG granule cells innervate the proximal portions of the dendrites. CA3 also has bidirectional connections with the basal forebrain (Swanson et al., 1981). Other small connections include the amygdala and endopiriform cortex (in rat only) (Witter, 2007). CA3 does not have appreciable thalamic input.

Compared to the DG and CA3, CA1 has substantially different connections. The main inputs into CA1 are from CA3 onto proximal dendrites and from the entorhinal cortex onto distal
dendrites. CA1 projects back to the deep layers of the entorhinal cortex, but to a lesser extent than the subiculum (Amaral and Witter, 1989; Witter et al., 2000). CA1 also back projects to CA3 (van Strien et al., 2009). Further, CA1 has strong connections with the subiculum including some bidirectional connections (Ding, 2013). In both species, CA1 also receives thalamic input but to a lesser extent than the subiculum. Re and other midline nuclei provide the main thalamic input to CA1 (Herkenham, 1978; Su and Bentivoglio, 1990; DollemanVanderWeel and Witter, 1996; Van der Werf et al., 2002).

CA1 and the subiculum are the major outputs of the hippocampus. CA1 projections tend to be more limbic and subcortical than subiculum. In rodents, the dorsal one-third of CA1 strongly projects to the subiculum, RSC, perirhinal cortex, entorhinal cortex, and basal forebrain (Strange et al., 2014); Vangroen and Wyss, 1990; Cenquizca and Swanson, 2006). The ventral one-third projects to the subiculum, entorhinal cortex, ACC, olfactory nucleus and bulb, lateral septum, nucleus accumbens, amygdala, hypothalamus, supramammillary nucleus, and midline thalamic nuclei. Note that CA1 projections to the mammillary nuclei in turn project to the ATN (Blair et al., 1998). The temporal two-thirds contains neurons that project to the medial and lateral parts of PFC (Verwer et al., 1997). Thus the ventral portion of CA1 appears to regulate motivation and goal-directed behaviors while the dorsal portion appears to be more strongly related to space and cognition.

Similar outputs are observed in primates, but there are some differences that parallel the inputs in the MTL (Saunders et al., 1988; Barbas and Blatt, 1995; Insausti and Munoz, 2001). Further, in rodents, the dorsal-ventral long axis is analogous to the posterior-anterior axis in primates. In addition to connections mentioned above, primate anterior CA1 modestly projects to [v]mPFC, ACC, OFC, and perirhinal cortex. There is a similar topographical organization across
the long-axis. For example, projections to OFC, ACC, and mPFC arise from anterior CA1. Lastly, CA1 in primates only sends light projections to RSC and PCC.

In primates, CA1 also receives direct projections from TE, perirhinal, parahippocampus, posterior parietal cortex (7a and 7b), insula, STS, and RSC (Suzuki and Amaral, 1990; Blatt and Rosene, 1998; Rockland and Van Hoesen, 1999; Ding et al., 2000; Insauti and Munoz, 2001; Zhong and Rockland, 2004); most of these connections are reciprocal and preferably connect with the posterior portions of CA1. LIP does not project directly to CA1 (Clower et al., 2001). In rodents, CA1 also receives direct projections from perirhinal and postrhinal cortex (Kosel et al., 1983; Witter et al., 2000).

The subiculum complex is often referred to as just the subiculum. The subiculum complex includes the Subiculum proper, the Prosubiculum, the Presubiculum, the Parasubiculum, and Postsubiculum. Many of these subdivisions are well interconnected, but each subdivision also has its own distinct connections (Ding, 2013). Overall, the subiculum complex has strong connections with LEC, MEC, perirhinal and parahippocampal cortices, RSC, 7a, ACC, PCC, DLPFC, vmPFC, OFC, and septal nuclei. Other connections include CA3, piriform (rodent), amygdala, hypothalamus, BNST, mammillary bodies, V1/V2, TEO, and claustrum. Interestingly, 7a densely projects to the presubiculum and these same neurons seem to send collaterals to TF, perirhinal, and entorhinal cortices.

In general, the Subiculum proper is an output structure with fewer reciprocal connections. The Pro-, Pre-, Post-, and Para-subiculum have strong reciprocal connections. The medial septum and other neuromodulatory inputs more or less project to all subdivisions except the Parasubiculum. Further, the midline thalamic nuclei including Re are modestly connected with all of the subiculum complex. Bidirectional connections with midline nuclei are observed for the
ProSubiculum, Subiculum, and PostSubiculum while midline nuclei have unidirectional projections to the PreSubiculum and ParaSubiculum projects into the midline nuclei. Further, ProSubiculum and Subiculum have connections to the IML while the PostSubiculum and Presubiculum have modest to strong connections with LD. The ATN has strongly bidirectional connects with all but the Prosubiculum.

5.2.3 Summary

In summary, the MTL does not simply process information in a serial and hierarchical fashion (Figure 5.1). The MTL is connected to a large number of brain regions (Figure 5.2). Many of these areas are provide inputs into the MTL through the perirhinal, parahippocampus, and entorhinal cortices. Some areas even provide direct input into CA1 and the subiculum. In primates, a large portion of inputs contain visual and visuospatial signals while in rodents visual input is balanced by olfactory, auditory, and somatosensory inputs. Further, the long axis of the hippocampus in rodents has distinct connections where the dorsal portion has particularly strong connections to brain areas involved in spatial processing and cognition while the ventral portion has strong connections to areas involved in the regulation of motivation and goal-directed behaviors (Strange et al., 2014). The connections of the entorhinal cortex are also organized in a complementary fashion. There is also evidence that this topographical organization across the long-axis (the posterior-anterior axis) is also present in primates though the connection patterns are less distinct.
The prefrontal cortex and LIP exert top-down control over eye movements. The superior colliculus integrates these top-down signals and sends this information to premotor neurons in the reticular formation that generate saccades. The prefrontal cortex and LIP also have direct connections to the reticular formation, but these connections are generally considered too weak to produce saccades under normal conditions. Also, the prefrontal cortex and LIP strongly project to the caudate and pontine nuclei (cerebellar route, not shown). Corollary discharge signals from the superior colliculus reach the prefrontal cortex through the lateral portions of MD. LIP receives light projects from MD but stronger connections from the pulvinar (not shown).
5.3 Oculomotor Networks

5.3.1 Overview

In primates, the function and anatomy of brain regions involved in the production of eye movements are reasonably well understood. These areas include the premotor neurons in the reticular formation, superior colliculus, cerebellum, basal ganglia, thalamus, and posterior parietal cortex including LIP, SEF, FEF, and DLPFC (Figure 5.3). The premotor neurons in the reticular formation generate the motor command, and the superior colliculus integrates cortical signals and relays them to the premotor neurons in the reticular formation. The cerebellum processes eye movement signals from the majority of these cortical areas and sends projections directly to the reticular formation. Further, most of these areas send strong projections to the basal ganglia. The main effect of the basal ganglia is inhibition of eye movements via the inhibitory output of the SNpr to the thalamus and superior colliculus. While the basal ganglia, cerebellum, and reticular formation play important roles in the control of eye movements (Hikosaka et al., 2000; Robinson and Fuchs, 2001; Patel and Zee, 2015), I will not discuss these areas in further detail.

Below, I will focus on the top-down control of eye movements by DLPFC, LIP, FEF, and SEF. In addition to playing a role in generating eye movements, these areas are also involved in attention and working memory. I will discuss their anatomy and function using lesion and electrophysiology studies. The functional analysis of each area will help in determining the appropriate pathways for the interaction between eye movements and memory. I will first discuss subcortical areas and then cortical areas. The organization of this section is different from the section describing the memory network as the areas involved in the production of eye movements are highly interconnected and perform similar functions. Therefore, the easiest way to describe their individual functions is by direct comparison.
5.3.2 Subcortical Areas

Saccade burst generators in the reticular formation project to the oculomotor nuclei to produce eye movements (Girard and Berthoz, 2005). The function of the reticular formation is to produce the eye movement commands received from other brain structures. The reticular formation is reciprocally connected to the superior colliculus and FEF. FEF alone is not normally sufficient to generate saccades, but plasticity within FEF to the reticular formation pathway may occur after damage to the superior colliculus which allows for normal saccade production (Hanes and Wurtz, 2001).

A major role of the superior colliculus appears to integrate higher order signals (e.g. from PFC) in order to generate eye movements. Further, the superior colliculus also receives many subcortical connections from the thalamus, SNpr, inferior colliculus, monoaminergic inputs (locus coeruleus and raphe nucleus), hypothalamus and cerebellum (Edwards et al., 1979; Taylor et al., 1986). These subcortical inputs may be useful inhibiting, initiating, modulating, or correcting eye movements. Many of the superior colliculus connections are reciprocal. However, of particular interest here are the ascending connections which include projections to the pulvinar, MD, and LD. These thalamic connections are thought to relay eye movement information to the cortex (Sommer and Wurtz, 2002, 2004; Berman and Wurtz, 2010). In particular, these thalamic nuclei carry a corollary discharge signal to the cortex.

Stimulation of the superior colliculus causes eye, body, and neck movements, and lesions to the superior colliculus lead to deficits in orienting behaviors mediated by eye, neck, and body movements (Sprague and Meikle, 1965; Wurtz and Goldberg, 1972a); bilateral lesions essentially cause blindness. Neurons in the superior colliculus fire before each eye movement and encode eye movements in a retinotopic reference frame (Wurtz and Goldberg, 1972b). Additionally, neurons,
particularly in the superficial superior colliculus, also show visual responses with receptive fields resembling inputs from early visual areas (Sprague and Meikle, 1965; Wang et al., 2010). Furthermore, neurons also respond to auditory and somatosensory stimuli reflecting the general role of the superior colliculus in orienting behavior towards salient stimuli (Jay and Sparks, 1984; White et al., 2017).

MD is of particular interest as it carries a corollary discharge signal from the superior colliculus to the PFC (Sommer and Wurtz, 2002). MD can be subdivided into at least five different sub-nuclei. These divisions are as follows: magnocellular (MDmc), the parvocellular (MDpc), densocellular (MDdc), pars multiforms (MDmf), and lateral (MDl). The subdivisions of MD are isolated from each other and form different networks (Russechen et al., 1987; Ray and Price, 1993; Jones, 2007; Mitchell and Chakraborty, 2013). In particular, the lateral portions of MD (MDl, MDdc, MDmf) receive input from the superior colliculus and SNpr (Jones, 2007). In turn, these lateral subdivisions project to various cortical areas including SEF, FEF, ACC, and DLPFC. MDpc and MDmc do not receive inputs from the SNpr or superior colliculus. MDpc and MDmc are well connected with memory and learning systems such as the amygdala, entorhinal cortex, perirhinal cortex, DLPFC, vmPFC, ACC, and OFC (Mitchell and Chakraborty, 2013; Pergola and Suchan, 2013; Saalmann, 2014); most but not all connections are reciprocal. Nearly all subdivisions of MD receive neuromodulatory inputs from the locus coeruleus, VTA, and raphe nuclei.

Lesions to MD cause various deficits but most notably deficits in memory, conditioning, and reward associations. However, MDpc and MDmc are the largest nuclei, and it has been difficult to target the smaller lateral nuclei. Single unit recordings in lateral MD suggest that lateral MD is involved in eye movements and working memory (Sommer and Wurtz, 2002; Watanabe and Funahashi, 2012). Overall, MD is an important component of the memory system with strong
connections throughout the brain including the MTL and prefrontal cortex. Notably, the lateral subdivisions of MD, which do not connect with the MTL, play a role in relaying eye movement information to the cortex. In sum, from an anatomical standpoint, the eye movement and memory functions of MD are physically separate.

5.3.3 Cortical Areas

DLPFC, FEF, SEF, and LIP play an important role in the control of eye movements. All these areas show pre-saccadic, peri-saccadic, and visual activity. These areas are best understood by comparing and contrasting their functions as they are interconnected and appear to carry similar information. SEF and DLPFC appear to be more cognitive, FEF is more visual and motor, and LIP is more visual. All these areas carry “top-down” information to other areas, but from a hierarchical standpoint, SEF and DLPFC appear to sit at the top of this hierarchy. Below, I compare the functional and anatomical properties of these areas to support the hierarchical organization of the oculomotor network.

First, electrical stimulation offers an interesting avenue to understand the role each of these areas. Low-threshold stimulation of FEF evokes saccades in retinotopic coordinates with some head-centered biases (Caruso et al., 2017). Microstimulation of FEF can also cause pupillary changes, attentional enhancement, and shifts in extrastriate receptive fields (Clark et al., 2011; Wang et al., 2012; Lehmann and Corneil, 2016; Ebitz and Moore, 2017). Low-threshold stimulation of SEF evokes neck, forelimb, and eye movements indicating SEF may be involved in body and eye movement coordination (Abzug and Sommer, 2017). Further, these saccades are evoked to fixed points in space rather than retinotopic locations suggesting SEF may code information in allocentric coordinates (Olson and Gettner, 1995). Microstimulation of SEF can also reorder learned eye movement sequences suggesting SEF is involved in the planning and
learning of eye movement sequences (Chen and Wise, 1997; Histed and Miller, 2006). Stronger stimulation of parietal cortex can evoke eye movements too (Kurylo and Skavenski, 1991); these saccades are evoked in retinotopic, head-centered, or a combination of coordinates (Caruso et al., 2017). Electrical stimulation of DLFPC can cause eye movements; however, the electrical current required to evoke saccades is likely much higher (Wagman et al., 1961). Rather, recent evidence suggests that DLPFC is involved in goal-oriented eye movements and suppression of inappropriate saccades.

Second, response properties during bottom-up and top-down tasks can be useful for understanding the role of each area in the visual “hierarchy.” For example, activity in FEF precedes LIP activity in top-down tasks while LIP activity precedes FEF in bottom-up tasks (Buschman and Miller, 2007). However, response latencies alone do not disambiguate hierarchical control of eye movement as neurons in the DLFPC can fire as soon as or sooner than LIP during a task with a combination of working-memory and pop-out elements. These results suggest that multiple pathways exist between these areas (Katsuki and Constantinidis, 2012). Further illustrating a hierarchical organization, LIP neurons are susceptible to distractors while DLPFC neurons can suppress responses to distractors (Suzuki and Gottlieb, 2013).

Third, performance on the anti-saccade task also illustrates a potential hierarchical organization (Schlag-Rey et al., 1997; Gottlieb and Goldberg, 1999; Everling and Munoz, 2000; Munoz and Everling, 2004). Performance on this task cannot be predicted by LIP activity as LIP activity indicates the presence of the saccade, target, and distractors. FEF activity is reduced during anti-saccades in comparison to pro-saccades but does correlate with behavioral performance. Instead, SEF and DLPFC represent the intended saccade during pro- and anti-saccades suggesting that these areas are the predominant source of top-down signals.
Fourth, lesions and inactivation of FEF, LIP, or superior colliculus initially causes severe deficits in eye movement generation. However, only combined lesions of FEF, LIP, or superior colliculus appear to cause long-term eye movement disorders. These results suggest independently modifiable pathways for the control of eye movements by FEF and the superior colliculus. Inactivation and lesions of SEF cause minimal changes in eye movement statistics suggesting SEF is not important for generating single eye movements (Abzug and Sommer, 2017). Stimulating SEF in animals with FEF lesions will still produce eye movements indicating a pathway to the superior colliculus and reticular formation independent of FEF. Inactivation of the parietal cortex causes spatial neglect, perceptual defects, and can affect hand-eye coordination (Andersen, 1989; Shimozaki et al., 2003; Suzuki and Gottlieb, 2013; Yttri et al., 2013).

DLPFC lesions cause deficits in attention, inhibitory control, [rule]-learning, task-switching, spatial working memory but have no effects on eye movement generation (Petrides, 1985; Funahashi et al., 1993; Dias et al., 1997). However, DLPFC lesions impair performance on the anti-saccade task and decrease anticipatory saccades in a predictive task (Pierrot-Deseilligny et al., 2003). Overall, DLPFC lesions suggest that DLPFC is involved in several higher-order cognitive processes which is also supported by single unit recordings (Funahashi et al., 1989; Curtis and D'Esposito, 2003; Funahashi et al., 2004; Heekeren et al., 2006; Averbeck and Lee, 2007; Suzuki and Gottlieb, 2013; Mendoza-Halliday et al., 2014; Donahue and Lee, 2015; de la Vega et al., 2016). Moreover, saccade related-activity in DLPFC spans from pre-saccadic to post-saccadic, and this saccade-related activity is directionally modulated (Funahashi et al., 1991). In general, DLPFC appears to integrate many types of information in order to regulate behavior through other brain areas.
Fifth, the connection patterns among these areas share a degree of similarity, but the overall connection strength is different. There is also a large degree of dissimilarity reflecting the differences in their functions.

FEF connects strongly to much of the visual system including MT, V4, and IT which supports the attentional role of FEF (Felleman and Van Essen, 1991). Also, FEF receives inputs from the lateral portions of MD and sends projections back to the superior colliculus and many of the brainstem nuclei including the reticular formation (Huerta et al., 1986, 1987). The above connections illustrate FEF’s role in eye movements and attention. Further, FEF has strong connections with a variety of other areas such as SEF, posterior parietal cortex including LIP, DLPFC, cerebellum, medial pulvinar, and the caudate. Note the connections between FEF and ACC are extremely weak suggesting that information from ACC reaches FEF mainly through SEF (Schall et al., 2002).

SEF lies within the supplementary and premotor cortices. SEF has strong connections with FEF, ACC, PCC, superior colliculus, reticular formation, claustrum, basal ganglia (caudate), cerebellum (through the pons), DLPFC, inferior prefrontal cortex, OFC, posterior parietal cortex including LIP, various thalamic nuclei including MD and pulvinar, locus coeruleus, and other regions of the premotor cortex (Shook et al., 1988; Huerta and Kaas, 1990; Shook et al., 1990, 1991; Cavada et al., 2000; Schall et al., 2002; Lynch and Tian, 2006a). Interestingly, SEF has reciprocal connections to nearly all subdivisions of MD including MDmc and MDpc suggesting it may have a disynaptic thalamic connection with the learning and memory systems. Additionally, SEF has particularly strong connections with Olszewski’s Area X of the thalamus and the ventral anterior nuclei which are strongly connected with the cerebellum and basal ganglia, respectively.
LIP is strongly connected to the superior colliculus, cerebellum (through the pons), and basal ganglia (caudate and putamen) (Andersen et al., 1990; Lynch and Tian, 2006a). LIP is also strongly connected to FEF, DLPFC, SEF, MT/MST, early visual areas (V2, V3, and V4), IT cortex, parahippocampal cortex, and other parietal subregions. Interestingly, while LIP mostly projects to the intermediate layers of superior colliculus which are involved in generating eye movements, projections back to LIP come through the medial and lateral pulvinar from the superficial layers of the superior colliculus which are more visual (Lynch and Tian, 2006a). LIP also connects strongly with LD but only sparsely with MD.

DLPFC has connections with the pulvinar, MD, ventral anterior thalamic nuclei, superior colliculus, FEF, SEF, parietal cortex (7a, 7b, LIP, and 7m), caudate, and cerebellum (through the pons)(Barbas et al., 1991; Petrides and Pandya, 1999; Nakano et al., 2000; Lynch and Tian, 2006a, b). These connections underlie the role of DLPFC in eye movements. However, DLPFC contains many other reciprocal connections which support its role in various cognitive functions. These connections include ACC, RSC, PCC, parahippocampal cortex, perirhinal cortex, subiculum, visual areas (V2-V4, MT/MST), IT, and PO. DLPFC also has light connections with Re (Petrides and Pandya, 1999; Lynch and Tian, 2006b). Overall, DLPFC and posterior parietal cortex share many common connections allowing visuospatial and cognitive signals to be integrated across most of the cortex (Selemon and Goldmanrakic, 1988).

5.3.4 Summary

In summary, LIP and other parietal areas likely signal salient stimuli as well as signal covert attention towards those stimuli. Further, parietal areas are involved in coordinate transformation across several references frames including retinotopy and body-centered coordinates. FEF, on the other hand, exerts top-down control over eye movements by integrating information from higher-
order brain areas including DLPFC, ACC, and SEF. ACC has weak direct connections to FEF, but the information in ACC passes through the SEF on its way to the FEF. DLFPC plays multiple roles in higher-order cognition potentially integrating information over the whole prefrontal cortex as well as other brain areas. DLFPC plays a larger role in inhibiting and modulating eye movements rather than generating them. Like DPLFC, the SEF appears to be involved in higher-order cognition. Specifically, the SEF plays a role in generating sequences of eye movements as well as learning and memory. Together, anatomy, electrophysiology, and lesion studies support a hierarchical organization in the control of eye movements.

5.4 ANATOMICAL INTERFACE BETWEEN EYE MOVEMENTS AND MEMORY

5.4.1 Direct Pathway #1: Parieto-Medial Temporal Pathway

The parieto-medial temporal pathway is likely the major source of spatial signals within the MTL (Figure 5.4). The parieto-medial temporal pathway has already been described in detail by others (Kravitz et al., 2011). Researchers postulate that egocentric and allocentric information are processed and transformed in the parietal, cingulate, and retrosplenial cortices which then provide the MTL with allocentric information. Several areas within the parietal lobe have direct connections to the MTL, albeit these connections are weaker than the connections from RSC and PCC. All these areas process body movements and eye movements in primates. A similar pathway exists in rodents.

While LIP has been extensively studied in relation to its role in eye movements, other parietal areas are more important to the MTL, in particular, cIPL (BA 7a) which contains areas OPT and PG (Kravitz et al., 2011). As mentioned above, cIPL projects to nearly all levels of the MTL including the parahippocampus, entorhinal cortex, CA1, and subiculum (Rockland and Van
Hoesen, 1999; Ding et al., 2000). LIP only directly projects to the parahippocampus. Instead, LIP and other posterior parietal areas strongly project to cIPL. cIPL itself contains strong projections to PCC and RSC which in-turn project to the MTL. Direct feedback from the MTL to cIPL is also relatively weak (Clower et al., 2001). However, this pathway receives more input from the MTL than it sends in return.

   cIPL also has connections to other brain regions involved in vision and the production of eye movements. These connections include ACC, SEF, DLPFC, 7m, MT/MST, LD, ATN, and the insula as well as lighter connections to the superior colliculus, FEF, pulvinar, and early visual areas (Vogt and Pandya, 1987; Schmahmann and Pandya, 1990; Augustine, 1996; Lynch and Tian, 2006b). Importantly, cIPL receives vestibular inputs from vestibular thalamic nuclei (Ventre and Faugier-Grimaud, 1988; Schmahmann and Pandya, 1990; Hitier et al., 2014; Ventre-Dominey, 2014; Wijesinghe et al., 2015). MST, which is a major input into cIPL, also receives strong vestibular inputs.

   cIPL neurons respond to gaze shifts towards allocentric and object-centered targets suggesting that cIPL may be involved in landmark-based navigation (Chafee et al., 2005; Crowe et al., 2008; Rozzi et al., 2008). As with other oculomotor areas, activity precedes movement. Interestingly, electrical stimulation of cIPL does not evoke eye movements (Thier and Andersen, 1998). cIPL neurons are also sensitive to optic flow and direction of motion further supporting its role in navigation (Phinney and Siegel, 2000; Crowe et al., 2004). Lesions to parietal lobe including cIPL, produce egocentric disorientation and some loss of landmark-based memories relative to one’s self (Aguirre and D'Esposito, 1999).

   Another component of the Parieto-Medial Temporal Pathway includes 7m (PGm). 7m shares similar connections to cIPL and also contains eye movement and reaching signals (Cavada
and Goldman-Rakic, 1989; Lynch and Tian, 2006b, a; Kravitz et al., 2011). 7m has strong connections to cIPL, superior colliculus, caudate, brainstem premotor nuclei, pulvinar, ventrolateral thalamus, IML, LIP, SEF, FEF, DLPFC, MT/MST, PCC, V2, parietal-occipital area PO, supplementary motor cortex, and premotor cortex.

The main pathway from cIPL to the MTL is through PCC and RSC. RSC and PCC are strongly interconnected with cIPL and each other.

PCC is well connected to parietal areas including LIP, DP, and 7m (Vogt and Pandya, 1987; Kobayashi and Amaral, 2003, 2007). PCC is also strongly connected to the SEF, ACC, and DLPFC, insula, OFC, RSC, and striatum. PCC is connected to several thalamic nuclei including ATN, LD, ventral complex, IML, and Re (Vogt and Pandya, 1987; Yeterian and Pandya, 1988; Huerta and Kaas, 1990; Olson and Musil, 1992). PCC has additional connections to the entorhinal cortex and parahippocampus (TF/TH) as well as light connections with the Pre- and Post-subiculum. Feedback from the MTL to the PCC is extremely weak. However, PCC inputs into the MTL are modest in strength.

Compared to PCC, RSC has much stronger connections to the MTL and other limbic areas, but RSC has weaker connections to motor areas. RSC has strong connections to the parahippocampal, perirhinal, entorhinal cortices as well as CA1 and the majority of the subiculum complex. Connections to posterior parietal areas are weaker than those to PCC. RSC’s connection to the MTL, LD, and ATN define its important role in the head-direction network (Vann et al., 2009). Additionally, RSC is connected to DLPFC, OFC, Re, medial pulvinar, PCC, and the caudate (Vangroen and Wyss, 1992; Wyss and Vangroen, 1992; Morris et al., 1999; Kobayashi and Amaral, 2003, 2007). The strongest inputs into RSC are from the MTL. RSC also receive
vestibular input from the vestibular cortex (PVIC). Reciprocal connections between ACC, RSC, cIPL, and PCC may also lead to PCC processing vestibular information (Wijesinghe et al., 2015).

In rodents, there is no anatomically defined PCC. Instead, RSC is analogous to both PCC and RSC in primates. The dysgranular RSC may be analogous to PCC and contains strong connections to motor areas including M2, while granular RSC may be analogous to the primate RSC and has stronger connections to limbic structures involved in navigation and memory (Yamawaki et al., 2016). Similar to primates, the subdivisions of RSC are modestly interconnected in rodents.

In primates, only a handful of studies have recorded neurons in PCC. Interestingly, PCC contains mostly peri- and post-saccadic responses (Olson et al., 1996; Dean et al., 2004; Dean and Platt, 2006). Further, some PCC neurons encode eye movements in allocentric space. Not surprisingly, these neurons have gain-fields that are modulated by saccade direction and amplitude. Therefore, PCC may be involved in the translation of egocentric to allocentric coordinates (Small et al., 2003; Bledowski et al., 2009). PCC also contains representations of spatial attention, motivation, and navigation-related signals (Vogt et al., 1992; McCoy et al., 2003). PCC, 7m and possibly RSC show navigation-selective (including place-like) responses (Sato et al., 2006, 2010). Not surprisingly, inactivation of PCC results in deficits following learned routes (Whishaw et al., 2001; Leech and Sharp, 2014).

There are no papers explicitly describing single unit recordings in primate RSC, but given what we know about the connections of PCC and RSC, RSC likely contains similar eye movement-related signals. In rodents, RSC conjunctively encodes place, route, and head-direction (Alexander and Nitz, 2015). RSC lesions reduce head-direction tuning in the ATN relative to landmarks (Clark et al., 2010). Interestingly, in learning a new spatial task, hippocampal place activity develops
sooner than in RSC. Furthermore, the hippocampal code is more contextually rich than the spatial code in RSC. Since task-relevant responses are also observed in RSC, RSC is likely involved in learning spatial contexts thought the specific role of RSC is likely different than the hippocampus (Smith et al., 2012).

In summary, the Parieto-Medial Temporal Pathway provides the MTL with allocentric spatial information. The Parieto-Medial Temporal Pathway first transforms egocentric spatial information in the posterior parietal cortex to allocentric information via RSC and PCC. RSC, PCC, and to a lesser extent cIPL directly connect to nearly all areas within the MTL. This pathway also directly connects to many thalamic nuclei that in turn project to the MTL. While little is known about the neural activity in RSC and PCC of primates, PCC contains eye movement-related information, and therefore this pathway is a plausible route for eye movement signals to reach the MTL. The anatomical connections of RSC support the idea that eye movement-related activity could be found in RSC as well. Lastly, the same pathway is also present in rodents and supports spatial representations based on physical location.
The main pathway by which the MTL receives spatial information arises from the caudal intraparietal lobule (cIPL: PG & Opt) and passes through the posterior cingulate (PCC) and retrosplenial cortices (RSC). The RSC has stronger connections to the MTL than PCC. Furthermore, RSC’s feedforward connections to the MTL are weaker than its feedback from the MTL. PCC on the other hand only receives weak feedback from the MTL. The anatomical connections of cIPL suggest that cIPL integrates a variety of signals including signal from visual (e.g. MT/MST), eye movement (e.g. SEF), cognitive (e.g. ACC), and body movements areas (e.g. MIP). PCC has strong connections to areas involved in the production and regulation of eye and body movements. On the other hand, RSC has some connections to areas involved in eye and body movements but has stronger connections to limbic areas (e.g. OFC). Overall, this pathway connects to most structures within the MTL involved in spatial processing except the Dentate Gyrus and CA3; less than 1% of cortical inputs into the perirhinal cortex arise from this pathway.

Figure 5-4 Direct Pathway #1-Parieto-Medial Temporal Pathway
The main pathway by which the MTL receives spatial information arises from the caudal intraparietal lobule (cIPL: PG & Opt) and passes through the posterior cingulate (PCC) and retrosplenial cortices (RSC). The RSC has stronger connections to the MTL than PCC. Furthermore, RSC’s feedforward connections to the MTL are weaker than its feedback from the MTL. PCC on the other hand only receives weak feedback from the MTL. The anatomical connections of cIPL suggest that cIPL integrates a variety of signals including signal from visual (e.g. MT/MST), eye movement (e.g. SEF), cognitive (e.g. ACC), and body movements areas (e.g. MIP). PCC has strong connections to areas involved in the production and regulation of eye and body movements. On the other hand, RSC has some connections to areas involved in eye and body movements but has stronger connections to limbic areas (e.g. OFC). Overall, this pathway connects to most structures within the MTL involved in spatial processing except the Dentate Gyrus and CA3; less than 1% of cortical inputs into the perirhinal cortex arise from this pathway.
The MTL has strong connections to several thalamic nuclei that are known to or may carry eye movement-related signals. The connection patterns of each nucleus are quite different. Despite their anatomical and functional differences, the role of the various thalamic nuclei in memory may be similar. The thalamus may provide important timing signals and help gate information transfer to and from the MTL. Alternatively, the thalamus may provide a corollary discharge signal allowing the MTL to update spatial representations in real time. Further, the thalamus (e.g. ATN) may also directly provide spatial inputs to the MTL. MD is not shown since the lateral portions of MD are involved in eye movements—mediated by strong connections with the superior colliculus—and are not connected with the MTL. SEF and DLFPC may have reciprocal connections with MDpc and MDmc which are connected with the MTL (not shown). The Dentate Gyrus and CA3 do not receive appreciable thalamic input.

**Figure 5-5 Direct Pathway #2-Thalamo-Medial Temporal Pathway**

The MTL has strong connections to several thalamic nuclei that are known to or may carry eye movement-related signals. The connection patterns of each nucleus are quite different. Despite their anatomical and functional differences, the role of the various thalamic nuclei in memory may be similar. The thalamus may provide important timing signals and help gate information transfer to and from the MTL. Alternatively, the thalamus may provide a corollary discharge signal allowing the MTL to update spatial representations in real time. Further, the thalamus (e.g. ATN) may also directly provide spatial inputs to the MTL. MD is not shown since the lateral portions of MD are involved in eye movements—mediated by strong connections with the superior colliculus—and are not connected with the MTL. SEF and DLFPC may have reciprocal connections with MDpc and MDmc which are connected with the MTL (not shown). The Dentate Gyrus and CA3 do not receive appreciable thalamic input.
5.4.2 Direct Pathway #2: Thalamo-Medial Temporal Pathway

The higher-order thalamic nuclei are well connected to the oculomotor and memory networks. It is, therefore, not surprising that the thalamus is another direct pathway by which eye movement-related information may reach the hippocampus (Figure 5.5). Thalamic inputs into the MTL have been described before but not in the context of eye movements (Aggleton et al., 2011). As with the Parieto-Medial Temporal pathway, the Thalamo-Medial Temporal Pathway also has access to nearly every subregions of the MTL. However, individual nuclei have distinct but somewhat overlapping connection patterns. Unfortunately, unlike the Parieto-Medial Temporal pathway, the anatomy and function of Thalamo-Medial Temporal Pathway are poorly understood; however, the basic anatomy appears conserved across species. Here, I will focus on the LD, IML, Re/Rh, ATN, and medial pulvinar. The medial pulvinar and ATN, in particular, will provide exemplars for the role of the higher-order thalamus in providing the MTL with eye movement-related signals.

LD projects to several subregions in the MTL including CA1, the Postsubiculum and Presubiculum, and to a much lesser extent the entorhinal cortex (Saunders et al., 2005; Jones, 2007; Aggleton et al., 2011; Varela et al., 2014). In turn, LD also receives strong inputs from these areas including the entorhinal cortex. LD also has strong connections with the RSC, PCC, cIPL, and to a lesser extent ACC (Thompson and Robertson, 1987b); note these areas seem to synapse onto anatomically separate populations of neurons. Unlike MD, LD receives only weak inputs from the superior colliculus and V1/V2 (Harting et al., 1980; Thompson and Robertson, 1987b, a). LD also receives inputs from several pretectal nuclei which are involved in motor control, smooth pursuit eye movements, pupillary reflex, and vergence (Berman, 1977; Thompson and Robertson, 1987b; Rees and Roberts, 1993; ButtnerEnnever et al., 1996; Morin and Studholme, 2014).
Electrophysiological recordings from LD in primates show eye-position, direction, and eye movement sensitive neurons (Schlag-Rey and Schlag, 1984; Tanaka, 2007). LD in rodents encodes head-direction (Mizumori and Williams, 1993). LD lesions in rodents impair spatial memory and disrupt place cells (Mizumori et al., 1994). In an apparent contradiction, lesions to LD do not abolish head-direction tuning in the Postsubiculum suggesting that the ATN, not, LD is the source of head-direction information (Golob et al., 1998). Furthermore, animals with LD lesions were impaired on a spatial working memory task. Overall, these findings indicate that the LD may have a stronger functional association with the hippocampal place cells than with head-direction cells.

The IML are thought to play a role in controlling cortical excitability, attention, arousal, and synchrony particularly in the frontal, motor, prefrontal, and parietal cortices (Akert and Hartmannvonmonakow, 1980; Sadikot et al., 1990; Berendse and Groenewegen, 1991; Sadikot et al., 1992; Van der Werf et al., 2002; Hsu and Price, 2007; Saalmann and Kastner, 2011; Saalmann, 2014; Wijesinghe et al., 2015). Both the anterior and posterior groups share many connections, but the anterior group is well connected with the frontal and parietal cortices, and the posterior group is well connected to the prefrontal, premotor, supplementary motor, motor cortices, and striatum. The IML also have strong connections with vestibular nuclei, reticular formation, cerebellum, and superior colliculus as well as many neuromodulatory areas, amygdala, and nucleus accumbens. Other cortical connections are quite diffuse and include ACC, OFC, PCC, RSC, the insula, posterior parietal cortex, and sensory cortex; light connections to FEF are observed, and SEF connections are probable given the strong IML connections to various motor areas. Both the anterior and posterior IML are connected with the MTL, but the specific connection patterns are largely unknown. The IML project to the perirhinal, parahippocampal, and entorhinal cortices as well as the Prosubiculum and Subiculum proper. The entorhinal cortex seems to have the strongest
connections. IML’s connections to MTL are lighter than other thalamic nuclei, but the IML appear to play a strong role in regulating the activity of areas directly connected to the MTL (e.g. RSC).

The anterior IML contain saccade direction modulated neurons like LD (Schlag-Rey and Schlag, 1984; Wyder et al., 2003; Tanaka, 2007). Interestingly, these neurons respond before, during, and after the saccade allowing them to be involved in the generation of eye movements as well as monitoring eye position after the saccade. These neurons also appear contextually modulated (Wyder et al., 2004). Lesions to the anterior IML produces deficits in consciousness and attention (Schiff, 2008; Saalmann, 2014). Posterior IML show multimodal sensory response to auditory, visual, and somatosensory information (Matsumoto et al., 2001; Saalmann, 2014). Lesions to the posterior IML produce deficits in task shifting (Liebermann et al., 2013)

Overall, the largest thalamic input to MTL comes from Re and Rh. Re and Rh are often described together as the function and anatomy of the Rh nuclei are similar to that of the Re; however, the Rh shows additional connections to the motor, somatosensory, and posterior parietal cortices (Vertes et al., 2006; Saalmann, 2014). In rodents, Re is reciprocally connected with mPFC, ACC, RSC, perirhinal cortex, entorhinal cortex, CA1, Parasubiculum, and Subiculum proper (Vertes et al., 2006; Ding, 2013; Saalmann, 2014; Vertes, 2015). Re also has connections to the supramammillary nucleus, basal forebrain, amygdala, hypothalamus, and brainstem, OFC, insula, claustrum, LGN, and VTA (Vertes, 2015). Re also receives a light projection from the superior colliculus (Harting et al., 1980; Thompson and Robertson, 1987b). Importantly, there are no direct connections from mPFC back to the hippocampus, but the mPFC has strong connections to Re which in turn provide the hippocampus with information from the mPFC. Unfortunately, very little appears to be known about Re in primates. Many of the connections described above appear to be present in primates (Yeterian and Pandya, 1989; Nakano et al., 1990; Barbas et al., 1991; Morecraft
et al., 1992; Dermon and Barbas, 1994). In primates, Re appears to have relatively strong connections with ACC, basal ganglia, OFC, and olfactory cortex but also receives a light projection from the superior colliculus, the posterior parietal cortex (e.g. PGm), and DLPFC (Harting et al., 1980; Schmahmann and Pandya, 1990).

Single unit recordings in rodents supporting the function of Re are limited, but Re seems to play an important role in regulating the excitability of CA1 and ACC (Saalmann, 2014). Single unit recordings also suggest Re plays a role in spatial working memory and processing of contextual information (Xu and Sudhof, 2013; Duan et al., 2015; Ito et al., 2015). Inactivation and lesions of Re impair performance on spatial working memory and task shifting similar to damage to the mPFC and hippocampus suggesting Re is important for interactions between the hippocampus and mPFC (Saalmann, 2014; Layfield et al., 2015). Almost nothing is known about the function of Re in primates, but the anatomical connections of Re suggest it is possible for Re to contain eye movement-related information.

In rodents, the [dorsal] ATN are an important node in the head-direction network (Vogt and Miller, 1983; Taube, 1995, 2007; Yoder et al., 2011a). ATN is connected to many of the same areas as LD. ATN receives inputs from CA1, V1/V2, and lateral mammillary nucleus. ATN is also reciprocally connected with the RSC, ACC, MEC, OFC, perirhinal cortex, parahippocampus, and subiculum complex with the strongest connections to Presubiculum and Postsubiculum (Ding, 2013). Note that the Postsubiculum comprises the dorsal portion of the Presubiculum. Primate connections to the ATN are less understood but thought to be conserved across species. The ATN in primates may have additional connections that include IT, DLPFC, and posterior parietal cortex including cIPL (Vogt and Pandya, 1987; Schmahmann and Pandya, 1990; Cavada et al., 2000).
Head-direction cells are commonly found in the ATN (Yoder et al., 2011b; Clark and Taube, 2012). Lesions to the ATN completely abolishes head-direction tuning in the subiculum and produce spatial memory impairments. Similarly, lesions of the ATN in monkeys results in impairments in object-place memory (Parker and Gaffan, 1997). Lesions limited to the ATN in humans are rare but suggest that the ATN in humans also plays a role in relational memory (Daum and Ackermann, 1994; Schnider et al., 1996; Harding et al., 2000; Tanaka et al., 2012). Other lesion studies suggest that ATN inputs into the MTL create an independent pathway separate from RSC and PCC (Golob and Taube, 1997). Interestingly, head-direction tuning in the PostSubiculum is delayed ~30 ms relative to the ATN suggesting the subiculum receives an efference copy from the ATN as ATN signals anticipate upcoming head-direction (Taube and Muller, 1998). I could not identify any paper focusing on single unit recordings in the primate ATN. However, Tanaka found some neurons in the anteroventral ATN that were sensitive to eye position (Tanaka, 2007).

The pulvinar is widely involved in a variety of functions representing its connections to a wide distribution of brain areas. Of particular interest is the medial portion as the medial pulvinar is involved in vision, attention, and multisensory integration (Grieve et al., 2000). The medial pulvinar has reciprocal connections with the striate cortex, extrastriate cortex, posterior parietal cortex (including LIP and cIPL), temporal cortex, PFC, ACC, OFC, amygdala, and superior colliculus (Romanski et al., 1997; Grieve et al., 2000); the medial pulvinar also receives direct input from the retina. The FEF, LIP, DLPFC, and SEF are all connected to the medial pulvinar, but some areas like FEF may have stronger connections to the central/lateral pulvinar than the medial pulvinar (Barbas et al., 1991; Romanski et al., 1997). While medial pulvinar receives inputs from most of the MTL, medial pulvinar only projects to the perirhinal, parahippocampus, and entorhinal cortices (Baleydier and Mauguiere, 1985; Kondo et al., 2005; Aggleton et al., 2011).
The MTL, RSC, PCC, cIPL, STS, and PFC appear to connect to the same regions within the medial pulvinar.

Single unit recordings in the pulvinar show complex behavioral responses to eye movements, eye position, and stimulus parameters (e.g. shape and color) earlier than some cortical areas (Robinson et al., 1990; Benevento and Port, 1995; Zhou et al., 2016). Inactivation of pulvinar can cause spatial neglect and visuomotor deficits (Wilke et al., 2010). Other studies have found the pulvinar to be important for other cognitive processes such as goal-directed behavior and decision-making (Acuna et al., 1990; Komura et al., 2013). Reversible inactivation of the pulvinar leads to spatial neglect and visuomotor deficits such as deficits in hand-eye coordination in goal-directed behavior (Wilke et al., 2010). Further, human lesions studies suggest the pulvinar is important for spatial and temporal attention (Arend et al., 2008b; Arend et al., 2008a; Snow et al., 2009). Unfortunately, not all lesion studies and single unit recordings are localized to the medial pulvinar, but the pulvinar appears important for integrating multimodal information in service of goal-directed behavior particularly in visuospatial attention during eye and body movements.

In many species, the lateral posterior (LP) nucleus of the thalamus is considered an extension of the pulvinar though in primates it is more distinct. Like the pulvinar, LP has been implicated in integrating and coordinate information across the cortex, but LP’s connections appear more visual and motor-oriented than those of the pulvinar. Very little is known about the function of LP. What is known is that LP has strong connections with the parahippocampus, premotor cortex, cIPL, PCC, early visual areas, LGN, and reticular thalamic nucleus. LP also has light connections with the FEF, superficial layers of the superior colliculus, and DLPFC (Jones and Powell, 1971; Mason and Groos, 1981; Symonds et al., 1981; Rodrigoangulo and Reinososuarez, 1988; Yeterian and Pandya, 1988; Romanski et al., 1997). Both pulvinar and LP
have reach-modulated neurons in monkeys (Acuna et al., 1990). LP seems ideal for rapid visual input into the MTL and may contain eye movement-related activity due to its strong visual inputs as well as connections to cIPL and PCC.

In summary, there are many direct pathways from the higher-order thalamus to most regions within the MTL. LD and pulvinar contain strong connections to the MTL and are known to contain both eye movement and body movement related information. While LD has stronger connections to CA1 and the subiculum, the pulvinar has stronger connections to the perirhinal, parahippocampal, and entorhinal cortices. The strongest thalamic inputs, however, to the MTL are from the ATN and Re/Rh. Unfortunately, strong evidence for eye movement-related signals in the ATN and Re/Rh is missing because few primate studies have recorded neurons in these areas. However, it would not be surprising if eye movement-related signals exist as these nuclei are well connected to PCC and cIPL which do contain eye movement-related signals. Other thalamic nuclei like the IML only have weak connections to the MTL but do contain eye movement-related signals. Rather, these nuclei have strong connections to areas directly connected with the MTL like RSC, PCC, and PFC. Therefore, the IML likely regulate the input and output of the MTL.

5.4.3  
Indirect Pathway: Visuo-Medial Temporal Pathway

There may exist several indirect pathways by which eye movement-related activity may reach the MTL. In particular areas like DLPFC, FEF, and LIP exert top-down control over visual areas that are major inputs into the MTL (Noudoost et al., 2010). The thalamus also likely plays a similar role in modulating the activity of visual areas. As an example, below I will detail the role of FEF in top-down modulation of V4, but similar processes likely apply to other pathways that regulate MTL inputs. These pathways directly regulate the ebb and flow of visual information.
around the time of the saccade which in turn regulates the ebb and flow of visual activity entering the MTL.

There is strong evidence that FEF exerts top-down control over V4, which provides the major input into the parahippocampal cortex. FEF also has connections to IT which provides input to the perirhinal cortex. FEF has strong direct connections to V4 as well as indirect connections through the pulvinar (Gattass et al., 2014). The portion of V4 connected to the parahippocampus is mainly concerned with peripheral vision, and unlike the rest of the V4, these peripheral areas are heavily connected with the posterior parietal cortex suggesting that peripheral V4 is involved in visuospatial attention (Ungerleider et al., 2008). Interestingly, FEF projects to all regions of V4.

Spatial attention modulates single unit responses in V4 (Pasupathy and Connor, 1999; Roe et al., 2012; Steinmetz and Moore, 2014). Interestingly, receptive fields in V4 show presaccadic shifts towards the upcoming saccade target (Tolias et al., 2001). Microstimulation of FEF causes similar changes in V4 receptive field suggesting that presaccadic changes in V4 receptive fields may be mediated by FEF (Armstrong et al., 2006). These presaccadic shifts may lead to a perceptual enhancement observed just before the saccade (Hoffman and Subramaniam, 1995; Kowler et al., 1995; Rolfs and Carrasco, 2012). V4 also shows saccadic suppressions for non-preferred targets (Han et al., 2009; Burrows et al., 2014).

In summary, V4 responses for preferred targets at certain retinotopic locations are selectively enhanced. These enhancements occur before the saccade while suppression occurs immediately before, during, and into the beginning of the fixation period. Enhancement and suppression likely affect the ebb and flow of visual information into the MTL specifically through the perirhinal and parahippocampal cortices. FEF and V4 are great examples of an indirect
pathway, but other indirect pathways also exist that likely exhibit similar changes in activity around the time of a saccade.

5.4.4 Anatomical and Functional Bridges

Several areas are well-connected to both the oculomotor and memory networks but are not necessarily part of either. In particular, ACC and the insula form strong connections with both networks. ACC and the insula have been implicated in integrating a wide variety of information in service of various cognitive functions. Both areas appear to integrate cognitive, motor, and sensory signals. Regarding eye movements and memory, these areas could effectively send and receive information across both networks. Further, these areas are well positioned to modulate arousal and other motor functions. Given their diverse functions and anatomical connections, I suggest these areas act as additional bridges between the oculomotor and memory networks.

ACC is a large and diverse area, but all subregions of ACC are well interconnected with each other. ACC has been implicated in a variety of higher-order functions including attention, conflict monitoring, emotion, eye and body movements, learning, and reward/action-outcome evaluation (Busch et al., 2000; Paus, 2001; Ito et al., 2003; Botvinick et al., 2004). ACC has extensive connections that share many parallels to that of PCC. Interestingly, theta activity in ACC is linked to attention and error-correction indicating that ACC is part of a frontal network interconnected with the MTL involved in learning and memory (Tsujimoto et al., 2006; Young and McNaughton, 2009; Tsujimoto et al., 2010; Womelsdorf et al., 2010a; Womelsdorf et al., 2010b). Lesions to ACC cause a variety of impairments including deficits in the spontaneous initialization of movements and speech, inability to suppress inappropriate motor actions, as well as perform complex motor behaviors. Lesions to certain areas of ACC can lead to impairments of reflexive saccades and changes in other saccade statistics (Gaymard et al., 1998). ACC lesions also
cause deficits in reward-related learning (Shima and Tanji, 1998; Parkinson et al., 2000; Rushworth et al., 2003; Kennerley et al., 2006). “ACC seems to come into play when rehearsed actions are not sufficient to guide behavior” (Paus, 2001); thus ACC seems to play a role in learning new behaviors. Most single unit activity in ACC is post-saccadic and is modulated by reward expectation, prediction errors, and anticipation (Niki and Watanabe, 1979; Schall et al., 2002; Quilodran et al., 2008; Hayden et al., 2011). Further, neurons in ACC motor areas also play a role in voluntary, reward-based motor selection (Shima and Tanji, 1998). Electrical stimulation of cingulate motor areas (i.e. “cingulate eye fields”) produces body and eye movements (Mitz and Godsckalk, 1989; Luppino et al., 1991; Paus, 2001).

ACC’s role in learning is not entirely surprising since the ACC is a major output of the hippocampus, entorhinal cortex, and parahippocampus (Vogt and Pandya, 1987). ACC also has strong connections to DLPFC, OFC, amygdala, ventral striatum, VTA, other neuromodulatory areas, MDmc, ATN, and midline thalamic nuclei (e.g. Re) (Vogt et al., 1979; Vogt and Pandya, 1987; Bates and Goldman-Rakic, 1993). Other notable connections include STS, STG, cIPL, PGm, and the insula. ACC’s connections to cIPL and ATN are weaker than those of PCC. Motor areas within ACC project directly to the primary motor cortex, premotor cortex, supplementary motor areas (including SEF), DLPFC, and spinal cord. Interestingly, limbic connections (e.g. MTL) also reach the motor regions in ACC (Paus, 2001). Despite being functionally connected, FEF receives only light projects from ACC (Huerta et al., 1987; Wang et al., 2004; Lynch and Tian, 2006b; Babapoor-Farrokhran et al., 2017); most information in ACC travels through the SEF to reach the FEF (Schall et al., 2002).

As mentioned before, the function of the insula may be similar to that of ACC. Specifically, insular cortex is implicated in higher-order functions such as cognition, emotion, memory,
attention, sensorimotor integration, and reward expectation (Augustine, 1996; Nieuwenhuys, 2012). A similar role between the insula and ACC suggests similar connectivity patterns. However, while they share common connections and connections with each other, the insula seems to have stronger connections to sensory areas.

Insular cortex receives widespread connections from a variety of areas including areas that encode auditory, vestibular, somatosensory, gustatory, and visual information. In general, the insula is well connected to the amygdala, striatum, OFC, PFC, ACC, and pulvinar, cIPL, premotor and supplementary motor cortices, and perirhinal and parahippocampal cortices (Augustine, 1996); the insula is also sparsely connected to PCC and IT cortex. Most connections are reciprocal, but the three subdivision of the insula (Ig, Id, and Ia) have different connectivity patterns (Augustine, 1996; Flynn et al., 1999); the posterior portion (Ig, Id) appears to contain more visual activity. Ig is strongly connected to somatosensory areas and supplementary/premotor areas. Ig receives few inputs from the entorhinal cortex and amygdala. Ig has no apparent connections to FEF, but there are a few connections to SEF (Huerta and Kaas, 1990). Id has widespread connections illustrating its role in multisensory integration. Ia is particularly well connected with ACC, cIPL, STS, claustrum, PFC including DLPFC, perirhinal cortex, and entorhinal cortex.

Insular activity appears unrelated to saccades though the activity of many neurons appears to increase after fixation onset (Mesulam and Mufson, 1982a, b; Mufson and Mesulam, 1982; Asahi et al., 2006); perhaps the responses of insular neurons are gated by attention. Other insular neurons respond to reward expectation, visual stimuli, motor actions, sound, somatosensation, and vestibular inputs (Grusser et al., 1990; Zhang et al., 1999; Asahi et al., 2006; Mizuhiki et al., 2012). Interestingly, stimulation of the insula can cause motor movements suggesting that the insula may be important for complex sensory-motor responses (Showers and Lauer, 1961; Afif et al., 2010).
In humans, functional imaging implicates the insula in relational memory retrieval and is often co-activated with cingulate, prefrontal, and MTL networks (Fink et al., 1996; Ghaem et al., 1997; Young et al., 2012).

5.4.5  *FEF and MTL Connections*

Schall et al. suggested that a very small number of TF neurons may project to the most lateral and ventral parts of FEF (BA 45) (Schall et al., 1995). However, retrograde tracers injected into TF suggests that FEF connections to TF are almost nonexistent (Suzuki and Amaral, 1994a). Functionally speaking, the lateral parts of FEF appear to control smaller amplitude eye movements and thus are more involved with foveal vision. The more medial parts of FEF are associated with larger amplitude eye movements and are thus more involved in peripheral vision (Lynch and Tian, 2006a). Thus, FEF (BA 45) labeled in Schall et. al. would be unlikely to project to TF as TF process peripheral vision more so than foveal vision. Pandya and colleagues have shown non-FEF portions of BA 45 are connected with the parahippocampus (TF/TL) suggesting that the connections found by Schall et al. may be due to diffusion traces into non-FEF BA 45 (Yeterian et al., 2012).

Several other studies have proposed that the parahippocampal cortex (TH/TF) has monosynaptic connections with FEF (Pierrot-Deseilligny et al., 2004; Shen et al., 2016). The data used in these study comes from the CoCoMac database (Stephan et al., 2001; Kotter, 2004; Bakker et al., 2012). CoCoMac references several papers (Felleman and Van Essen, 1991; Young, 1993), but surprisingly these connection are not shown. I dug further, but no concrete connection between FEF and MTL was found. Therefore it is unlikely that the MTL has monosynaptic connections with FEF. However, there is likely functional connection between the MTL and FEF.
The neuromodulatory systems are well connected to the oculomotor and memory networks, but do these areas have anything to do with eye movements? The short answer appears to be no. There is no clear evidence of eye movement-related activity within any of neuromodulatory nuclei, but current findings suggest an indirect link between eye movements and neural activity. Nearly all neuromodulators play a role in arousal, attention, motivation, and synaptic plasticity which can modulate eye movements in the context of learning and memory. Below, I wish to briefly mention a few relevant points that may have been missed in the sections above.

Neuromodulator inputs are extremely important for shaping neural activity in both networks. The subiculum receives a large amount of input from the “locus coeruleus, median raphe nucleus, nucleus of diagonal band, and ventral tegmental area, which are the origins of noradrenergic, serotonergic, cholinergic, and dopaminergic projections to the hippocampal formation, respectively” (Ding, 2013). The hippocampus proper also receives some neuromodulatory inputs but not as much as the subiculum. Various PFC areas, thalamic nuclei, and the basal ganglia are also reciprocally connected with these neuromodulatory systems (Sara, 2009). ACC has relatively strong connections to nearly all neuromodulatory centers suggesting that ACC may exert top-down control over the excitability of much of the brain.

The locus coeruleus (LC) and the medial septum are the two most relevant areas for linking eye movements and memory. For example, LC activity is correlated with pupil diameter (Aston-Jones and Cohen, 2005), but there is “no consistent relationship between LC activity and simple eye position or direction of eye movement” (Aston-Jones et al., 1999). Interestingly, LC neurons stop firing during REM sleep but only show diminished activity during slow wave sleep (Astonjones and Bloom, 1981).
The medial septum in rodents plays an important role in regulating hippocampal theta. The medial septum innervates the hippocampus, subiculum, entorhinal cortex, and RSC with GABAergic and cholinergic fibers (Mesulam et al., 1983; Gulyas et al., 1991; Unal et al., 2015). Medial septal neurons in primates also appear to fire rhythmically in theta range (Lamour et al., 1984). Further, local field potentials in the medial septum are modulated by eye movements though single unit neurons modulated by eye movements have not been found (Sobotka and Ringo, 1997).
There exist a large number of pathways by which memory-related activity in the MTL could affect eye movements. Here, I show 15 potential cortical pathways, but many other cortical and thalamic pathways are also possible. Most pathways terminate at DLPFC or SEF, but many also terminate onto FEF. Pathways through DLPFC and ACC are relatively strong and short. A monosynaptic pathway to DLPFC may be important for inhibiting eye movements but insufficient for the generation of all types of eye movements. Pathways terminating on SEF and DLPFC by extension reach FEF by an additional synapse. Several disynaptic and trisynaptic pathways exist to LIP. For example, a weak disynaptic pathway exists through cIPL to LIP. Other potential pathways to LIP exist through ACC. However, LIPs role in the top-down regulation of eye movements seems substantially weaker than those in the PFC. Lastly, the insula (Ia and Ig) create several additional pathways by which memory signals could influence eye movements, but the strongest pathways are from Ia to ACC or DLFPC.
5.4.7 Output Pathways

There are several potential pathways by which memory influences eye movements (Figure 5.6). First and foremost the same pathways that provide the MTL with eye movement-related signals also receive strong feedback from the MTL. Thus reciprocal connections between the MTL, the thalamus, and RSC allow eye movement-related and memory information to flow in both directions. These pathways form disynaptic and trisynaptic connections between the MTL and oculomotor regions. The total number of plausible pathways is rather large as all these areas are strongly interconnected. Below, I briefly describe the pathways that I found most promising based on the inferred strength of connections and function of each area. I focus on cortical pathways as the thalamic pathways are more numerous, and I strongly believe the thalamic pathways perform a different function (see section below).

DLPFC and ACC receive modest to strong input from the MTL. DLPFC is strongly involved in the cognitive control of eye movements though DLPFC is likely involved in the inhibition and modulation rather than the generation of saccades. Thus the DLFPC forms a monosynaptic pathway by which memory can influence eye movements; however, DLPFC alone may be insufficient for generating eye movements. Instead, DLPFC can relay memory-related signals to FEF and SEF, which are involved in the generation of saccades. Similarly, ACC projects strongly to SEF and weakly to FEF. Additionally, OFC and other PFC areas receive strong inputs from the MTL, and these areas in turn project directly to DLFPC, FEF, and SEF.

Briefly, the insula provides another pathway by which memory signals may influence eye movements, but there are no direct pathways from the insula to FEF. Instead, weak pathways exist from Ig to SEF and other supplementary motor areas; however, Ig only weakly connects with entorhinal cortex. Instead, Ia is strongly connected with the MTL. Ia is interconnected with Ig
which can project to SEF or other supplementary motor areas. However, the strongest pathways through Ia are mediated by ACC or DLPFC and their respective connections. Thus, the MTL has several strong trisynaptic pathways through the insula that could influence eye movements.

Finally, as mentioned before the Parieto-Medial Temporal pathway has many reciprocal connections with the MTL. RSC, in particular, has the strongest connections with the MTL. cIPL and to a lesser extent PCC also receive some direct feedback from the MTL. Given the connectivity patterns of these areas, there are many potential routes by which memory-related signals could influence eye movements. The shortest and strongest pathway is from RSC to DLFPC. Alternatively, both cIPL and PCC project directly to SEF and DLPFC. cIPL also has light connections to FEF and strong connections to LIP. RSC projections to ACC, which in turn projects to DLPFC and SEF, also provide an additional, and meaningful pathway. Lastly, as noted before PCC has stronger connections to motor areas than RSC. Thus, strong memory signals from RSC could travel to PCC which in turn could influence multiple motor areas including SEF as well as LIP.

In summary, there exist a large number of pathways to and from the oculomotor and memory networks. Many of these pathways allow information to flow back and forth. The shortest connection between these networks is from the MTL to DLPFC, but this pathway may be insufficient for generating eye movements. Instead, interconnections within PFC, as a whole, create an ideal network which by multiple pathways into and out of it can influence eye movement and memories. Particularly important nodes include ACC, DLPFC, FEF, and SEF. The functional implications of these pathways are considered in the discussion below.
5.5 Discussion

5.5.1 The Supplementary Eye Fields and Subiculum Complex as Special Nodes for both Networks

Of all the areas described so far, I believe SEF and the subiculum have a special role in integrating memory and eye movement-related signals. ACC, DLPFC, and the FEF also play important roles (Shen et al., 2016). While ACC may not be important for generating eye movements, ACC appears to monitor the activity of many cortical areas and creates an ideal relay for the oculomotor and memory networks. DLFPC receives modest outputs from the subiculum and through Re sends information back to the MTL. Further, FEF has many potential disynaptic and trisynaptic routes to and from the MTL. Nonetheless, from a functional standpoint, SEF and DLFPC seem to be more interconnected with the MTL than FEF. Further, in the context of memory, SEF and DLPFC are functionally more interesting. Below, I describe my thoughts in relation to those of Shen and colleagues who suggest FEF and DLFPC are the most important nodes.

Shen and colleagues suggest that FEF and DLPFC are particularly well-suited for communicating information between the memory and oculomotor networks. Further, these areas are well connected with premotor neurons in the reticular formation, and thus they have direct influence over the generation of the eye movements. DLPFC receives modest input from the subiculum creating a shorter pathway than FEF which receives memory-related activity from the MTL through disynaptic connections only. They also found high communicability between memory and oculomotor networks via many other areas including the pulvinar, V2/V4, cIPL, perirhinal and parahippocampal cortices, insula (Ig), ACC, DLPFC, OFC, and other PFC area.
They suggested these areas, through CA1 and the subiculum, form disynaptic connections with FEF. In their analysis LIP was only marginally communicable with both networks.

In general, I agree with their findings that several areas are highly communicable across the memory and oculomotor networks, but further scrutiny of their results is needed. In particular, I believe they need to rethink some of their connective patterns. First, the hippocampal output to V2/V4 is minimal; while V4 has strong connections to the parahippocampal and perirhinal cortices, there are no apparent connections with CA1, subiculum, or entorhinal cortex (Ninomiya et al., 2012). Second, as mentioned above the parahippocampal and perirhinal cortices are not connected to FEF. Third, ACC is weakly connected to FEF. Fourth, insular cortex (Ig) only receives light connections from entorhinal cortex and other MTL areas; it is Ia that is strongly connected to the MTL and PFC; and Ig does not have connections with FEF but weak connections with SEF. In summary, the only meaningful disynaptic connections to the FEF are through DLPFC, other PFC structures, OFC, and [medial] pulvinar. PCC and RSC are also potential candidates but PCC only receives minor feedback from the MTL and RSC has weaker connections to motor areas.

The results from Shen and colleagues are still meaningful but need to be accepted only after careful consideration. Some of the issues arise from the CoCoMac database others arise for the strength of the connections that were not considered. After these considerations, disynaptic connections from the MTL to FEF may not be as impactful as once considered. Rather, other connection schemes are more reasonable. Instead, the SEF and DLPFC have stronger and more meaningful connections between the oculomotor and memory networks. These areas in turn project directly to FEF but focusing on these nodes have different implications. In their analysis, SEF and DLPFC have high communicability with both networks with DLPFC have stronger
communicability than even FEF (Shen et al., 2016). Higher communicability with SEF than FEF may be plausible if we take into account the considerations above. I will not further discuss DLFPC, but DLPFC may play a similar role to SEF.

Why would SEF be more important than FEF? SEF has been implicated in learning and the production of motor sequences (Chen and Wise, 1997; Histed and Miller, 2006). Further, low threshold stimulation of SEF evokes neck, forelimb, and eye movements to fixed points in space rather than retinotopic coordinates (Abzug and Sommer, 2017). Thus, SEF may code information in allocentric coordinates (Olson and Gettner, 1995). In contrast, FEF encodes eye movements in retinotopic coordinates with some degree of head-centered bias (Caruso et al., 2017).

These functional characteristics make SEF an ideal target for the interaction between eye movements and memory. Navigation requires the coordination of several movements (e.g. walk 10 ft. then turn left) in sequence rather than say a single movement (e.g. take 1 step). Efficient navigation in familiar environments requires the MTL, but for spatial information in the MTL to influence behavior, this information must be sent elsewhere. Spatial information in the MTL is likely sent to PFC, ACC, DLPFC, posterior parietal cortex, RSC, and PCC (indirectly). These areas can combine the memory information in the MTL with visual, postural, motivational, and other forms of information that define the current physical and cognitive state of the animal. SEF can then integrate the combined information across these areas through its direct connections to them. Within SEF, this information could be used to form a motor plan to produce a sequence of eye and body movements. Individual eye movements are then produced by sending the motor plan to FEF and superior colliculus.

Anatomically speaking, DLPFC and the SEF are also good targets for the interaction between the oculomotor and various memory systems outside of the MTL. In particular, the
networks formed by DLPFC and the SEF are strongly connected to the basal ganglia (caudate), cerebellum (through the pons), and various thalamic nuclei involved in other forms of learning and memory (Shook et al., 1988; Huerta and Kaas, 1990; Shook et al., 1990, 1991; Cavada et al., 2000; Schall et al., 2002; Lynch and Tian, 2006a). Thalamic connections include all subdivisions of MD, area X, and the ventralanterior nuclei; area X and the ventralanteior nuclei are strongly connected with the cerebellum and basal ganglia, respectively. Thus, DLFPC and the SEF form an ideal node by which various learning and memory systems can interact to influence behavior.

The canonical model that information in the MTL is processed in a serial and hierarchical fashion is vastly oversimplified. Inputs into the MTL occur within almost all subregions to a varying degree. Of particular interest is the subiculum complex which has approximately equal amounts of input and output. In rodents, certain subicular subdivisions (Pre-, Para-, and PostSubiculum) are the main sources of head-directions signals from the ATN to the MTL. Head-direction signals in the ATN are predictive of head movements while subiculum activity reflects head movements in real time. In other words, the ATN sends a corollary discharge signal to the MTL through the subiculum. The subiculum also has strong connections to other thalamic nuclei include the midline nuclei (Re/Rh), IML, and LD. Also, these subicular subdivisions also have direct, reciprocal connections with the MEC, LEC, cIPL, DLPFC, and RSC, PCC, ACC, V1/V2, parahippocampus, perirhinal, TEO, claustrum, and OFC.

Direct inputs into the MTL that bypasses the classical circuitry may be important for integrating cognitive and spatial information in real time. It’s unclear whether these direct inputs give rise to spatial representations throughout the MTL. Instead, direct connections may carry corollary discharge signals required to update spatial representations in real-time. Alternatively, these connections may be important for timing signals that are necessary for communicating with
various cortical and subcortical areas involved in encoding, retrieval, and consolidation of memories. Regardless of their specific function, these direct inputs likely play an important role in shaping the output of the MTL.

5.5.2 Functional Implications of the Anatomy

The anatomical connections to and from the MTL that give rise to spatial representations have many functional implications. In particular, the same pathways appear to exist in both rodents and primates. However, there exist major differences in the quantitative distribution of certain connections. For one, in primates, there is an abundance of visual and visuospatial inputs into the MTL whereas in rodents visual inputs are balanced by olfaction, somatosensation, and audition. These anatomical differences suggest that the hippocampus in primates should carry more visual information than in rodents. While little is known about the connections in humans, visual processing also occupies a disproportionate amount of neocortex in comparison to other sensory modalities. Despite differences in the inputs to the MTL the connection patterns with the MTL are mostly conserved across species. The conservation of the connections within the MTL suggests that the MTL is processing information in a fundamentally similar way across species.

In primates, the same areas that process visuospatial representations that feed into the MTL also process body movements in conjunction with eye movements. This implies that eye movement information should also reach the MTL. Not surprisingly, there are several primate studies that find gaze-based representations in the MTL that encode eye position and eye movements (Ringo et al., 1994; Rolls, 1999; Nowicka and Ringo, 2000; Killian et al., 2012; Killian et al., 2015; Wirth et al., 2017). It is very important to understand that the same pathways that carry eye movement information are also the same pathways that provide information about physical
movements to the MTL in rodents. Additional pathways are not necessary to explain the differences between rodents and primates.

The differences between spatial representations identified in rodents and primates suggest that the sensorimotor processes used in each species to actively explore their environments inevitably influence the type of spatial representations that develop in the MTL. Rodents use sniffing and whisking to explore their environments up close while primates use eye movements to efficiently explore space from afar. In both species, other sensory modalities still play important roles in shaping spatial representations within the MTL. It is entirely plausible that spatial representations in primates could encode the physical position of the monkey in space, but gaze-related information should not be ignored. Lastly, recent evidence from bats suggests that the hippocampal place code is different for different sensory modalities (Geva-Sagiv et al., 2016). These findings highlight the importance of active sensing in shaping spatial representations in the MTL.

The relative amount of neocortex in primates devoted to visual processing also may influence the organization of inputs into the MTL. In particular, RSC, PCC, ACC, PFC, perirhinal cortex, parahippocampal cortex, and entorhinal cortex are relatively expanded in comparison to these areas in rodents (Andersen, 2007). The implications of these expansions are unknown but could have several effects. One, the expansion of these cortical areas could signify that the hippocampus and other MTL structures are less important for certain types of spatial memory such as spatial working memory. Lesions to the hippocampus in rodents produce deficits in many spatial working memory tasks, but lesions to the hippocampus in primates produce less consistent results (Sapiurka et al., 2016). Second, expansion of these areas may simply imply that secondary visual processing occurs outside unimodal visual areas thus more processed visual information enters the
MTL in primates. Third, the computational demands of representing space at a distance (i.e. gaze-modulated representations) may require more cortical processing power than representing the physical position of an animal in space.

There are many convergent and divergent pathways into and out of the MTL, but why are there so many pathways? One plausible reason is that the multiple loops formed across the cortex, thalamus, and striatum may be important for learning. These loops could provide both positive and negative feedback signals which are important for learning. Alternatively, various loops could be involved in different cognitive processes, and by having many converging and diverging connections, the MTL can flexibly engage in different cognitive tasks. Thalamic connections to a wide variety of areas could help with interareal communication. Lastly, another possibility is that different loops are important for different types of learning and memory. For example, connections to the ventral stream may be engaged during perceptual learning while connections to the PFC may be involved in spatial working memory. Overall, the widespread connections of the MTL and functions ascribed to it suggest that the MTL is flexibly engaged in a variety of processes and that these loops likely aid in the diverse cognitive functions of the MTL. The diverse loops also allow the MTL to interact with nondeclarative learning systems and potentially facilitate nondeclarative learning at its earliest stages, though the MTL is not necessary for nondeclarative learning (Squire, 1992).

Several stages of processing are necessary to transform egocentric representations into allocentric representations. If the MTL in primates truly encodes spatial information in an allocentric reference frame, then direct connections to the oculomotor network would never make sense. Allocentric spatial information must first be transformed into egocentric representations. This transformation could occur in a variety of brain regions including RSC. Once in an egocentric
reference frame, information must then be transformed into retinotopic coordinates. Gain fields allow for single-step transformations once in information is represented in an egocentric reference outside of the MTL (Smith and Crawford, 2005; Blohm et al., 2009), but additional steps may also be required. On the other hand, areas like SEF already appears to code information in allocentric coordinates negating the need for several transformations; however, eventually, the information must be transformed into retinotopic coordinates. Essentially, the need to transform information back into retinotopic coordinates from allocentric coordinates requires several processing stages likely mediated by several brain areas. The number of areas necessary for this transformation depends on the pathway of interest. This strongly implies at least disynaptic if not trisynaptic pathways between the MTL and oculomotor regions. However, full transformations may not be necessary as learning may occur optimally in certain reference frames.

5.5.3 Future Directions

More anatomical and functional studies are needed to elucidate the connections between the memory and oculomotor networks. Many questions still remain unanswered. Are there more anatomical pathways into and out of the MTL than described here? What specific role do the thalamic nuclei play? Do certain pathways provide greater spatial information than others? Is the spatial information that each pathway carries similar? Do different neurons within each brain region connect to different brain regions or do they send collaterals to multiple regions? Lastly, do SEF, DLPFC, and the MTL truly project to the same subdivisions of MD?

A large amount anatomy was done in the 1980’s and 1990’s, but critically much more work still needs to be done. In particularly, double and triple labeling studies would be particularly useful to determine if the same neurons in, for example, DLPFC receive input from the subiculum, ACC, and SEF or are these distinct subpopulations? Improved viral vectors can begin to target specific
genetic subpopulations to understand at the very least whether connections are onto inhibitory or excitatory neurons. Targeting of specific subregions within each area could also be plausible. Transgenic primates would also be useful for mapping anatomical and functional connections between areas.

In addition to understanding the anatomy better, a greater understanding the function of areas within the primate MTL is necessary. Many primate physiologists have focused on trying to replicate rodent findings, but the primate contains a different type of spatiotemporal information. Instead, unique experiments directly aimed at understating the MTL in primates is necessary. Further, many of the ongoing MTL experiments are overly complex and undermine our ability to create a mechanistic understanding of the function of the MTL. The oculomotor network is only as well understood as it is today because researchers have built their understating from the ground up first using extremely simplistic experiments. Now that a basic mechanistic understanding exists, researchers can assess the role of these areas in more complex and naturalistic behaviors. Truly understanding the MTL in primates is going to require a similar approach. Part of this approach will require creating a better understanding the direct and indirect pathways.
Chapter 6. DISCUSSION

6.1 FUTURE DIRECTIONS: VIEWING BEHAVIOR AS FORAGING STRATEGY

We can think of viewing behavior as a foraging strategy where monkeys gather visual information (e.g. Chapter 3). Two types of behaviors define foraging strategy: exploration and exploitation. Explorative behaviors are optimized for gathering new information as quickly as possible. Exploitative behaviors are optimized by previously obtained information and used to gain a better and more detailed understanding one’s environment. I hypothesize that viewing behavior during novel image presentations is characterized by exploration while memory for a stimulus shifts behavior towards exploitation. Further, I hypothesize that the hippocampus and other MTL structures are the sources of this stimulus memory.

In addition to my work, previous studies have shown that long-term stimulus memory (i.e. relational memory) correlates with changes in viewing behavior (Kaspar and Konig, 2011; Gameiro et al., 2017). Specifically, long-term stimulus memory correlates with increases in fixation durations and decreases in saccade amplitudes (e.g. Figure 4.5). Shorter fixation durations and larger amplitude saccades have been associated with exploration while longer fixation durations and shorter amplitude saccades have been associated with exploitation (Kaspar and Konig, 2011; Gameiro et al., 2017). Long-term memory also changes the distribution of fixation locations, potentially biasing observers towards new fixation locations during repeated image presentations (Kaspar and Konig, 2011; Gameiro et al., 2017). Combined, these results suggest that memory exerts control over the spatial and temporal patterns of eye movements.

Measures of fixation durations, saccade amplitudes, and fixation locations only assess individual spatial and temporal components of behavior, but we must assess behavior as a whole
to test the foraging hypothesis. Eye movements do not occur in isolation. Instead, consecutive eye movements interact with each other in space and time. Thus we must find measures that explain the spatiotemporal pattern of eye movements for a whole scan path. There are many methods for doing this (Coutrot et al., 2017). However, many are convoluted, computationally expensive, or difficult to relate to cognition. Below, I focus on recurrence quantification analysis which meets the above requirements necessary to test the foraging hypothesis.

Scientists first developed recurrence analysis to understand complex, nonlinear systems (Webber Jr and Zbilut, 2005), but researchers have recently applied recurrence analysis to scan paths (Anderson et al., 2013). Recurrence analysis is akin to calculating the autocorrelation of the states of a system. When analyzing viewing behavior, fixation locations are the discrete states of the scan path. Unfortunately, recurrence does not include measures such as fixation durations but instead analyzes ordinal fixation patterns. Recurrence analysis can also be used to quantify the similarity between two scan paths (Anderson et al., 2015); this type of recurrence analysis is called cross-recurrence and is analogous to cross-correlation.

Two fixations are recurrent if their locations are similar within a certain distance; I use a threshold of two degrees of visual angle, as this is consistent with the literature (Anderson et al., 2015). Figure 6.1 shows a recurrence plot for a single, hypothetical scan path. The recurrence plots are symmetrical, and the line of incidence (i.e. the central diagonal) is always one as in autocorrelation plots. The x- and y-axes are ordinal fixation number. Ones (yellow squares) represent recurrent fixations while zeros (blue) represent non-recurrent fixations.
Figure 6-1: Recurrence Plots
A) A hypothetical recurrence plot illustrating recurrent fixations as yellow squares. Like an autocorrelation, the central diagonal (line of incidence) is always one. B) Diagonal patterns parallel to the line of incidence represent forward retraces. C) Diagonal patterns perpendicular to the line of incidence represent reverse retraces. D) Horizontal and vertical patterns represent laminar fixations. E) Recurrent fixations close to the line of incidence represent locally-oriented behavior (i.e. exploitation). F) Recurrent fixations far from the line of incidence represent globally-oriented (i.e. exploration) behavior.
Recurrence analysis is both a graphical and quantitative method. Visual inspection of a recurrence plot readily depicts several spatiotemporal patterns. The pattern of 1’s and 0’s in recurrence plot can also be quantified using several measures. The four most common measures are recurrence rate, determinism, laminarity, and center of recurrence mass.

The recurrence rate measures the number of observed recurrent fixations divided by the total number of possible recurrent fixations. In other words, the recurrence rate represents the percent of fixations that occur at previously fixated locations. Recurrence rates are typically around 5% and occur approximately two times more likely than chance (data not shown).

Determinism measures sequences of recurring fixations. Determinism is represented by diagonals in the recurrence plots (Figures 6.1B & 6.1C), which are sequences typically composed of three fixations (data not shown). Diagonals parallel to the line of incidence illustrate forward retraces in which observers scan the same fixation locations in the same order (Figure 6.1B). Conversely, diagonals perpendicular to the line of incidence illustrate reverse retraces in which observers scan the same fixation locations in the reverse order (Figure 6.1C). Retraces may be particularly useful for encoding information as they grant observers additional opportunities to strengthen previously encoded information. Further, reverse retraces may also demonstrate a behavioral correlate of retrieval. Consequently, I expect reverse retraces to be more prevalent during repeated presentations.

Laminarity represents fixation locations that are fixated multiple times. Laminar fixations are represented by horizontal and vertical patterns in the recurrence plots (Figure 6.1D). Laminarity is unlikely to be correlated with memory in the free viewing of images. Instead, particularly interesting image locations (e.g. salient locations) likely draw observers to the same location multiple times.
The center of recurrence mass, or CORM, measures the spatiotemporal distribution of fixation locations. Recurrent fixations close to the line of incidence produce smaller CORM values and represent locally-oriented behavior (i.e. exploitation) (Figure 6.1E). Conversely, recurrent fixations far from the line of incidence produce larger CORM values and represent globally-oriented behavior (i.e. exploration) (Figure 6.1F).

The four recurrence measures above describe eye movement patterns in individual scan paths, but recurrence plots averaged over many scan paths can illustrate additional factors that influence behavior across many scan paths. Below, I use data from ~2,000 scan paths collected from 4 monkeys during the free viewing of novel and repeated images. This task is nearly identical to the task described in Chapter 4. The average recurrence plot across these 2,000 scan paths reveals several additional patterns of eye movements (Figure 6.2). The four recurrence measures do not explicitly quantify these emergent patterns.

First, during both novel and repeat image presentations, I observe a large number of recurrent fixations parallel to the line of incidence but offset by one fixation. These recurrent fixations represent what are called 1-backs. In essence, an observer fixates location X, then fixates location Y, and then returns to fixation location X on the following fixation. Not surprising, 1-backs and other n-backs are common in free viewing paradigms (Wilming et al., 2013). Overall, 1-backs occur on approximately 11% of fixations. I did not observe a large number of 2-backs or 3-backs in this task, but some of our other data sets contain a larger number of n-backs (data not shown). The 1-back rate is similar (ks-test, p > 0.5) for novel and repeat image presentations (data not shown). Regarding memory formation, 1-backs may be useful for building and examining spatial relationships between viewed items.
The average recurrence plots show additional factors that influence behavior across many scan paths. The color bar represents the percent of fixations that are recurrent. Note I replaced the line of incidence with white pixels, which are neutral. A) The average recurrence plot for novel image presentations contains a large number (~11%) of recurrent fixations parallel to the line of incidence that represents 1-backs. B) A second recurrence pattern is clear after I replace the n-backs with white pixels. These recurrent fixations are just as strong as the 1-backs but more diffuse. These recurrences far from the line of incidence represent long-range returns similar to the inhibition of return modeled in Chapter 3. C) During repeat presentations, the rate of long-range returns decreases, but there are a small number of long-range returns for the first few fixations which occur at highly salient locations. Repeat presentations contained a similar pattern of n-backs (not shown). D) To further illustrate the influence of long-term stimulus memory, I subtracted the average recurrence plot for scan paths during novel image presentations from the average recurrence plot for scan paths during repeat presentations. Compared to novel image presentations, repeat presentations contain more local recurrences close to the line of incidence and a decrease in the number of long-range recurrences.
Figure 6-3: Recurrence Measures for Novel and Repeat Scan Paths

The four common recurrence measures show differences in eye movement patterns between novel and repeat presentations. A) Scan paths during novel image presentations are significantly (paired t-test, p < 0.05) more globally oriented than during repeat presentations. B) The recurrence rate and (C) laminarity do not change with stimulus novelty. The cross-recurrence for laminarity suggest that monkeys fixate many of the same fixation locations across presentation type. D) Forward retraces are more prevalent during novel image presentations (ks-test, p < 0.05), but reverse retraces (E) are more common during repeat presentations (ks-test, p < 0.05). The cross-recurrence analysis suggests that during repeat presentations, monkeys retrace previous scan paths only in the forward direction.
A second pattern emerges when I remove the $n$-back pattern (Figure 6.2B). The second pattern represents long-range returns similar to the inhibition of return modeled in Chapter 3. This pattern of long-range returns is not weaker than the 1-backs but simply more diffuse; long-range returns do not occur for fixed pairs of ordinal fixations. Long-range returns represent recurrent fixations separated by approximately 15 fixations or 4 seconds. Essentially, the monkey spends the first 3.5 seconds exploring new parts of the image, and then the monkey returns to locations that they fixated at the beginning of the trial. During repeat presentations, the rate of long-range returns decreases (Figure 6.2C); there are a small number of long-range returns for the first few fixations which occur at highly salient locations. To illustrate the difference between novel and repeat scan paths, I subtracted the average recurrence plots for the novel scan paths from the repeat scan paths. Scan paths during repeat presentations contain more recurrent fixations close to the line of incidence and fewer long-range recurrences (Figure 6.2D).

These results suggest that globally oriented behavior (i.e. exploration) describes scan paths during novel presentations while locally oriented behavior (i.e. exploitation) describes scan paths during repeat presentations. Indeed, using CORM, scan paths during novel image presentations are significantly (*paired t-test, $p < 0.05$) more globally oriented than scan paths during repeat image presentations (Figure 6.3A). Other recurrence measures show only weak effects of stimulus novelty (Figure 6.3). Specifically, stimulus novelty affects the forward and reverse retrace rates (*ks-test, $p < 0.05$): forward retraces are more prevalent during novel image presentations (Figure 6.3D) while reverse retraces are more prevalent repeat presentations (Figure 6.3E).

A cross-recurrence analysis shows that repeat scan paths rapidly diverge from novel scan paths: only the first few fixations are similar in location and order (Figure 6.4). There is also an
elevated recurrence rate along the line of incidence. From the four common recurrence measures, the line of incidence likely represents forward retraces (Figure 6.4D). Reverse retraces are uncommon. Furthermore, the laminarity measure suggests that many of the same locations are being revisited.

It is interesting that I find sequences of eye movements in the behavior and sequences of neural activity aligned to eye movements in the hippocampus, but is there a link between the two? Do eye movement patterns correlate in any manner with memory or hippocampal neural activity? For a preliminary analysis, I took data from the same four monkeys who performed a scene manipulation task (Smith et al., 2006b; Smith and Squire, 2008b) and asked whether certain spatiotemporal patterns of eye movements subsequently predict memory (Figure 6.5A). I used the scene manipulation task because we have a good measure of hippocampal-dependent memory in this task. In the scene manipulation task, a novel image presentation is followed by the presentation of a repeated image in which nothing has changed, an image in which one object was replaced with another object, or an image in which one object was moved to a different part of the image. In agreement with human behavior (Smith et al., 2006b; Smith and Squire, 2008b), monkeys spend significantly ($t$-test, $p < 0.05$) more time looking at the replaced and moved objects compared to objects that were not manipulated (Figure 6.5A). Here, the object and immediate area around the object is termed the region of interest (ROI).

First, I took the four recurrence measures, fixation durations, and saccade amplitudes, for ~2200 novel scan paths ($n = ~700$ for each presentation type). I then projected these 6D values into a 1D space using PCA because I hypothesize that memory is only changing one variable, foraging strategy. Then, I split the novel scan paths into “good” and “bad” mnemonic behaviors by taking the top and bottom 33% of the 1D space, respectively. “Good” mnemonic behaviors
Figure 6-4 Cross-Recurrence between Novel and Repeat Scan Paths
Analysis of the average cross-recurrence plot between novel and repeat scan paths suggests that only the first few fixations are similar in location and order across presentation type. The first few fixations are also often at the most salient locations suggesting that the first few fixations are similar due to the influence of bottom-up salience. Note the diagonal in cross-recurrence is meaningful and suggests there is an abundance of forward retraces throughout the image presentation. The scale bar represents the percentage of fixations that are cross-recurrent.
Using the four common recurrence measures, fixation durations, and saccade amplitudes, I divided novel image presentations into trials with “good” and “bad” mnemonic behavior. I then asked if “good” behavior during novel image presentations subsequently predicted memory better than “bad” behavior. 

A) In a scene manipulation task, “good” mnemonic behavior lead to an increase in looking time in the manipulated region of interest (ROI) compared to “bad” mnemonic behavior (t-test, p < 0.05). Similarly, “good” mnemonic behavior lead to a decrease in looking time in the ROI during repeated presentations.

B) I also applied this analysis to LFPs recorded in the hippocampus during a free viewing task with novel and repeat image presentations (see Chapter 4). “Good” mnemonic behavior was associated with a greater separation in the LFPs for novel vs. repeat presentations. Conversely, there was a smaller and later difference in the LFPs for novel vs. repeat presentations in trials with “bad” mnemonic behavior. Shaded regions represent significant time points calculated using bootstrapping and corrected for multiple comparisons, p < 0.05.

**Figure 6-5: Recurrence and Subsequently Memory**
are behaviors that are useful for encoding information into memory, while “bad” mnemonic behaviors are behaviors that are bad for encoding information into memory.

Surprisingly, certain spatiotemporal patterns of eye movements during novel image presentations correlate with a decrease in looking time in the region of interest during repeat presentations and an increase in looking time in the region of interest during manipulated presentations (Figure 6.5A). The direction of these effects strongly supports the hypothesis that certain spatiotemporal patterns of eye movements are important for encoding information into memory. It has yet to be determined which components of this 6D space subsequently predict memory. However, fixation durations and the locality of the recurrent fixations, as measured by CORM, appear to play a substantial role in predicting subsequent memory.

Finally, I performed the same analysis on the neural data from Chapter 4. Unfortunately, there was not enough statistical power to perform this analysis on individual neurons, so instead, I performed this analysis on LFPs (Figure 6.5B). For each recording session (n = 84), I determined whether novel trials contained “good” or “bad” mnemonic behavior by taking the top and bottom 33% of the 1D space. Then, I calculated the average stimulus-evoked LFPs across all the “good” novel trials; similarly, I calculated the average stimulus-evoked LFPs for the repeated image presentations of these “good” novel trials. I then performed a bootstrapping analysis to determine if the evoked LFPs were significantly different across novel and repeat image presentations. The same analysis was performed for “bad” image trials separately. For “good” mnemonic behavior trials, there was a large separation in the LFPs, but for “bad” mnemonic behavior trials, there was a smaller and later separation in LFPs. These results suggest that the recurrence analysis can accurately measure the behavioral effects of long-term stimulus memory reflected in the
hippocampal LFPs. Future work is necessary to determine if these memory signals are only present in the hippocampus or whether they simply reach the hippocampus through its connections.

In conclusion, recurrence analysis simply and beautifully summarizes all of our previous findings in one analysis. In particular, recurrence analysis supports our hypothesis that foraging strategy explains free viewing behavior as a search for visual information. Further, recurrence analysis has the potential for measuring the influences of hippocampal-dependent memory on viewing behavior. Likewise, recurrence analysis could be useful for understanding neural data collected during free viewing tasks. The neural data in Chapter 4 suggests that the hippocampus may encode spatiotemporal sequences reflecting the sequences of eye movements observed in the behavior. The final recurrence analysis (Figure 6.5) suggests that certain patterns of eye movements are important for encoding information in the hippocampus. Thus, I ultimately hypothesize that the spatiotemporal patterns of activity I observe in the hippocampus are essential for the formation of relational memories and that certain patterns of eye movements help the hippocampus build a spatial representation of the visual environment. Additionally, these patterns of eye movements could be used by several other brain regions for perception and other cognitive processes.

6.2 CONCLUSION

My results suggest that viewing behavior is a dynamic process driven by multiple factors including bottom-up salience, oculomotor constraints, working memory in the form of inhibition of return, and long-term stimulus memory (i.e. relational memory). At first, viewing behavior during novel image presentations can be explained by globally-oriented behavior (i.e. exploration), but then long-term stimulus memory shifts behavior towards a locally-oriented state (i.e.
exploitation). Further, eye movements subsequently affect memory and modulate neural activity in the hippocampus. These results demonstrate a reciprocal relationship between eye movements and memory. As illustrated in Chapter 5, there are a sufficient number of pathways by which information could flow between the oculomotor and memory networks to explain these results. Future work will have to determine whether the hippocampus is causally involved in the behavioral signatures of memory observed in this thesis.

My results highlight the importance of active sensing in organizing neural activity in the hippocampus. Rodents primarily use sniffing and whisking to explore their environments up-close; not surprisingly, sniffing and whisking play an important role in organizing hippocampal activity during active olfactory-based exploration (Grion et al., 2016; Kleinfeld et al., 2016). On the other hand, primates use eye movements and vision to explore their environment from afar. Therefore, one would hypothesize that spatial representations in primates would be different from those in rodents and include some dependence on eye movements. Indeed, I show that the hippocampus contains gaze modulated spatial and contextual representations. Moreover, eye movements temporally organize these spatial and contextual representations. Many other studies have also shown that eye movements play an important role in organizing neural activity in the primate hippocampus (Ringo et al., 1994; Hoffman et al., 2013a; Jutras et al., 2013a). Further support for the active sensing hypothesis also comes from hippocampal recordings in bats (Ulanovsky and Moss, 2007; Finkelstein et al., 2015; Geva-Sagiv et al., 2016). First, spatial representations in flying bats represent the 3D position of the bat. Second, bats have different place codes for visual exploration and exploration using echolocation.

Despite the differences in how the hippocampus represents space in each species, there are many similarities across species including how individual neurons conjunctively code space with
non-spatial information (e.g. time and context). This combination of spatial, temporal, and contextual information is necessary to formation relational memories. These functional similarities suggest that the neural mechanisms of memory are conserved across species. Consistent with this interpretation, the anatomy of the hippocampus and MTL are largely conserved across species. However, the inputs to the hippocampus and MTL are much more visual in primates than in rodents. The large proportion of neocortex devoted to visual processing in primates corresponds with how primates primarily use eye movements and vision to explore their environments. Therefore, we should expect to find different types of spatiotemporal information in the hippocampus of every species, yet we should expect the hippocampus to perform a similar function in every species.

Modeling work may aid in understanding these differences across species, but models of spatial representations in the primate hippocampus are scarce. At the very least these primate models need to include eye movements. Further, the work presented in the Future Directions section suggests that these models need to include realistic patterns of movements as visual exploration is structured, and the structure of these patterns influences memory encoding. At least one modeling paper emphasizes that the brain may even build spatial representations governed by the structure of the animal’s movements (Franzius et al., 2007).

In conclusion, the hippocampus encodes the information necessary to build a mental representation of one’s environment in service of creating memories. The hippocampus of each species contains ethologically relevant spatiotemporal information reflecting how each species actively explores their environment. Thus future work in primates should focus on understanding the hippocampus as it relates to ethologically relevant behaviors in primates. In essence, primates
are not simply large rodents. Nonetheless, we can use rodents to understand the neural mechanism of memory because the structure and function of the MTL are conserved across species.
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