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Reinforced polymeric composites are an increasingly utilized material with a wide range of applications. Fiber reinforced polymeric composites, in particular, possess impressive mechanical properties at a fraction of the weight of many other building materials. There will always, however, be a demand for producing lighter, stiffer, and stronger materials. Understanding the mechanism of adhesion and ways to engineer the reinforcement-matrix interphase can lead to the development of new materials with improved mechanical properties, and even impart additional functionality such as electrical conductivity. The performance of reinforced polymeric composites is critically dependent upon the adhesion between the reinforcement and the surrounding polymer. The relative adhesion between a filler and a thermoplastic matrix can be predicted using calculable thermodynamic quantities such as the Gibbs free energy of mixing. A recent model, COSMO-
SAC, is capable of predicting the adhesion between organo-silane treated glass surfaces and several thermoplastic materials. COSMO-SAC uses information based on the charge distribution of a molecule’s surface to calculate many thermodynamic properties. Density functional theory calculations, which are relative inexpensive computations, generate the information necessary to perform the COSMO-SAC analysis and can be performed on any given molecule. The flexibility of the COSMO-SAC model is one of the main advantages it possesses over other methods for calculating thermodynamic quantities.

In many cases the adhesion between a reinforcing fiber and the surrounding matrix may be improved by incorporating interphase modifiers in the vicinity of the fiber surface. The modifiers can improve the fracture toughness and modulus of the interphase, which may improve the stress transfer from the matrix to the fiber. In addition, the interphase modifiers may improve the mechanical interlock between the fiber surface and the bulk polymer, leading to improved adhesion. In recent years, the use of so called “migrating agents” have been used to self-assemble nanoparticle reinforced fiber-matrix interphases in thermosetting resin systems. The inclusion of a modest amount of thermoplastic migrating agent can lead to the formation of a self-assembled interphase, without causing aggregation of nanoparticles in the bulk phase. Formulations containing excess migrating agent, however, can induce aggregation in the bulk of increasing severity with increasing migrating agent concentration. Several techniques were used to study the mechanism by which the migrating agents operate including, scanning electron microscopy, and in situ fluorescence microscopy. The self-assembly mechanism by which migrating agents operate is described well by depletion forces, which are depend on the geometry of the approaching objects, as well as the migrating agent molecular weight and concentration.
# TABLE OF CONTENTS

List of Figures .................................................................................................................. ix

List of Tables ................................................................................................................... xv

Chapter 1. Overview of Adhesion and Engineered Interphases in Reinforced Composites .... 1

1.1 Reinforced Polymeric Composites .............................................................................. 1

1.2 Engineered Interphases in Fiber Reinforced Composites ........................................ 5

1.2.1 Introduction ........................................................................................................... 5

1.2.2 Grown Interphases ............................................................................................. 8

1.2.3 Deposited Interphases ......................................................................................... 12

1.2.4 Self-Assembled Interphases ................................................................................ 19

1.2.5 Summary ............................................................................................................. 29

1.3 References ............................................................................................................... 31

Chapter 2. Predicting Adhesion in Particle Filled Thermoplastics Using COSMO-SAC .... 41

2.1 Abstract .................................................................................................................... 41

2.2 Introduction ............................................................................................................. 42

2.3 Materials and Methods ............................................................................................ 44

2.3.1 Lists of Compounds Investigated ...................................................................... 44

2.3.2 Sigma Profile Generation via DFT ........................................................................ 45

2.3.3 COSMO-SAC Theory and Calculations ............................................................... 46

2.4 Results and Discussion ........................................................................................... 50

2.5 Conclusions ............................................................................................................ 55
Chapter 3. In situ Observation of a Self-Assembled Fiber-Matrix Interphase ........................................... 58

3.1 Abstract ........................................................................................................................................ 58

3.2 Introduction .................................................................................................................................. 58

3.3 Materials and Methods .............................................................................................................. 60

3.3.1 Nanoparticle Synthesis and Functionalization .................................................................. 60

3.3.2 Sample Preparation and Observation .................................................................................. 62

3.3.3 Analysis of Fluorescent Images .......................................................................................... 64

3.4 Results and Discussion ............................................................................................................ 65

3.5 Conclusions ............................................................................................................................... 69

3.6 References .................................................................................................................................. 70

Chapter 4. Self Assembled Nanoparticle-Rich Interphases Using Migrating Agents ......................... 72

4.1 Summary ...................................................................................................................................... 72

4.2 Introduction .................................................................................................................................. 72

4.3 Experimental ............................................................................................................................... 75

4.3.1 Materials ............................................................................................................................... 75

4.3.2 Resin Formulation ................................................................................................................ 76

4.3.3 Sample Preparation .............................................................................................................. 76

4.3.4 Scanning Electron Microscopy ........................................................................................... 77

4.3.5 Post-Processing SEM images ............................................................................................. 77

4.4 Depletion Theory ........................................................................................................................ 77

4.5 Results ......................................................................................................................................... 80
Chapter 5. Effects of a Self-Assembled Fiber-Matrix Interphase on Adhesion ......................................................... 86

5.1 Abstract .................................................................................................................................................................. 86
5.2 Introduction ........................................................................................................................................................ 86
5.3 Measuring Fiber-Matrix Adhesion ....................................................................................................................... 87
  5.3.1 Delamination Techniques ................................................................................................................................. 87
  5.3.2 Single Fiber Fragmentation ............................................................................................................................. 90
5.4 Materials and Methods ........................................................................................................................................ 93
  5.4.1 Carbon Fibers .................................................................................................................................................. 93
  5.4.2 Resin Formulation .......................................................................................................................................... 94
  5.4.3 Single Fiber Tensile Testing ........................................................................................................................... 96
  5.4.4 Single Fiber Fragmentation ............................................................................................................................ 97
5.5 Results ................................................................................................................................................................. 99
  5.5.1 Mechanical Testing of Fibers ........................................................................................................................... 99
  5.5.2 Interfacial Shear Strength ............................................................................................................................ 100
5.6 Summary .............................................................................................................................................................. 102
5.7 References .......................................................................................................................................................... 103

Chapter 6. Conclusions and Recommendations ........................................................................................................ 105

6.1 Predicting Adhesion in Thermosets and Crystalline Thermoplastics ................................................................. 105
  6.1.1 Effect of Matrix Cross-link Density on Adhesion ............................................................................................. 105
  6.1.2 Effect of Degree of Crystallinity on Adhesion .............................................................................................. 106
6.2 Self-Assembled Interphases ......................................................................................... 107

6.2.1 Phase Separation ..................................................................................................... 107

6.2.2 Migrating Agents ..................................................................................................... 108

6.2.3 Reaction Deposited Interphases .............................................................................. 109

Bibliography ......................................................................................................................... 111

Appendix A – Fluorsence Image Analysis Code ............................................................... 124

Appendix B – Degree of Cure With an Isothermal Dwell From DSC Data ....................... 127
LIST OF FIGURES

Figure 1.1 – Schematic of (a) fiber and (b) particulate reinforced polymeric composites . 2
Figure 1.2 – Representation of (a) thermoplastic and (b) thermosetting polymers .......... 3
Figure 1.3 – Depiction of the filler-matrix interphase ........................................... 4
Figure 1.4 – Mechanisms of adhesion. (A) Contact adhesion, (B) Mechanical interlock, (C) polymer interdiffusion. ................................................................................. 5
Figure 1.5 – Various scenarios for nanoparticle reinforced fibrous composite materials. . 7
Figure 1.6 - Image of a fiber with a grown interphase, using a seeded growth type procedure. The precursor is initially deposited on the fiber surface, and the interphase is subsequently grown from the precursor. The fibers are subsequently impregnated with a polymeric matrix material. ........................................................................................................ 10
Figure 1.7 – Incomplete wetting of a grown interphase by the bulk polymer ............... 11
Figure 1.8 – Process for applying advanced fibers sizings with nanoparticles. .............. 13
Figure 1.9 – Electrophoretic deposition of charged nanoparticles to oppositely charged fiber surfaces. ........................................................................................................ 14
Figure 1.10 - 26 nm PEI-functionalized silica particles deposited onto GPS-functionalized E-glass fiber surfaces at varying KNO₃ concentrations. (a) 0 μM, (b) 50 μM, (c) 250 μM, and (d) 750 μM. Image adapted from [35]. ................................................................. 16
Figure 1.11 – Representation of the LBL process for an initially negatively charged substrate. (1) Immersion of a negative surface in a solution containing positive material. (2) Rinsing and drying. (3) Immersion in solution of negative material. (4) Rinsing and drying. Steps (1-4) may be repeated many times to achieve a desired coating thickness................. 17
Figure 1.12 - Components used to form self-assembled nanoparticle reinforced interphases using migrating agents ......................................................................................... 19
Figure 1.13 - SEM micrographs of sized carbon fibers embedded in an epoxy matrix (a) 6 wt% 100 nm particles without migrating agent and (b) 6 wt % 100 nm particles with 4 wt% PES migrating agent. Scale bars represent 2 μm. ....................................................... 21
Figure 1.14 - Possible mechanism by which phase separation may assemble an interphase at fiber surfaces. (a) A well-dispersed nanoparticle filled homogeneous polymer blend before phase
separation. (b) Morphology predicted if the particles are completely wet by a single phase (represented as the dark blue region). If the fiber surface is also wet by the same phase, an interphase may develop as proposed. (c) Morphology for particles that are wet by both phases and the resultant interphase structure. .......................................................... 23

Figure 1.15 - Depiction of depletion interaction (a) between two colloidal spheres in a polymeric solution, and (b) between a sphere and a flat surface. Dashed lines represent the excluded volume, and the overlap volumes are shown in red. .......................................................... 24

Figure 1.16 - Micrographs of 1 μm particles in increasing order depletion strength. (a) Edge nucleation, (b) surface nucleation, (c) surface nucleation and growth into the bulk, (d) bulk nucleation and growth, and (e) rapid bulk aggregation. Adapted from [120], with permission from the author. ........................................................................................................ 27

Figure 1.17 - SEM images of carbon fiber embedded in an epoxy matrix containing (a) 6.7 wt% PES migrating agent and 5.6 wt% 100 nm silica particles. (b) 3.5 w% PES migrating agent and 5.8 wt% 100 nm silica particles. Some nanoparticle aggregates in the bulk resin are circled in white. Scale bars represent 2 μm. ......................................................... 28

Figure 2.1- Overview of the COSMO-SAC procedure. The surface charge distribution of ideally solvated molecules is used to generate sigma profiles. The COSMO-SAC model then uses the sigma profiles to calculate solution thermodynamic properties, including the (−ΔG_{mix})^{0.5}. .................................................................................................................. 47

Figure 2.2 – Gibbs free energy of mixing between Octadecane and the repeat unit of PVB, calculated using COSMO-SAC .............................................................................. 49

Figure 2.3 - Relationship between the practical adhesion and (−ΔG_{mix})^{0.5} for systems investigated using (a) PET, (b) PEMA, and (c) PMMA as the matrix. Open squares and the dashed line represent the data obtained using UNIFAC, while closed squares with the solid line represent the results obtained from COSMO-SAC. Abbreviations are defined in Table 2.2. Error bars correspond to the mean 95% confidence interval. ................................. 52

Figure 2.4 – Relationship between the practical adhesion and (−ΔG_{mix})^{0.5} for systems investigated using PVB as the matrix. (a) all silanes investigated, (b) bulky silanes omitted, and (c) bulky and amine containing silanes omitted. Open squares and the dashed line represent the data obtained using UNIFAC, while closed squares with the solid line
represent the results obtained from COSMO-SAC. Abbreviations are defined in Table 2.2.

Error bars correspond to the mean 95% confidence interval.

Figure 3.1 - Overview of modified Stöber process and subsequent silanization procedure used to prepare GFCSP.

Figure 3.2 - Size distributions of synthesized FNP, FCSP and GFCSP as measured by dynamic light scattering.

Figure 3.3 – Experimental setup for acquiring fluorescent images. The inset image is a closeup of the heated microscope stage.

Figure 3.4 - SEM micrographs of a sized carbon fiber mode I fracture surface. (a) Carbon fiber embedded in an epoxy containing 1.4 wt% GFCSP with 0 wt% PES. (b) Carbon fiber embedded in an epoxy formulated with 1.3 wt% FNP and 7.1 wt% PES. Scale bars are 2 µm. Inset images show the particle dispersion state in the bulk resin, inset scale bars are 1 µm.

Figure 3.5 - Fluorescence micrographs of a sized carbon fiber taken after the epoxy mixture was allowed to fully react. Carbon fibers embedded in an epoxy containing (a) 1.4 wt% GFCSP with 0 wt% PES, and (b) 1.3 wt% GFCSP with 7.1 wt% PES. Scale bars represent 100 µm.

Figure 3.6 - (a-c) Fluorescence micrographs of a sized carbon fiber embedded in a resin containing 1.3 wt% GFCSP and 7 wt% PES taken at various times during the cure. (a) 35 min, (b) 45 min, (c) 75 min; scale bars are 50 µm. (d) The peak fluorescence intensity normalized by the background intensity of the sized carbon fibers embedded in (filled circles) a resin containing 1.3 wt% GFCSP and 7 wt% PES and (open squares) in a resin containing 1.4 wt% GFCSP and 0 wt% PES. The temperature profile is shown in the solid line (right axis).

Figure 3.7 – (Black line) Degree of cure vs. time for TGDDM cured with DDS containing 1.3 wt% GFCSP and 7 wt% PES, heated at a rate of 2 °C-min$^{-1}$ to 180 °C and then held isothermally for 20 minutes (Red line).

Figure 4.1 - Representation of depletion interaction for (a) two smooth spheres and (b) a smooth sphere approaching a flat plate. The dashed regions show the excluded volume, and the shaded region represents the overlap volume.
Figure 4.2 - Backscattered SEM images of 90° cross sections of samples prepared with various concentrations of Sumika 5003p PES. The resin consists of TGDDM cured with DDS, and the nanoparticle loading is 2 wt% for all samples. The bright regions are the silica particles.

Figure 4.3 - Onset concentrations vs. PES migrating agent (A) molecular weight, and (B) diameter squared. (black circles) onset concentration of self-assembled nanoparticle rich interphases; (red squares) onset concentration for aggregation of nanoparticles in the bulk resin; (blue triangles) onset concentration to induce rapid aggregation in the bulk resin.

Figure 5.1 – Delamination based experimental methods for determining fiber-matrix adhesion. (A) The indentation technique, in which fibers are loaded compressively until delamination occurs. (B) Fiber pullout, in which partially embedded fibers are load in tension until delamination occurs. (C) The microdroplet technique, in which a bead of resin is deboned from a fiber as it is pulled through a fixed gap.

Figure 5.2 – (Left) Depiction of a single fiber dogbone composite for SFFT. (Right) Fiber fragments (shown as black bars), and the local fiber stresses plotted for increasing applied stresses ($\sigma_1 < \sigma_2 < \sigma_3$).

Figure 5.3 – Single fiber composite sample consisting of E-glass embedded in an epoxy matrix observed under (A) white light, and (B) cross polarized light.

Figure 5.4 - TGA of T800S-10E fibers in a nitrogen flow rate of 20 mL·min$^{-1}$, heated at 30 °C·min$^{-1}$.

Figure 5.5 – Scanning electron micrographs of desized T800S fibers embedded in an epoxy resin consisting of TGDDM/828 cured with DDS. (A) A resin with 3 wt% PES and 0.5 wt% 50 nm epoxy functionalized particles. (B) A resin with 0 wt% PES and 0.5 wt% 50 nm epoxy functionalized particles.

Figure 5.6 – (A) Single fibers prepared in a sturdy frame for ease of manipulation. Tape and glue are used to fix the position of the fiber. (B) Single fiber loaded in a mechanical load frame. The frame is cut on both sides once securely inserted into the load frame.

Figure 5.7 – Miniature tensile load frame mounted on an Olympus IX70 inverted microscope.
Figure 5.8 – Number of fiber breaks as a function of applied strain for sized T800S-10E fibers embedded in a matrix consisting of 50:50 wt/wt TGDDM-828 cured with DDS.... 98

Figure 5.9 – Violin plots with inlaid box and whisker plots for sized and desized T800S-10E fiber strengths. Individual data points are also shown. .................................................... 99

Figure 5.10 - Weibull plots for Sized T800S-10E fibers (blue triangles), and Desized T80S-10E fibers (orange squares) ........................................................................................................ 100

Figure 5.11 – Summarized IFSS results for all systems investigated displayed as violin plots with inlaid boxplots. The neat resin was composed of a 50:50 w/w mixture of TGDDM and BADGE epoxies, cured with 4,4’-DDS. The PES used was Sumika 5003P, and the nanoparticles were epoxy functionalized 50 nm Silica particles. ......................... 101

Figure 6.1 - Single particle adhesion test configuration. A polymeric composite is placed in the load frame and stressed in tension, the stress vs. time cure is recorded on a computer. Simultaneously the sample is imaged using a stereo microscope attached to a CCD camera. The specimen is video recorded using another computer. The stress at the time of delamination is used to determine the adhesion between the particle and the matrix.105

Figure 6.2 - (Left) Chemical structure of the Jeffamine diamine curing agents, along with (right) average molecular number of repeat units. ............................................................................ 106

Figure B.1 – DSC curve of TGDDM cured with DDS containing PES and 100 nm epoxy functionalized nanoparticles. The heating rate was 20 °C-min⁻¹. The solid line is the heat flow curve, the dashed line is the baseline, and the blue area represents ΔH_{inc}. .... 128

Figure B.2 – The residual heat released from a partially cured sample of TGDDM cured with DDS containing PES and 100 nm epoxy functionalized particles. The solid black line is the heat flow curve (left axis); the solid red line is the temperature (right axis) and the dashed line is the baseline. The blue area represents the residual heat, ΔH_{res}. The dip observed in the heat flow between 200 and 201 min, around 210 °C, corresponds to T_g. ......... 129

Figure B.3 – Example of a DSC trace for TGDDM cured with DDS containing PES and 100 nm epoxy functionalized silica particles heated at 2 °C-min⁻¹ to 180 °C and then being held isothermally for two hours. The dashed lines represent the calculated baselines, the light blue area represents the heat released during the ramp step, and the dark blue shaded area...
represents the heat released during the isothermal dwell. The red line is the temperature profile (right axis). ................................................................. 131

Figure B.4 – Figure showing the degree of cure (left axis, black) and temperature (right axis, red) vs. time. The sample consisted of TGDDM cured with DDS and contained PES and 100 nm epoxy functionalized particles. ................................................................. 132
LIST OF TABLES

Table 2.1 – Names and structures of polymer matrices investigated ............................... 44
Table 2.2 - Names and structures of organo-functional silanes investigated .................... 45
Table 4.1 - Poly(ether sulfone) molecular weights and supplier information ................. 76
ACKNOWLEDGEMENTS

I would like to thank everyone who supported me during the course of my Ph.D. First and foremost, to my wife, brother, and father who encouraged me to pursue academic goals during a period of many personal trials. To Dr. Matthew Crane, Elena Pandres, Brian Gerwe, Dr. Susan Liu, William Voje, and Dr. Elisa Harrison – Thank you for the caffecination and lunchtime discussions, I’ll never have another lunch crew quite as awesome as you all.

I would also like to thank Dr. Benjamin Rutz, Dr. Matthew Gacek, Dr. Edward Michor and Benjamin Ponto for their collaboration and recommendations. I would like to acknowledge Dr. Felix Nguyen, of Toray CMA, for many helpful discussions. I’d especially like to thank Dr. Brian Hayes for his invaluable knowledge of composite materials and for all of his mentorship over the years.

Lastly, I would like to thank my adviser, John C. Berg, for the mentorship, support, and advice he has given me over the years.
DEDICATION

This work is dedicated to the memory of my mother, Roseanna Morales Caldwell (1952-2017)
Chapter 1. OVERVIEW OF ADHESION AND ENGINEERED INTERPHASES IN REINFORCED COMPOSITES


1.1 REINFORCED POLYMERIC COMPOSITES

Reinforced polymeric composites have found increasing use in recent years. They can possess excellent mechanical properties at a fraction of the weight compared to many other building materials. In addition, they are often resistant to corrosion, depending on the reinforcement, may possess additional functionality. In high end applications, such as the aerospace and defense markets, there will always be justification for creating materials with improved material properties at reduced weight.

There are many types of reinforcements that can be used, each with their own unique set of applications. Nanoparticles, carbon nanotubes, and clays are common reinforcements, and their proper dispersion into the matrix is critical to achieve the desired properties. Many strategies have been employed to precisely control the spatial arrangement and dispersion state of particulate fillers embedded in polymeric media [1–6]. Silane coupling agents are commonly used, for example, to improve particle dispersion by improving the chemical compatibility between the particles and the polymeric matrix [7–9]. Other surface treatments, such as adsorbing surfactants or grafting polymers to filler surfaces can be useful in keeping 2D materials, such as clays or graphene, intercalated and well dispersed [10,11]. In other scenarios, such as with electrically conductive composites, percolated networks of conducting nanofillers, such as silver nanoparticles or carbon nanotubes, are desired and particle-particle contacts are required to achieve the desired
properties. Many techniques exist for controlling the spatial distribution of nanoparticles in bulk polymers or in thin films of polymeric material and many morphologies can be achieved [12–16].

Chopped or continuous fibers are another common reinforcement in polymeric composites. Often times the fibers are oriented randomly, leading to a composite with nearly isotropic properties. Continuous fiber reinforced polymers can also be prepared, and are intrinsically anisotropic, with fiber dominated properties in the transverse direction of the fibers. Layers of these composites, called plies, can be laminated together to form composites with the desired mechanical properties in all directions. Figure 1.1 demonstrates a continuous fiber reinforced composite and particulate filled composite material with good dispersion.

![Figure 1.1](image1.png)

Figure 1.1 – Schematic of (a) fiber and (b) particulate reinforced polymeric composites

The polymer matrix may consist of either a thermoplastic, or a thermosetting polymer (as shown in Figure 1.2. Thermoplastics consist of individual polymer chains that are entangled within each other. Heating a thermoplastic above its melting point allows for flow and processing of the material, upon which subsequent cooling can solidify the material. Thermosetting polymers, on the other hand are composed of reactive monomers that upon the addition of heat or light undergo an irreversible crosslinking chemical reaction, leading to an effectively infinite molecular weight polymer. Thermosets may be composed of a single monomer that is reactive towards itself, or may
be composed of several components that are only reactive towards other monomers, such as an epoxy-amine based system.

![Figure 1.2 – Representation of (a) thermoplastic and (b) thermosetting polymers](image)

The mechanical properties of a reinforced polymeric composite depend on the properties of the reinforcement and the polymer matrix as well as the properties of filler-matrix interface and interphase. The interphase is a thin (0.1 – 1.0 μm) region between the filler surface and the bulk matrix with different mechanical properties than the bulk polymer, shown schematically in Figure 1.3. Many factors influence the interphase properties including the filler morphology and chemistry, as well as the presence of any adsorbed material [17]. It is generally recognized that bond between the filler and matrix be both strong and tough in order to achieve good mechanical properties [18]. Prediction of the adhesion between the filler and the matrix is a useful in the development of new materials. Another strategy for improving mechanical properties is to modify the interphase with adhesion promoters such as silane-coupling agents or nanoscopic material to improve the mechanical interlock between the filler and the matrix.

There are broadly speaking, three main mechanisms of adhesion, one of which is contact adhesion (Figure 1.4-A). Two surfaces in contact with one another can interact by a variety of mechanisms, including dispersion forces, dipole forces, acid-base interactions, or covalent mean to name the most common types. This type of adhesion is relevant to solid-solid interfaces, solid-
liquid interfaces and even liquid-liquid interfaces. Increasing the surface roughness can effectively improve the adhesion between two phases due to the increased contact area [19].

Figure 1.3 – Depiction of the filler-matrix interphase

Adhesion can also arise from the mechanical interlock of the adhesive wetting a porous adherend, as shown in Figure 1.4-B. This type of adhesion is, as the name implies, mechanical in nature. The structure of the porous network of the adherend leads to the structural reinforcement of the interface. This type of mechanism is exclusive for liquid adhesives, or adhesives that can be made to flow and wick into the porous surface of the adherend. In the context of composites, liquid thermosetting resins and thermoplastic polymer can fill the pores of many different substrates, given the proper wetting conditions. The structure of the adherend surface largely determines the improvements in interfacial strength for these types of systems [20,21].

In the case of polymer-polymer adhesion, a third mechanism wherein the polymer chains of each phase interdigitate, or interdiffuse, with each other, shown in Figure 1.4-C. The formation of such an interphase is reliant upon the mutual solubility of the polymers and typically that both polymers are above their glass transition temperatures [22]. Below the glass transition temperature, the polymer chains may not have enough flexibility to interdigitate and from an interdigitated or interpenetrating network. This mechanism is important for surfaces functionalized with silane coupling agents embedded in a polymer matrix [7,9].
1.2 ENGINEERED INTERPHASES IN FIBER REINFORCED COMPOSITES

1.2.1 Introduction

In fiber reinforced polymeric composites (FRPCs) the fiber-matrix interphase can determine many of the mechanical properties of the composite [17,23]. The carbon-fiber epoxy interface, in particular is plagued by relatively weak adhesion often limiting the mechanical properties of their structural composites [24,25]. Many methods have been employed to alter the interphase properties including chemical modification of the fiber surface [26–30], utilizing advanced fiber sizing packages [25,31–35], and more recently by including nanoparticles into the interphase by various methods.

Nanoparticles have been shown to improve the interfacial properties through a number of mechanisms. Firstly, nanoparticles can improve the mechanical interlock between the fibers and the matrix by adding additional surface roughness [19]. In addition, nanoparticle reinforced interphases can improve the stress transfer by grading the modulus from the stiff fiber reinforcement to the softer polymer matrix [36,37]. Many types of nanoparticles have successfully

Figure 1.4 – Mechanisms of adhesion. (A) Contact adhesion, (B) Mechanical interlock, (C) polymer interdiffusion.
been used as interphase modifiers including metal oxide particles [38–48], polymeric particles [49–51], carbon nanotubes [52–59], as well as graphitic structures and their oxides [37,60–62].

Aside from improving mechanical properties such as the modulus, interfacial shear strength and toughness of the resulting FRPC, the incorporation of nanoparticles can impart additional functionality to the composite. Carbon fibers decorated with an electrically percolated network of carbon nanotubes have been used as strain gauges for microcrack detection [56,63], and electromagnetic shielding [64]. ZnO nanowire arrays grown from fiber surfaces have demonstrated piezoelectric properties resulting in composites with energy harvesting or dampening properties [44,65,66]. Depending on the type of reinforcing material and the morphology of the resulting interphase layer many other unique properties can be imparted to the final composite material.

The distribution and dispersion of the reinforcements in the interphase and in the bulk polymer are important parameters to consider when preparing engineered interphases. Figure 1.5 depicts the various scenarios that may be formed when preparing FRPC with engineered interphases. The nanoscopic reinforcements may be evenly dispersed in the bulk phase and the interphase, with no accumulation at the fiber-matrix interphase. Alternatively, the reinforcements may form a dense layer around the fiber’s surface, while remaining well dispersed in the bulk phase. In the case of deposited or grown interphases, there may be a reinforced interphase with no reinforcements present in the bulk phase. Finally, a reinforced interphase may be formed, but aggregates of the reinforcements may exist in the bulk phase. The optimal distribution and dispersion state of the nanoscopic reinforcements depends on the end use of the composite. For example, a dense layer of conductive nanoparticles within the interphase may be required to achieve electrical conductivity in composites with otherwise unconducive fibers.
In this chapter, three strategies for preparing FRPCs with reinforced interphases are discussed. The first strategy is to grow structured interphases directly from the fiber surface using seeded growth techniques, graft polymerization, chemical vapor deposition (CVD), or electroless plating methods. The adhesion between the fiber surface and the grown interphase is often poor, and can lead to reduced mechanical properties unless the fiber surface is pretreated to improve the compatibility with the grown material. The properties of the resulting composites also depend on the morphology and density of the grown interphase, which is largely controllable by tuning the reaction conditions. Another strategy for modifying FRPC interphases is to deposit nanomaterials onto a fiber surface, which can be accomplished through electro-deposition, the use of advanced
sizing packages, or covalent particle attachment. Lastly, the self-assembly of nanoparticle-rich interphases from an initially homogeneous thermosetting resin mixture using so-called “migrating agents” is discussed, and other possible methods to prepare self-assembled interphases such as phase-separation and polymer mediated depletion interaction are proposed.

1.2.2  Grown Interphases

Seeded growth techniques and other aqueous solution processing techniques can be used to grow nanoscale features from fiber surfaces such as nanowhiskers or other high aspect ratio materials. CVD is the most commonly used technique to grow single-walled carbon nanotubes (SWCNTs) on a variety of fiber surfaces including carbon [64,67–70], glass [71], and ceramic [72] fibers. Multi-walled carbon nanotubes (MWCNTs) have also successfully been grown from fiber surfaces via a similar seeded growth technique [64], at much milder growth conditions than are required for SWCNTs. Aqueous solution processing is commonly employed to grow metal oxide NWs such as ZnO [40,65,66,73–76], α-FeOOH [77], MnO₂ [78] from a variety of fiber surfaces. Grown interphases are often used to improve the adhesion between the reinforcing fiber and the bulk matrix and the quality of the interphase is critically important in determining the ultimate mechanical properties of the resulting composite. Fibers with grown interphases have also been successfully used to prepare composites with applications in chemical sensing [77], electromagnetic interference (EMI) shielding [64], and energy harvesting [65,66].

Growing interphases from fiber surfaces typically requires several processing steps, including removal of adsorbed processing aids or sizings from the fibers, deposition and annealing of nanoparticle seeds or precursors onto fibers, and finally the subsequent growth of the interphase. For example, SWCNTs are typically grown from catalytic Ni seeds via CVD at temperatures ranging from 700-1200 °C, while MWCNTs can be grown at more moderate temperatures around
550 °C [64]. carbon fibers exposed to these relatively harsh reaction conditions can thermally degrade, leading to a reduction in the modulus and tensile strength of the bare fibers. Any grown interfacial layer must, therefore, overcome any decreases associated with fiber degradation in the resulting multiscale composite to be practical. In the case of ZnO nanowhiskers, however, the fiber processing conditions are relatively benign, requiring only solution based chemistry with moderate adjustments in pH and relatively low processing temperatures (≤ 150 °C) [40,65,73–75,79].

Growing structured interphases results in the elimination of the original fiber-matrix interface and the creation of two new interfaces, one between the fiber surface and the grown interphase, and the other between the grown interphase material and the bulk polymer, as shown in Figure 1.6. If the adhesion of either of the created interfaces is weaker than the original fiber-matrix interface the resulting mechanical properties of the composite could be compromised [79]. The surface chemistry of the fibers with grown ZnO nanowhisker interphases was shown to affect the interfacial shear strength (IFSS), which is a measure of the interphase strength and adhesion, of the resulting composites [76], indicating the necessity of a strongly adhered precursor layer. In addition, the grown interphase material should be fully wet by the bulk resin for optimal adhesion, as any trapped voids would result in reduced stress transfer and strength of the interphase region.

Composites with grown interphases are easily processed because they do not alter any of the bulk resin properties. Nanomaterials dispersed in the bulk resin, however, often lead to processing problems because the dispersed nanofillers increase the viscosity of the resin, and the particles can be physically filtered by the reinforcing fibers leading to aggregate formation and unevenly distributed particles [80]. Dispersed high aspect ratio nanofillers such as nanowhiskers and CNTs are especially difficult to process by vacuum assisted resin transfer molding (VARTM), while woven fiber mats with ZnO nanowhisker arrays are readily processed using VARTM [66].
Growing interphases from fiber surfaces is a widely-used method to control the fiber-matrix interphase properties. The increased surface area, improved mechanical interlock, and the presence of a graded modulus contribute toward the improved adhesion between the fiber and the matrix. However, incomplete wetting of the interphase layer by the matrix material can lead to voids in the interphase and reduced interphase properties, as depicted in Figure 1.7. In addition, the adhesion between the fiber surface and the precursor layer is often poor, leading to interfacial failure at the fiber surface sometimes resulting in an observed decrease in interphase properties like the IFSS. Surface pretreatment of the fibers can increase the chemical compatibility with the precursor, and is often needed to prevent failure at the fiber-precursor interface [79].

A benefit of seeded growth techniques is that the morphology of the grown interphase is largely controllable by varying the seeding, growth or annealing conditions. The orientation, alignment, uniformity, and aspect ratio of the grown interphase are all important parameters to
consider, and should be optimized for each application. Typically, more uniformly aligned interphases lead to greater improvements in the IFSS compared to randomly oriented interphases. Grown NW arrays showed that NW length and diameter are important factors for improving the IFSS, although the results are convoluted with the total increase in total interphase material content associated with larger NWs. Studies that investigate the effects of the interphase morphology at a fixed interphase content would more fairly assess the effects of the interphase morphology on the composite properties.

![Fiber-seed interface and Reinforcement-matrix interface](image)

**Figure 1.7 – Incomplete wetting of a grown interphase by the bulk polymer**

Many different materials can be grown from fiber surfaces enabling the production of multifunctional multiscale composites with a wide variety of applications in energy harvesting, damage detection, EMI shielding, and microwave absorption. Additionally, grown interphases can tailor the electrical, thermal and mechanical properties of the resulting composites. Depending upon the growth conditions and type of reinforcing fiber, however, the mechanical properties of the reinforcing fiber can be severely decreased, reducing the overall properties of the composite. New nanowire synthesis and growth techniques that are benign to the fiber may lead to additional multifunctional composites that do not have to sacrifice any mechanical properties of the fiber.
Another potential drawback of using grown interphases in FRPCs to improve the interphase mechanical properties is that often micrometer sized coatings are required to achieve meaningful improvements, significantly increasing the effective diameter of the fiber. Ultimately the increased fiber diameter would decrease the quantity of reinforcing fibers for a given resin volume fraction, leading to a decrease in mechanical properties or weight savings in the final composite. The application of grown interphases in unidirectional high-volume fraction composites seems limited unless the required thickness of the interphase can be decreased to achieve similar improvements.

1.2.3 *Deposited Interphases*

Unlike grown interphases, where the interphase material is grown directly from the fiber surface, composites with nanoparticle reinforced interphases may be prepared by depositing some previously prepared interphase material at fiber surfaces using a variety of techniques. The use of electrostatic attraction [39], electrophoretic deposition [57,58,81], advanced fiber sizings [82–85], and chemical reactions [46–48] are the most common methods to deposit interphases at fiber surfaces. Often, combinations of these techniques can be used to achieve a more robust interphase; for example, electrostatic attraction can be used in combination with chemical reaction to direct reactive nanoparticles to fiber surfaces and subsequently bond them to the fiber surface [50].

The inclusion of nanomaterials in advanced fiber sizing packages has recently been used to successfully reinforce the fiber-matrix interphase. Traditional sizing packages may contain many components including film-formers, surfactants, silane coupling agents, lubricants as well as other processing aids dispersed in a low viscosity, volatile solution. Sizings are applied to fibers through a generic dip coating process and the quality of the resulting film, called the size, depends on the fiber withdrawal rate, the sizing formulation, and the drying conditions. The inclusion of well dispersed nanoparticles into the sizing formulation presents an easy method for incorporating
nanoparticles into the interphase that is readily scalable at an industrial level, and is shown schematically in Figure 1.8. Similar to grown interphases, these advanced sizing packages can improve the mechanical properties of composites by improving the mechanical interlock and interphase toughness. The deposition of a uniform, aggregate free, nanoparticle interphase is essential to obtain the best results. Ultrasonication and shear mixing can been used to help keep the particles well dispersed during the deposition [84].

![Figure 1.8 – Process for applying advanced fibers sizings with nanoparticles.](image)

Electrostatic and electrophoretic deposition (EPD) of nanoparticles at fiber surfaces is almost always conducted in an aqueous solution due to the low viscosity, high dielectric constant and facile control of pH and ionic strength. The deposition of nanoparticles to fiber surfaces is achieved through coulombic attraction between oppositely charged fibers and nanoparticles. Since most metal oxides and carbon fibers typically charge negatively in water over a wide range of pH values, some surface functionalization or external bias is often required to set up the attractive potential between the particles and fibers. Silane coupling agents [7–9] are commonly used to alter the surface chemistry of nanoparticles or fibers, although many other alternative functionalization strategies exist. In the case of a conductive fiber reinforcement, such as a metal or carbon fiber, an
external voltage source can be used to directly impart the desired charge onto the fiber surface, with some control over the magnitude, as shown in Figure 1.9.

![Electrophoretic Deposition Diagram](image)

**Figure 1.9** – Electrophoretic deposition of charged nanoparticles to oppositely charged fiber surfaces.

EPD, while a simple and versatile method, can damage the mechanical properties of the fibers, especially if they are coated with a sizing. Schaefer et al. [57] demonstrated that carbon fibers exposed to a 5 V/cm electric field for 1 minute decreased the Weibull modulus and average tensile strength for both sized and unsized fibers. The decreased Weibull modulus indicates that additional surface flaws may be introduced, while the decreased tensile strength indicates that the bulk fiber may also be damaged. Sized fibers were found to experience greater decreases in the tensile properties, likely due to the degradation or dissolution of the sizing. Their results showed that the fiber tensile properties decreases were proportional to the EPD processing time as well. The determined IFSS of the EPD damaged carbon fibers, however, showed a significant 70% increase in the IFSS, compared to the sized fibers. When functionalized carbon nanotubes were deposited
with the same EPD conditions, a 207% increase in the IFSS was obtained, compared to the sized fibers. While these improvements in the IFSS are impressive, the decrease in fiber tensile properties may ultimately limit the use of EPD for preparing structural composites.

The imposition of an external electric field to draw nanoparticles towards fiber surfaces, as is used in EPD, is not necessary if the two surfaces have opposite charges in a given solution. Most fibers and interphase modifiers, however, possess a negative surface charge in aqueous solutions over a wide range of pH values, often requiring surface functionalization of the fiber, the nanomaterial, or both to achieve the desired electrostatic attraction. Silane coupling agents and other surface modifications are commonly employed to impart positive or negative surface charge to fibers or the nanomaterials with good success. The resulting coverage of nanoparticles depends on the ionic strength of the electrolyte solution. In low ionic strength solutions, the particle-particle repulsive forces can limit surface coverage. As the ionic strength increases this repulsive range, measured by the Debye length, decreases allowing for a more densely packed surface. If the ionic strength is increased further the electrostatic forces may be screened out completely, and the particles may deposit as aggregates or not deposit at all. Thus, in order to achieve a uniformly modified interphase the surface chemistry of the fibers and particles should be optimized, as well as the pH and ionic strength of the electrolyte solution. Figure 1.10 shows the coverage of the 26 nm particles in solutions of varying KNO₃ concentrations.

Rutz and Berg [39] studied the effects of four different sizes of polyethylenimine functionalized silica nanoparticles deposited onto glycidoxypropyltrimethoxysilane treated glass fibers using electrostatics. The surface coverage was shown to depend on the ionic strength, which was altered by increasing the background salt content. The optimization of the salt content was performed for 16 nm, 26 nm, 71 nm, and 100 nm particles. The measured improvements of the
IFSS were size dependent, with a maximum increase of 35% for the 26 nm particles compared to the bare fibers and approximately 8% over the GPS coated fibers. Smaller particles than this were hypothesized to not significantly improve the surface roughness of the fiber, and larger particles were not well adhered to the fiber surface.

![Image of silica particles deposited onto fibers at varying KNO₃ concentrations.](image)

Figure 1.10 - 26 nm PEI-functionalized silica particles deposited onto GPS-functionalized E-glass fiber surfaces at varying KNO₃ concentrations. (a) 0 μM, (b) 50 μM, (c) 250 μM, and (d) 750 μM. Image adapted from [35].

Multilayers of nanoparticles can be deposited in the fiber-matrix interphase through the use of alternating electrostatic interactions in a layer-by-layer (LBL) process [86,87], in which the fiber coating is composed of alternating layers of oppositely charged material. In the LBL method, the first deposited layer has a charge opposite that of the fiber, leading to electrostatic attraction. If the coating is dense enough the surface charge can be reversed and a second layer, with the same charge as the original fiber, can be deposited. The LBL coating process can be repeated nearly indefinitely, up to several hundreds of layers [88] with alternating layers of positive and negative charge, until the desired thickness of the interphase is reached. Layers can consist of cationic or anionic polymers, or charged nanoparticles affording some flexibility in designing the interphase. A depiction of the LBL process is shown in Figure 1.11.
Figure 1.11 – Representation of the LBL process for an initially negatively charged substrate. (1) Immersion of a negative surface in a solution containing positive material. (2) Rinsing and drying. (3) Immersion in solution of negative material. (4) Rinsing and drying. Steps (1-4) may be repeated many times to achieve a desired coating thickness.

LBL deposition in FRPCs dates back to the 70’s where it was utilized to create thick interphases around glass fiber surfaces [87]. Peiffer [89] found that the coating thickness and the glass transition temperature of the deposited interphase had significant impacts on the notched Izod impact strength. The positive layers consisted of ~35 nm alumina particles, while the negative layers consisted of a variety of different latex particles all approximately 1 μm in diameter. The latex particles were melted and lightly crosslinked to create the final film before the fibers were embedded in an epoxy matrix. They found that films approximately 2 μm thick tended to have the best impact strength regardless of the latex type, and that interphases with glass transition temperatures below room temperature significantly improved the impact strength. Their results highlighted that significantly flexible interphases can provide additional energy absorption compared to more brittle interphases.

LBL deposition of gold nanoparticles coated with a semifluorinated silane were used to achieve super-hydrophobicity on electrospun poly(methyl methacrylate) fiber surfaces [90]. Altering the surface roughness can significantly alter the wetting characteristics to either promote or hinder wetting if the intrinsic contact angle on a flat surface is less than or greater than 90°.
respectively [91–93]. A similar strategy could be used to improve the wetting of reinforcing fibers in FRPCs, provided that the intrinsic contact angle is less than 90°.

The dispersion state of the nanofillers, as well as their adhesion to both the fiber and matrix are extremely important parameters for composites with deposited interphases. If the particles are not well dispersed during the deposition process, aggregates can be deposited on the fiber surface, which act as local stress concentrators. The uses of shear mixing, electrostatic repulsion, and ultrasonication [81] have all been successful in reducing the number of deposited aggregates and exfoliating 2D materials such as clays or graphene. As with fibers with grown interphases, the adhesion strengths at the fiber-nanoparticle interface and the nanoparticle-matrix interface, are critically important parameters. If the adhesion is weak at either interface the mechanical properties of the interphase and thus of the overall composite may be reduced. Surface functionalization of the fibers, the nanoparticles, or both, can help to alleviate problems associated with poor nanoparticle adhesion, especially if nanoparticles are made reactive towards the fiber and the matrix material.

Care should be taken to ensure that the deposition method does not significantly damage the fiber tensile properties, especially with electrophoretic deposition onto conductive fiber surfaces. Sizings present on fibers used as electrodes are especially susceptible to degradation, leading to decreases in the tensile strength of the fibers. Electrostatic attraction and reaction deposited interphases are considerably less damaging to the reinforcing fibers, but typically require unsized fibers in order to deposit the interphase. Advanced fiber sizing packages formulated with nanoparticles provide an especially appealing method to improve interphase properties without damaging the fibers, since the technology based around sizing packages is extremely well-developed industrially.
1.2.4  *Self-Assembled Interphases*

The self-assembly of nanoparticles into well-defined structures in thermoplastics or thermosets is an extremely active area of research [12,15,16,94–96] with many applications. The use of self-assembly methods to direct nanoparticles to the fiber-matrix interphase, however, has received much less attention, and only a few examples exist in the literature. Recently, so-called “migrating agents”, which are typically thermoplastic additives, have been used to spontaneously direct nanoparticles, which were previously in the bulk resin, to carbon surfaces in a thermosetting epoxy resin during the course of the cure (see Figure 1.12) [41–43,49,97]. Migrating agents have successfully been used to direct various types of nanoparticles to carbon fiber and glass fiber surfaces with a variety of surface finishes, indicating that the self-assembly process is fairly robust.

![Diagram](image_url)

*Figure 1.12 - Components used to form self-assembled nanoparticle reinforced interphases using migrating agents*

Self-assembled dendritic nanoparticle reinforced interphases improved several composite mechanical properties [49]. The 0° flexural, tensional and compressive strengths, and ILLS all showed modest improvements (over 10%) compared to the resin without the interphase, while the
mode I fracture toughness showed an increase of approximately 200% over that of the resin without nanoparticles and migrating agent. Because no data were presented with nanoparticles in the absence of migrating agent, it is unclear exactly how much the localization of nanoparticles in the interphase improved the composite mechanical properties over what the particles alone would have accomplished, although inclusion of the nanoparticles to the interphase seemed to promote cohesive failure in the bulk resin instead of interfacial failure at the fiber surfaces, indicating improved interphase strength. Functionalizing the particles to have strong interactions with, or to be reactive towards, the fiber surface may further improve the mechanical properties of the resulting composites.

Polyether sulfone (PES) migrating agents that are incorporated into an epoxy resin, composed of tetracyglycidyl diaminodiphenylmethane (TGDDM) and 4,4’-diamino diphenyl sulfone (4,4’-DDS), can concentrate ~100 nm epoxy functionalized silica nanoparticles at sized carbon fiber surfaces. SEM micrographs of mode I fracture surfaces of FRPC, as seen in Figure 25, demonstrate that the inclusion of the PES migrating agent at 4 wt% to an epoxy resin containing 6 wt% epoxy functionalized nanoparticles is able to preferentially accumulate nanoparticles in the vicinity of a sized carbon fiber without disturbing the dispersion state of the particles in the bulk phase. When PES in not included in the formulation, no particle accumulation is observed in the vicinity of the fiber surfaces, and interfacial failure is observed at the fiber surface.
Figure 1.13 - SEM micrographs of sized carbon fibers embedded in an epoxy matrix (a) 6 wt% 100 nm particles without migrating agent and (b) 6 wt% 100 nm particles with 4 wt% PES migrating agent. Scale bars represent 2 μm.

While the use of migrating agents to prepare self-assembled nanoparticle-reinforced interphases is a relatively recent topic of research, migrating agents present several advantages over methods to incorporate nanoparticles near fiber surfaces. First, they avoid the necessity for aqueous solution processing, which can generate large amounts of waste and sometimes damage fiber sizings. Secondly, the use of migrating agents does not require any alteration of the fiber surface chemistry or sizing materials. And thirdly, it is easily scalable since the only additional step required is to blend in the thermoplastic migrating agent to the resin mixture before the cure begins.

Nanoparticle-reinforced fiber-matrix interphases may also be prepared by a phase separation process. Arguably, from a thermodynamic perspective, the most important parameter for determining into which phase a given nanoparticle will reside is the relative wettability of the particle in each phase. However, the kinetics of the phase separation can arrest nanoparticles before they reach their desired thermodynamic location. Thus, the particle mobility, which is related to the melt viscosity and the particle size, as well as the kinetics of phase separation are important to
consider. In thermosetting systems that undergo reactive phase separation, the heating schedule can significantly alter the rates of reaction and phase separation leading to differences in the final resin morphology. By carefully tuning the wettability of the particle surface, often by surface functionalization, and controlling the phase separation kinetics, particles can be preferentially sequestered into one of the phases, or concentrated at the interface between the two phases [16,98–101].

The relative wettability of a nanoparticle between two phases is described by the wetting parameter, \( w \), as described by Young’s Equation (1.1)

\[
w = \frac{\sigma_{2p} - \sigma_{1p}}{\sigma_{12}}
\]  

(1.1)

where \( \sigma_{1p} \) is the interfacial tension between the particle and phase 1, \( \sigma_{2p} \) is the interfacial tension between the particle and phase 2, while \( \sigma_{12} \) is the interfacial tension between phase 1 and 2. Assuming equilibrium conditions are met, if \( w \) is greater than 1, the particles will be found only in phase 1. While if \( w \) is less than -1, the particles will reside only in phase 2. For values of \( w \) between -1 and 1 the particles are thermodynamically preferred to reside at the interface between the phases. Interfacial tensions can be estimated from knowledge of the polar and dispersion components of the surface tensions using various techniques that are beyond the scope of this review. The reader is referred to Taguet et al. [13] for a list of surface tensions of some common polymers and particulate fillers. The temperature dependence of the surface and interfacial tensions must also be taken into account when trying to estimate the wetting parameter.

There are two potential cases by which phase separation could lead to the formation of self-assembled, nanoparticle-rich, fiber-matrix interphases, as shown in Figure 1.14. The first scenario requires that the fiber surface and the particle are both preferentially wet by the same phase, i.e. the wetting parameter is of the same sign and greater than 1 in absolute magnitude for the fiber
and particle. In this scenario, a phase separation event would lead to a fiber wet by a single polymer phase that also contains nanoparticles, as shown in Figure 1.14 (b). In the second scenario, the fiber is wet completely by a single phase, while the particle is intermediately wet between both phases (-1 < w < 1). Here the nanoparticles should preferentially concentrate at the polymer-polymer interface near the fiber surface, and at the other polymer-polymer interfaces in the bulk, as seen in Figure 1.14 (c). Nanoparticle aggregation within the phases or at the interface between two phases should be avoided to prevent local stress concentrations, and may be achieved by adequate surface functionalization of the nanoparticles to provide steric repulsion between particles.

Figure 1.14 - Possible mechanism by which phase separation may assemble an interphase at fiber surfaces. (a) A well-dispersed nanoparticle filled homogeneous polymer blend before phase separation. (b) Morphology predicted if the particles are completely wet by a single phase (represented as the dark blue region). If the fiber surface is also wet by the same phase, an interphase may develop as proposed. (c) Morphology for particles that are wet by both phases and the resultant interphase structure.
Lastly, the use of polymer-mediated depletion forces to form self-assembled interphases shows much promise. Depletion forces, first described by Asakura and Oosawa [102], arise from the presence of a dissolved thermoplastic polymer, or other entity, which is excluded from the region of volume, known as the overlap volume, between two objects as they begin to approach one another. Figure 1.15 illustrates the depletion interaction for two scenarios. First for two smooth, similarly sized spheres approaching one another, and secondly for a smooth sphere approaching a flat surface in a macromolecule solution. The shape of the overlap volume between the objects depends directly on the geometry of the two approaching objects and can be calculated by computing the integral of the intersection of the two objects. For simple geometric shapes closed-form solutions for the overlap volume exist, while for more complicated geometries, such as a sphere approaching a cylinder with surface features, numerical methods can be used to compute the overlap volume [103].

![Depletion Interaction](image)

Figure 1.15 - Depiction of depletion interaction (a) between two colloidal spheres in a polymeric solution, and (b) between a sphere and a flat surface. Dashed lines represent the excluded volume, and the overlap volumes are shown in red.

The strength of the depletion force is directly proportional to the overlap volume, which indicates that certain geometries should be favored heavily. Exploiting geometric features and surface roughness has led to the self-assembly of many different structures in low viscosity media. In the context of self-assembled interphases in FRPCs, the geometric dependence of the depletion
force could be exploited to produce self-assembled interphases without inducing the formation of aggregate structures in the surrounding matrix.

The Gibbs free energy associated with depletion interaction depends on the osmotic pressure difference and the overlap volume, and is given simply by Equation (1.2).

$$\Delta G_{dep} = -\Pi_b V_o$$  \hspace{1cm} (1.2)

where $\Pi_b$ is the bulk osmotic pressure, and $V_o$ is the overlap volume, which is dependent upon the geometry and surface roughness of larger entities, and the size of the depletant. The bulk osmotic pressure for macromolecule solutions is well approximated by Equation (1.3).

$$\Pi_b = c_b RT \left( \frac{1}{MW} + c_b B_2 \right)$$  \hspace{1cm} (1.3)

where $c_b$ is the bulk macromolecule mass concentration, $R$ is the universal gas constant, $T$ is the absolute temperature, $MW$ is the molecular weight of the macromolecule, and $B_2$ is the second osmotic virial coefficient.

The overlap volume for a sphere approaching a second similarly sized sphere, $V_{s-s}$, is given by Equation (1.4),

$$V_{s-s} = \frac{\pi}{6} (D_d - S_o)^2 \left( 3R_p + D_d + \frac{S_o}{2} \right), \quad \text{for } S_o \leq D_d$$  \hspace{1cm} (1.4)

where $D_d$ is the diameter of the depletant, $S_o$ is the distance of closet approach between the bare particle surfaces, and $R_p$ is the radius of the spheres. For macromolecule depletants, the value of $D_d$ is approximately twice that of the radius of gyration, $R_g$, of the polymer if the solution is dilute enough. In more concentrated polymer solutions, specifically above the overlap concentration of the polymer, $D_d$ is more closely approximated by the correlation length, i.e., the average distance between entanglement points in the entangled polymers. In the so-called “colloidal limit” of
depletion interaction, where the approaching objects are much larger than the depletants, i.e., \( R_p \gg D_d \), the equation for the overlap volume between two spheres simplifies to Equation (1.5).

\[
V_{s-s} = \frac{\pi}{2} R_p (D_d - S_o)^2, \text{ for } R_p \gg D_d \text{ & } S_o \leq D_d
\]  

(1.5)

The overlap volume between a sphere and a cylinder is more complicated, and a simple closed-form solution does not exist, but can be readily computed using numerical methods. The sphere-cylinder geometry, however, can be well approximated by a sphere approaching a flat plate if the cylinders are significantly larger than the spheres, which is the case for small nanoparticles (< 0.1 μm) approaching reinforcing fibers (~10 μm). The overlap volume between a smooth sphere approaching a flat plate, \( V_{s-p} \), is expressed by Equation (1.6).

\[
V_{s-p} = \frac{\pi}{3} (D_d - S_o)^2 \left( 3R_p + \frac{D_d}{2} + S_o \right), \text{ for } S_o \leq D_d
\]  

(1.6)

In the colloid limit, where the depletants are significantly smaller than the particles, the sphere-plate overlap volume simplifies further to Equation (1.7), which is twice that of equal sized spheres.

\[
V_{s-p} = \pi R_p (D_d - S_o)^2, \text{ for } R_p \gg D_d \text{ & } S_o \leq D_d
\]  

(1.7)

The forces associated with the depletion interaction are typically quite small, of the order of a few kT, but are responsible for a variety of self-assembly phenomena in low viscosity media, for example, the formation of micelle-like structures consisting of Janus particles containing smooth and rough surface patches [94]. Yarlagadda [103] demonstrated the importance of the shape of the overlap volume in promoting or preventing depletion forces from acting on two surfaces, showing that different types of aggregates were formed at varying polymer (depletant) concentrations. Figure 1.16 shows examples of the types of structures formed in the study. At low polymer concentrations, and therefore relatively weak depletion forces, nanoparticles only deposited themselves at edge sites, which had the largest overlap volume for a given separation distance.
Increasing the polymer concentration led to surface aggregation, with dispersed nanoparticles in the bulk. Higher concentrations of polymer caused surface aggregation as well as aggregation in the bulk phase, while still higher concentrations of polymer caused rapid aggregation in the bulk phase.

![Micrographs of 1 μm particles in increasing order depletion strength](image)

Figure 1.16 - Micrographs of 1 μm particles in increasing order depletion strength. (a) Edge nucleation, (b) surface nucleation, (c) surface nucleation and growth into the bulk, (d) bulk nucleation and growth, and (e) rapid bulk aggregation. Adapted from [120], with permission from the author.

The use of depletion interactions to form self-assembled interphases in fiber reinforced thermoplastic composites remains unstudied, but has potential in thermosetting resins. The inclusion of macromolecules into a resin solution containing both nanoparticles and fibers could, under the appropriate conditions, deposit nanoparticles at the surface without causing significant nanoparticle aggregation in the bulk phase, again due to the increased overlap volume between a nanoparticle and fiber. The overlap volume, and thereby the depletion force, between a sphere and a flat plate, which closely resembles the particle-fiber geometry, is exactly double the overlap volume between two equally sized spheres for a given separation distance [104]. Depletion interactions thus correctly describe the qualitative behavior seen with the self-assembled interphase of nanoparticles at carbon fiber surfaces using migrating agents, as shown below in Figure 30. The migrating agent is a thermoplastic polymer that upon inclusion in moderate amounts forms a dense self-assembled interphase around fiber surfaces during the course of the cure, with well dispersed nanoparticles in the bulk phase. The inclusion of larger amounts of the
migrating agent resulted in a similar interphase, but also caused aggregation of the nanoparticles in the bulk, consistent with an increase in the depletion force.

Figure 1.17 - SEM images of carbon fiber embedded in an epoxy matrix containing (a) 6.7 wt% PES migrating agent and 5.6 wt% 100 nm silica particles. (b) 3.5 wt% PES migrating agent and 5.8 wt% 100 nm silica particles. Some nanoparticle aggregates in the bulk resin are circled in white. Scale bars represent 2 μm.

Depletion interactions are relatively unstudied outside of aqueous polymeric solutions, and many additional complications arise when used in thermosetting solutions, such as their increased and increasing viscosity, as well as the limited reaction time that may prevent the system from reaching the thermodynamically stable configuration. The processing conditions, especially the cure cycle, must be carefully controlled in order to optimize the interphase self-assembly conditions. Similar to many other techniques used to prepare nanoparticle reinforced interphases, the adhesion of the particles to the fibers may depend on the surface chemistry of the particles and the fibers, and surface functionalization may be needed to improve the particle adhesion to fibers. Nevertheless, the inclusion of nanoparticles into the interphase may result in a graded modulus which can improve the stress transfer to the reinforcing fibers, even in the absence of particle attachment. Additionally, the particles may act as crack arresters, deflectors, or both, to increase the toughness of the interphase.
The adhesion of the particles in self-assembled interphases may be poor unless adequate fiber treatment, or nanoparticle functionalization are performed. The incorporation of thermally or optically activated reactions of particles with the fibers, the matrix, or both, may also improve the adhesion of the particles without significantly altering the self-assembly process. Even if the particles are poorly adhered to fibers or the matrix, multifunctional properties such as improved conductivity, or electromagnetic shielding may still be imparted to composites using self-assembled interphases.

Self-assembled interphases have the potential to be easily scaled since only additional mixing steps would be required. The self-assembly process, however, would need to be specific enough to cause localization of nanoparticles in the fiber-matrix interphase without causing significant aggregation in the bulk resin, which can lead to reduced mechanical properties. In addition, the kinetics of the self-assembly process is extremely important, and depending on the processing conditions particles may become kinetically trapped before the interphase is formed.

1.2.5 Summary

There are many methods for modifying the fiber-matrix interphase in FRPCs with nanoparticles, each with its own set of applications, advantages and disadvantages. Interphases can be grown from fiber surfaces using seeded growth techniques or electrochemical methods. Nanomaterials can also be deposited onto fibers through the use of many different techniques including electrophoretic deposition, electrostatic attraction, chemical reaction or physical adsorption in a coating process. Recently self-assembled interphases have been prepared that develop during the course of a thermoset cure through the use of migrating agents. These techniques or combinations of them can be used to prepare fiber-matrix interphases with improved mechanical properties often accompanied by additional functionality in the resulting composite.
FRPCs for strain sensing applications, improved EMI shielding, increased electrical conductivity, and piezoelectric responses, to name a few, have all been successfully demonstrated.

The morphology of the nanomaterial present in the interphase can significantly alter the final composite properties. The presence of aggregates in the interphase generally leads to reductions in the mechanical properties of the interphase, and should be avoided. For deposited particles, appropriate surface functionalization combined with sonication is often sufficient to produce interphases with well-dispersed particles. The alignment of grown interphases can be improved by altering the seeding or growth conditions, often leading to greater improvements in mechanical properties. The dispersion state of nanoparticles in the bulk phase, if present, is equally important, and processes that rely on the self-assembly of the fiber-matrix interphase should be optimized to avoid aggregation in the bulk phase as well as in the interphase.

The inclusion of interphase modifiers can improve the mechanical properties through a variety of mechanisms. First, the additional surface roughness imparted to the fiber surface by the nanoparticles can improve the mechanical interlock between the fiber and the matrix. Secondly, nanoparticles located in the interphase may act as crack arresters or deflectors, resulting in interphases with significantly improved fracture energies. Thirdly, the presence of a graded modulus in the interphase can help to improve the stress transfer between the matrix and the reinforcing fiber. In addition, nanoparticle reinforced interphases may improve the wettability of the resin, which can also increase the stress transfer to the reinforcing fibers. These factors are all reliant on sufficient adhesion of the particles with the matrix and the fiber surface, and poor adhesion can result in premature failure of the composite. Nanoparticle modified interphases typically fail at either the fiber-nanoparticle interface, or the nanoparticle-matrix interface, and if the adhesion in either of these locations is weaker than adhesion between the fiber and the bulk
resin failure may occur at lower applied stresses than the unmodified composites. Fiber surfaces can be modified to improve the strength of the interactions with the interphase modifiers. Additionally, nanoparticle surface functionalization can result in improved adhesion with the fibers, the matrix or both. Chemically bonding nanoparticles to the fiber surface is a particularly effective method at improving particle adhesion, but is size dependent. For example, larger spherical particles benefit proportionately less from covalent attachment because of the reduced relative contact area they have with fiber surfaces.

Another important consideration is that the preparation methods used to prepare modified interphases can lead to undesired reductions in the modulus and tensile strength of the reinforcing fiber itself. For example, traditional CVD conditions to grow carbon nanotubes from fiber surfaces, certain fiber pretreatments, and the electrophoretic deposition process can all lead to significant reductions in the fiber tensile strength. The inclusion of nanoparticles in a sizing package, low temperature processing of unsized fibers, or forming self-assembled interphases tend to be the gentlest treatments resulting in little or no reductions in the tensile properties of the fibers.

Nanoparticles included in the fiber-matrix interphase can drastically alter the mechanical properties of the resulting FRPC, and impart a wide variety of additional functionalities. The dispersion quality, interphase morphology, and adhesion of the nanomaterials to the fibers and the reinforcing matrix are all critically important in producing the highest quality composites. New synthetic routes and deposition methods can lead to composites with an even wider range of properties and applications.
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Chapter 2. PREDICTING ADHESION IN PARTICLE FILLED THERMOPLASTICS USING COSMO-SAC


2.1 ABSTRACT

Successful efforts have been made at predicting the adhesion between several polymer matrices and the surface of a glass filler, treated with various coupling agents using thermodynamic descriptors. A good thermodynamic criterion has been shown to be the (negative) Gibbs free energy of mixing \((-ΔG_{\text{mix}})^{0.5}\), for a solution containing molecules representative of the repeat units of the polymer and the exposed functional groups of the silane coupling agents. Group contribution methods, such as UNIFAC allow for straightforward calculations of \((-ΔG_{\text{mix}})^{0.5}\); however, the UNIFAC database remains incomplete, and furthermore requires a subscription to access the most current database. Recently new predictive models based on the surface charge distribution of molecules and statistical thermodynamics have been developed to predict properties of solutions. In this work one such method, COSMO-SAC, is used to calculate \((-ΔG_{\text{mix}})^{0.5}\) and compare the results to a previously determined database of relative practical adhesion strengths between various polymer matrices and the organo-functional groups of silane coupling agents. The results obtained from COSMO-SAC show good agreement with the experimental database, except for the cases of significant steric effects and systems containing amines. Overall, the adhesion predictions obtained from COSMO-SAC calculations are comparable to the UNIFAC predictions, although UNIFAC was more successful in predicting adhesion for the amine containing compounds. Steric effects are not considered formally by either model, and significant reformulations would be required to account for them.
2.2 INTRODUCTION

The adhesion between an entity embedded in a polymeric matrix is critically important in many fields. In many cases a maximum value of adhesion is desired, as is the case for a repaired structural component. Moderate levels of adhesion may be desired in other cases, such as bulletproof glass where debonding is required to dissipate the impact energy of a bullet. Estimation of the adhesion is difficult because there are many mechanisms of adhesion including, mechanical interlock, polymer diffusion, physical and chemical interactions [1]. Mechanical interlock is achieved by the wetting of a porous or jagged material by an adherent that leads to a purely mechanical reinforcement of the interphase. Smooth materials, therefore, cannot engage in the mechanical interlocking mechanism. When two flexible, polymeric interfaces are joined the polymer chains from each surface may diffuse within each other leading to the formation of an interpenetrating network. The polymers must be mutually soluble to an extent and possess significant chain mobility to diffuse into this interphase region. Often times, heating above the glass transition temperatures is necessary to achieve the formation such a network. Lastly the London dispersion forces, acid-base interactions, dipole interactions and chemical bonding all contribute to the adhesion between two surfaces regardless of the surface types.

There are many experimental ways to measure the adhesion strength of an adhesive bond between two materials, including single particle composite debonding experiments [2]. In such experiments a single smooth spherical particle is embedded in the center of a polymer matrix and strained until the matrix debonds from a spherical particle. The measured stress at debonding is proportional to the adhesion strength. Because smooth particles are used the contributions from mechanical interlock can be eliminated when performing comparative studies using the SPC
technique. Probing the effects of the chemical adhesion can be achieved using this method by surface functionalizing the particles. The chemical adhesion should be proportional to the thermodynamic compatibility between the surface of the particles and the bulk polymer matrix. Indeed, the relative practical adhesion between silane coated glass beads and thermoplastic polymer matrices can be successfully predicted by the (negative) Gibbs free energy of mixing, \((-\Delta G_{\text{mix}})_{0.5}\), at equimolar amounts of the polymer repeat unit and the functional group of the silane coupling agent \([2–4]\). The choice of equimolar amounts is presumed to represent the interdigitation between the two compounds within the interphase region surrounding the silica surface. The Gibbs free energy of mixing was previously calculated using the group contribution method UNIFAC \([5]\), and good correlation with the experimental data was found. UNIFAC, however, possesses some fundamental limitations. Firstly, the group interaction database remains, to date, incomplete, thereby limiting its accuracy for compounds containing functional groups not documented in the database. In addition, due to the nature of the algorithm, isomer effects remain uncaptured, e.g., UNIFAC cannot distinguish the differences between 2-Decane and 5-Decane.

More recently, methods based on the surface charge density of molecules have been developed to describe solution thermodynamics. Most notably the “Conductor Like Screening Model for Real Solvent” model \([6]\), (COSMO-RS) and the “Conductor Like Screening Model – Segment Activity Coefficient” \([7]\), (COSMO-SAC) have been successful in predicting many solution properties including vapor-liquid equilibrium data. These COSMO-based calculations require a minimal number of parameters (which have already been optimized), and the so called “sigma profile” for each molecule in solution. The sigma profile is readily computed from the surface charge distribution of the molecule, which can be calculated using a density functional theory (DFT) calculation, and describes the proportions of the molecule containing a given surface
polarization. Due to the success of the models, large, open-access databases of sigma profiles have been prepared and maintained [8], and are often included in computational chemistry packages.

In this section the COSMO-SAC program, as developed in [7], and the sigma profile database developed at Virginia Tech [8], were used to determine the negative molar Gibbs free energy of mixing and use it to predict the adhesion between four different thermoplastic matrices and various silane functionalized silica surfaces. Sigma profiles not found in the database were computed from DFT calculations using the Gaussian 09 [9] software package. The successful implementation of the COSMO-SAC method provides a flexible methodology for predicting the adhesion of silanized surfaces embedded in thermoplastic polymer matrices via the thermodynamic criterion, $(-\Delta G_{\text{mix}})^{0.5}$.

2.3 MATERIALS AND METHODS

2.3.1 Lists of Compounds Investigated

Previous works have compiled a database of relative practical adhesion for particle filled composites with various polymer matrices containing silane treated silica spheres [2–4]. The relative adhesion was measured using the single particle composite technique. The polymers used as the composite matrix are listed in Table 2.1. Of the polymers investigated Poly(vinyl butryal) (PVB), Poly(methyl methacrylate) (PMMA), and Poly(ethyl methacrylate) (PEMA) are all amorphous polymers, while Poly(ethylene terephthalate) (PET) is a semi-crystalline polymer. The particular blend of PVB used in the previous work contained approximately 12% unreacted vinyl alcohol groups. The silane coupling agents used in the previous works are listed in Table 2.2, and represent a wide range of chemistries. Table 2.2 also denotes which organo-functional silanes were tested for each polymer matrix.

Table 2.1 – Names and structures of polymer matrices investigated
Matrix polymer | Representative repeat unit
---|---
Poly(vinyl butyral) | [-2-propyl-1,3-dioxane-4,6-diyl)methylene]0.88 - Vinyl[0.12 -
Poly(Methyl Methacrylate) | [-methyl methacrylate]-
Poly(Ethyl Methacrylate) | [-ethyl methacrylate]-
Poly(ethylene terephthalate) | [-ethylene terephthalate]-

<table>
<thead>
<tr>
<th>Organo-functional silane</th>
<th>Organo-functional group</th>
<th>PVB</th>
<th>PMMA</th>
<th>PEMA</th>
<th>PET</th>
</tr>
</thead>
</table>
n-Octadecyl (o) | -(CH\textsubscript{2})\textsubscript{17}CH\textsubscript{3} | x | x | x | x |
n-Octyl (o) | -(CH\textsubscript{2})\textsubscript{7}CH\textsubscript{3} | x | x | x | x |
7-Oct-1-enyl (7o) | -(CH\textsubscript{2})\textsubscript{6}CH=CH\textsubscript{2} | x | x |
Chloromethyl (cm) | -CH\textsubscript{2}Cl | x | x | x |
Chloroproyl (cp) | -(CH\textsubscript{2})\textsubscript{3}Cl | x | x | x | x |
3-Iodopropyl (i) | -(CH\textsubscript{2})\textsubscript{3}I | x | x |
3-Bromopropyl (b) | -(CH\textsubscript{2})\textsubscript{3}Br | x |
Vinyl (v) | -CH=CH\textsubscript{2} | x | x | x |
Phenyl (p) | -Ph | x | x |
Mono-amino (ma) | -(CH\textsubscript{2})\textsubscript{3}NH\textsubscript{2} | x |
Di-amino (da) | -(CH\textsubscript{2})\textsubscript{3}NH(CH\textsubscript{2})\textsubscript{2}NH\textsubscript{2} | x |
Tri-amino (ta) | -(CH\textsubscript{2})\textsubscript{3}NH(CH\textsubscript{2})\textsubscript{2}NH(CH\textsubscript{2})\textsubscript{2}NH\textsubscript{2} | x |
3-Methacylo (3m) | -(CH\textsubscript{2})\textsubscript{3}COO(CH\textsubscript{3})CH\textsubscript{2}=C | x | x | x | x |
Phenylamino (pa) | -(CH\textsubscript{2})\textsubscript{3}NHPh | x |
Dihydroimidazole (di) | -(CH\textsubscript{2})\textsubscript{3}Imidazole | x |

2.3.2 Sigma Profile Generation via DFT

While the sigma profile database contains over 1,000 common compounds, not all of the groups of interest were represented. Sigma profiles for the missing compounds representing the organo-functional groups of silane coupling agents (tir-amino, di-amino, 3-methacrylo, and dihydroimiazole) and polymer repeat units (PVB and PET) were determined via simulation. The surface charge distributions of the representative groups were determined by DFT calculations conducted using the Gaussian 09 computational software package [9]. The structures input into the DFT calculation were constructed in the GaussView program, with all structures preoptimized using the clean tool. The B3LYP/G6-311(d,p) basis set was used, which was the same basis set
used to generate the database. After the DFT calculation was complete, a single point energy calculation was conducted to produce a COSMO file by including the keyword scrf=cosmors. The COSMO file contains the necessary information to generate the sigma profile in conjunction with external software supplied on the Virginia Tech website [8]. It is important to note that since PVB contains approximately 12% unreacted hydroxyl groups, the sigma profile for PVB is represented here as a mixture of the sigma profiles for both the 2-propyl-1,3-dioxane-4,6-diyl)methylene groups and the vinyl groups present in the polymer.

2.3.3 COSMO-SAC Theory and Calculations

COSMO-SAC calculations were conducted using the software [8] provided on the Virginia Tech website. Figure 2.1 represents a brief overview of the necessary steps required to conduct a COSMO-SAC calculation. First, the surface charge polarization of the molecules in an infinite dielectric medium is computed using DFT calculations. Next, all of the possible surface interactions are integrated to yield the desired thermodynamic information. For computational simplicity, the surface of the molecule is broken into segments of finite area and the sum of all possible pairwise interactions between the segments is considered. Each segment is described by the charge distribution $\sigma$ (Coulombs/Å$^2$), and its area. Sigma profiles, which are unique to each molecule, are described by a plot of $p(\sigma)$ versus $\sigma$, where $p(\sigma)$ represents the total amount of surface area containing a given surface charge and has units of Å$^4$/Coulomb. In Figure 2.1 the charge densities of ideally solvated water (top left) and ethanol (top right) molecules are shown, along with their corresponding sigma profiles (water: middle left; ethanol: middle right). The increase in neutral charge density area is immediately obvious when comparing ethanol to water.
Figure 2.1- Overview of the COSMO-SAC procedure. The surface charge distribution of ideally solvated molecules is used to generate sigma profiles. The COSMO-SAC model then uses the sigma profiles to calculate solution thermodynamic properties, including the \((-\Delta G_{\text{mix}})^{0.5}\).

From the information contained in the sigma profiles alone, it is possible to calculate activity coefficients, and subsequently the Gibbs free energy of mixing. In the COSMO-SAC model used here, the activity coefficient of the \(i^{th}\) component in solution \(S\) is given by the following equation:

\[
\ln \gamma_i = \ln \gamma_i^{\text{COMB}} + n_i \sum_{\sigma_m} p_i(\sigma_m) [\ln \Gamma_S(\sigma_m) - \ln \Gamma_i(\sigma_m)].
\]  

(2.1)

The first term \(\gamma_i^{\text{COMB}}\) is the Staverman-Guggenheim combinatorial term, which accounts for nonidealities associated with the size and structure of a molecule, [10,11] and is given by:
\[
\ln \gamma_i^{\text{COMB}} = \ln \frac{\phi_i}{x_i} + \frac{z}{2} q_i \ln \frac{\theta_i}{\phi_i} + l_i - \phi_i \sum_{j=1}^{n} x_j l_j,
\]

where \( \phi_i \) is the normalized volume fraction, \( \theta_i \) is the normalized surface area fraction, \( x_i \) is the mole fraction of component \( i \) in the mixture, \( z \) is the coordination number and is typically assigned a value of 10, \( l_i = (z/2)(r_i - q_i) - (r_i - 1) \), \( r_i = V_i/r \) is the normalized volume parameter, and \( q_i = A_i/q \) is the normalized surface-area parameter. \( A_i \) and \( V_i \) are the cavity surface area and cavity volume, respectively, both of which are determined from the COSMO calculation. \( q \) and \( r \) are both normalization constants. The Staverman-Guggenheim term is also used in UNIFAC and many other

The second term in equation (2.1) represents the residual contribution to the activity coefficient and accounts for energetic effects. \( n_i \) is the total number of segments of component \( i \), \( p_i(\sigma_m) \) is the probability of finding a surface segment of charge density \( \sigma_m \) for component \( i \), \( \Gamma_S(\sigma_m) \) and \( \Gamma_i(\sigma_m) \) are defined as the segment activity coefficients for a segment of surface charge density \( \sigma_m \) in solution, and in pure component \( i \), respectively.

The probability of finding a segment with a given surface charge density in pure component \( i \) is given by \( p_i(\sigma_m) = A_i(\sigma_m)/A_i \), while the probability of finding such a segment in the solution is given by the \( p_S(\sigma_m) = \sum_i x_i A_i(\sigma_m)/\sum_i x_i A_i \). The segment activity coefficients are determined from the following equations:

\[
\ln \Gamma_i(\sigma_m) = -\ln \left[ \sum_{\sigma_n} p_i(\sigma_n) \Gamma_i(\sigma_n) \exp \left( -\frac{\Delta W(\sigma_m, \sigma_n)}{RT} \right) \right], \quad (2.3)
\]
\[
\ln \Gamma_S(\sigma_m) = -\ln \left[ \sum_{\sigma_n} p_S(\sigma_n) \Gamma_S(\sigma_n) \exp \left( -\frac{\Delta W(\sigma_m, \sigma_n)}{RT} \right) \right]. \quad (2.4)
\]
where $\Delta W(\sigma_m, \sigma_n)$ is the exchange energy between two surface segments that accounts for electrostatic and hydrogen bonding interactions, $R$ is the universal gas constant, and $T$ is the system temperature. Dispersion forces are assumed to be constant in this model, and as a result the dispersive energetic terms cancel:

\[
\Delta W(\sigma_m, \sigma_n) = \frac{\alpha'}{2} (\sigma_m + \sigma_n)^2 + c_{hb} \max[0, \sigma_{acc} - \sigma_{hb}] \min[0, \sigma_{don} + \sigma_{hb}],
\]

where $\alpha'$ and $c_{hb}$ are constants in this model, $\sigma_{acc}$ and $\sigma_{don}$ are the larger and smaller of the two surface segments $\sigma_m$ and $\sigma_n$; and $\sigma_{hb}$ is a constant that determines the cutoff value for determining hydrogen bonding interactions. Max and min are functions that represent the larger or smaller of their arguments, respectively. Other forms of the hydrogen bonding term exist in other variants of the COSMO-based models, and further refinement of these terms is an active area of research [12,13]. Once the activity coefficient is calculated from Equation (2.1), the Gibbs free energy of mixing is readily calculated by Equation (2.6). Figure 2.2 shows the Gibbs free energy of mixing for octadecane mixed with repeat unit of PVB.

\[
\Delta G_{mix} = RTx_i \ln \sum(x_i \gamma_i).
\]
In this work, all the constants in the above equations were used as supplied in the Virginia Tech software, and the system temperature was specified at 50° C. A full derivation of the COSMO-SAC model as used in this work can be found in the original work of Lin and Sandler [7].

It should be noted that strictly speaking COSMO-SAC was developed to predict solution based thermodynamic properties of ordinary sized molecules, but many authors have found it to be useful to describe and predict properties of polymeric solutions [14,15]. The greatest challenge of describing polymer solutions is that they possess many possible conformations, and each conformation may have a unique sigma profile. In reality a weighted average of a distribution of sigma profiles may be required to account for the large configurational space large molecules can populate. This issue, along with the reality that polymers almost certainly have multiple points of contact makes modeling true polymeric solutions extremely difficult. Nevertheless, since we are considering only the interactions present in the immediate vicinity of the interface these configurational issues associated with long chain polymers may not be as relevant for our system of interest.

2.4 RESULTS AND DISCUSSION

Previous works had used UNIFAC to predict the relative practical adhesion between silane functionalized glass beads and four different thermoplastic polymer matrices [2–4]. The adhesion was measured using the single particle composite technique, which is useful for eliminating the effects of mechanical interlock in the dataset. Using the compiled database of adhesion values, COSMO-SAC was used to compute the \((-\Delta G_{\text{mix}})^{0.5}\) and compare the correlations obtained with those computed using UNIFAC. Figure 2.3 shows the relative practical adhesion versus the
computed \((-\Delta G_{\text{mix}})^{0.5}\), using both UNIFAC and COSMO-SAC, for PET, PEMA and PMMA. The flexural yield strength, specific adhesion energy and adhesion energy plotted are all relative indicators of adhesion. For the PET matrix, both UNIFAC and COSMO-SAC preform equally well with \(R^2\) values > 0.96. For the PEMA and PMMA matrices, however, UNIFAC tends to outperform the results obtained by COSMO-SAC, although the correlation coefficients obtained using COSMO-SAC are still quite strong \((R^2 = 0.760\) for PEMA and \(R^2 = 0.862\) for PMMA).
Figure 2.3 - Relationship between the practical adhesion and \((-\Delta G_{\text{mix}})_{0.5}\) for systems investigated using (a) PET, (b) PEMA, and (c) PMMA as the matrix. Open squares and the dashed line represent the data obtained using UNIFAC, while closed squares with the solid line represent the results obtained from COSMO-SAC. Abbreviations are defined in Table 2.2. Error bars correspond to the mean 95% confidence interval.
The results obtained for the silane functionalized beads embedded in the PVB matrix, as seen in Figure 2.4(a) showed a significantly worse correlation is observed for both UNIFAC and COSMO-SAC. The poor correlation highlights some of the limitations with the methods. Previous work showed that the UNIFAC was unable to successfully predict the relative adhesion for the bulkiest silane coupling agent functional groups (triamino, phenylamino, and 3-methacrylo) groups with PVB as the polymer matrix [2]. The poor correlation between them may be a result of many factors. Strictly speaking, UNIFAC and COSMO-SAC are both solution-based activity coefficient models, and are not intended for use with solid polymeric systems. Neither model accounts for the possibilities of multiple points of contact, as is likely the case for solid-polymer systems. Additionally, steric effects are absent from both models, and significant developments would need to be made to both models to accurately account for them. Many adaptations of COSMO-based methods are being developed with hopes of capturing the thermodynamics of macromolecule solutions, but they are significantly more complicated and are still in their infancy. Predicting the relative adhesion with systems that are suspected to involve such steric effects may not be feasible using either UNIFAC or COSMO-SAC alone.

Removal of the sterically hindered silanes from the PVB data-set, as shown in Figure 2.4(b), improves the correlations between the relative adhesion and \((-\Delta G_{\text{mix}})_0.5\) for both COSMO-SAC \((R^2 = 0.528)\), and UNIFAC \((R^2 = 0.952)\). The still poor correlation highlights another limitation of the COSMOSAC method, which is the inability to accurately predict thermodynamic properties of amine-containing compounds. Significant efforts are being made to improve the description of amines and other compounds that can participate in multiple hydrogen bonds. Figure 2.4(c) shows that the COSMO-SAC correlation is much improved when the bulky and amine containing silanes are removed from the PVB data-set \((R^2 = 0.872)\).
Figure 2.4 – Relationship between the practical adhesion and \((-\Delta G_{\text{mix}})^{0.5}\) for systems investigated using PVB as the matrix. (a) all silanes investigated, (b) bulky silanes omitted, and (c) bulky and amine containing silanes omitted. Open squares and the dashed line represent the data obtained using UNIFAC, while closed squares with the solid line represent the results obtained from COSMO-SAC. Abbreviations are defined in Table 2.2. Error bars correspond to the mean 95% confidence interval.
2.5 CONCLUSIONS

Here we have shown that the COSMO-SAC model is a suitable for determining \((-\Delta G_{\text{mix}})^{0.5}\) and predicting the relative practical adhesion in filled polymeric composites, with some limitations. Similar to the results obtained by UNIFAC, COSMO-SAC is unable to predict the relative adhesion if significant steric effects exist between the polymer matrix and the silane functional group. Additionally, COSMO-SAC yields less accurate results for compounds containing amines, and in general provides less accurate predictions than UNIFAC. However, due to the general applicability of the method, COSMO-SAC provides a valuable means to predict the relative practical adhesion in composite materials when UNIFAC may be inapplicable. Future refinements of the COSMO-based models will likely be able to correct for some of the inaccuracies associated with amines, but the proper accounting of steric effects is a much more difficult task and will require significant development to the model. Accounting for the large configurational space accessible to long chain polymers may require some monte-carlo sampling of polymer configurations and generation of sigma profiles for each configuration, which would increase the cost of the calculations significantly. Similarly, accounting for the steric hinderances and multiple points of contact remains an outstanding problem.
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Chapter 3. IN SITU OBSERVATION OF A SELF-ASSEMBLED FIBER-MATRIX INTERPHASE


3.1 ABSTRACT

The preferential accumulation of nanoparticles at carbon fiber surfaces, induced by the addition of a thermoplastic "migrating agent" to an epoxy resin, was monitored via in-situ fluorescence microscopy. (3-glycidoxypropyl)trimethoxysilane functionalized fluorescent silica nanoparticles (GFCSP) were synthesized by a modified Stöber method to track the spatiotemporal abundance of nanoparticles. Single carbon fibers were embedded in an uncured epoxy mixture consisting of tetragnlycidyl-4,4-diaminodiphenylmethane (TGDDM) and 4,4'-diamnodiphenylsulfone (DDS), as well as thermoplastic migrating agent, poly(ether sulfone) (PES), and GFCSP. A heated microscope stage was used to monitor the fluorescence in the local vicinity of the fiber as the epoxy begins to cross-link and solidify upon heating. Our results show that the synthesized GFCSP accumulate at fiber surfaces only in the presence of PES, as verified using scanning electron micrographs of Mode I fiber fracture surfaces.

3.2 INTRODUCTION

Fiber reinforced polymeric composites (FRPC), are materials composed of high strength and modulus fibers encapsulated in a polymer matrix, which may be a thermoset, a thermoplastic or mixture thereof. The interphase, that is a thin region, of the order of 100 nm, between the fiber surface and the bulk matrix, plays a critical role in determining the bulk mechanical properties of the composite [1]. Many methods exist to improve the fiber-matrix adhesion, including fiber
oxidation [2], fiber surface functionalization [3], adsorbing adhesion promoters to the fiber surface [4], and the inclusion of nanomaterials in the fiber-matrix interphase itself [5].

Recently, the use of so called “migrating agents” has been used to selectively accumulate nanoparticles near fiber surfaces during the cure of epoxy based thermosets when directly mixed into a resin containing functionalized nanoparticles [6–8]. The system initially consists of a well-mixed resin containing the nanoparticles, the uncured epoxy and hardener, and the migrating agent, which is typically a thermoplastic polymer. As the epoxy is heated and begins to crosslink, nanoparticles begin accumulating at the interphase in the presence of migrating agent. This type of system is extremely desirable because it does not require any additional fiber functionalization, and can be readily introduced to any existing process stream by incorporating the migrating agent in the resin formulation.

The mechanism by which migrating agents concentrate material to the interphase has not been well studied, however, polymer mediated depletion forces [9,10] qualitatively explain the self-assembly of particles in the interphase. Depletion forces arise when a smaller object, such as a dissolved polymer, is excluded from the region of volume between two larger objects, known as the depletion volume, as they closely approach one another. The resulting concentration difference in the bulk polymer and the depletion volume gives rise to an osmotic pressure that further seeks to bring the objects together. The strength of the interaction is proportional to the polymeric depletant concentration, the relative size of the larger objects compared to the depletant, and the geometry of the approaching bodies. From purely geometric considerations, the depletion volume approximately twice as great for a sphere approaching a plate compared to that of two similarly sized spheres at the same separation distance. Nanoparticle-fiber interactions, which can be approximated by the sphere-plate geometry, should therefore be nearly twice as strong as particle-
particle interactions. In aqueous media control of the depletion strength can lead to preferential nanoparticle deposition at flat surfaces, without causing particle aggregation in the bulk phase [11].

Many techniques for quantifying the spatial distribution of nanoparticles in FRPC exist, such as scanning electron microscopy (SEM), transmission electron microscopy (TEM), and atomic force microscopy (AFM). These techniques, however, typically only probe the final structure of the system. In situ methodologies, however, can provide more information on the kinetics and thermodynamics of the system and capture the onset of any morphological changes. In this section inverted fluorescence microscopy was used in combination with a heated microscope stage, to track the silane functionalized fluorescent core-shell nanoparticles in an epoxy based resin in the presence of a migrating agent. By tracking the accumulation of fluorescence near the fiber surface as a function of time and temperature during the cure, the onset of migration was readily determined. The inclusion of migrating agent into the resin formulation also caused aggregation of primary particles in the bulk phase, while samples prepared without migrating agent showed no signs of aggregation in the bulk phase, indicating particle-particle interactions were also promoted by the migrating agent.

3.3 MATERIALS AND METHODS

3.3.1 Nanoparticle Synthesis and Functionalization

Fluorescent nanoparticles were synthesized using a modified Stöber method [12,13], followed by subsequent surface functionalization, as shown schematically in Figure 3.1. First the fluorescent precursor was synthesized by dissolving Fluorescein isothiocyanate isomer I (FITC) in pure ethanol at a concentration of 50 mM, and then adding (3-aminopropyl) triethoxysilane (APS) to a concentration of 200 mM. The precursor was allowed to react for at least 6 hours, stirring at room temperature. The fluorescent nanoparticle (FNP) cores were prepared by mixing the fluorescent
precursor with an ethanolic ammonium hydroxide solution containing 0.17 M tetraethyl orthosilicate (TEOS). The water content in the mixture was 2.0 M, and the ammonium concentration was 0.85 M. The precursor solution was added to yield a concentration of 2 mg FITC for every mL of TEOS added. The resulting solution was allowed to react for at least 6 hours, stirring and covered. To protect the fluorescent core [14], and preserve the desired surface chemistry of the silica particles an additional shell of silica was added to the nanoparticles using a seeded growth technique. Additional TEOS and water were added in a stoichiometric ratio of 1:2, to grow the particles another 5-10 nm in diameter. The amount of additional TEOS added was calculated by assuming any additional TEOS added would condense on the surface of existing particles in solution. The reaction was allowed to proceed for 6 hours, covered and stirred.

Figure 3.1 - Overview of modified Stöber process and subsequent silanization procedure used to prepare GFCSP.
Next the fluorescent particles were rinsed twice via centrifugation and subsequent resuspension in methanol. The particles were then added to a solution consisting of 95 vol % methanol and 5 vol % water, to a particle concentration of 5 % by weight. Meanwhile a silanizing solution was prepared by adjusting the pH of a 95 vol % methanol and 5 vol % water solution to 4.5 with acetic acid, and then adding 2 vol % of the silane coupling agent (3-glycidoxypropyl) trimethoxysilane (GPS). The silanizing solution was allowed to hydrolyze for 15 minutes before the particles were introduced such that the final solution contained approximately 2 wt % particles. The silanizing reaction proceeded for 2 hours, and then particles were rinsed dispersed in pure methanol. These silane functionalized particles are designated as GFCSP. The size distributions, as measured by dynamic light scattering, for FNP, FCSP, and GFCPS are shown in Figure 3.2.

![Figure 3.2 - Size distributions of synthesized FNP, FCSP and GFCSP as measured by dynamic light scattering.](image)

3.3.2 Sample Preparation and Observation

The epoxy used was composed of tetracyglycidyl-4,4’-diaminodiphenylmethane (TGDDM) and 4,4’-diaminodiphenyl sulfone (4,4’-DDS), and the migrating agent was a poly(ether sulfone) (PES). GFCSPs dispersed in methanol were added to TGDDM heated to 55°C in a round bottom
vacuum flask, approximately 1 mL at a time to the stirring solution before vacuum was applied to remove excess methanol. Once the particles were added, the temperature was raised to 65°C and vacuum was applied for another 2 hours to remove any excess methanol. Formulations containing PES were prepared by adding PES to the TGDDM particle mixture and then heating to 160°C for 2 hours, and mixing by hand intermittently. Finally, the DDS was added to the mixture in a mass ratio of 54:100 to TGDDM to achieve stoichiometric reaction conditions.

Samples for observation by SEM were prepared by embedding sized carbon fibers (Toray Composite Materials America, Inc.) in the formulated resin mixture and heating at a rate of 2°C-min⁻¹ to 180°C, and then holding the temperature at 180°C for 2 hours. Mode I fracture surfaces, sputtered with a Gold-Palladium mixture approximately 10 nm thick, were then examined with a FEI-Sirion-XL30 scanning electron microscope with an accelerating voltage between 2-5 keV, and a working distance of 5 mm.

Samples prepared for fluorescence microscopy were prepared by knife coating a thin film of resin on a 25 mm circular cover slip at 80 °C. Fibers were spread as sparsely as possible and laid carefully over the film, before a second cover slip was placed on top of the fibers. The resin mixture was heated to 80 °C for 10 minutes to let the resin wet the fibers and cover slips. The resin was cured in a heated microscope oven (Simplex Scientific) by heating the mixture at 2 °C-min⁻¹ to 180 °C and then hold the temperature constant for 2 hours. During the course of the cure fluorescent images were taken with an Olympus Ix70, inverted fluorescence microscope. The experimental setup is shown in Figure 3.3.
3.3.3 Analysis of Fluorescent Images

First the images were rotated such that the fibers were oriented vertically. The fluorescence intensities were then normalized by scaling the maximum and minimum pixel intensities to 1 and 0, respectively. Average pixel intensities were then calculated in the direction of the fiber length. The figure of merit for the analysis is the peak line average intensity near a fiber surface normalized to the background fluorescence.
3.4 RESULTS AND DISCUSSION

Mode I fracture surfaces of sized carbon fiber tows were examined using SEM to verify whether or not particles were preferentially located at the fiber-matrix interphase in fully cured samples. Figure 3.4 demonstrates that the presence of migrating agent is able to successfully direct nanoparticles to the interphase. When no migrating agent is present, a formulation containing 1.4 wt% GFCSP shows no nanoparticles at the fiber surface. Inclusion of 7.1 wt% PES in a formulation containing 1.3 wt% GFCSP, however, shows complete coverage of the fiber surface with nanoparticles. Inset images show the bulk resin for each formulation. In the absence of migrating agent GFCSPs remain well dispersed as primary particles. In contrast, the formulation containing 7.1 wt% PES shows significant aggregation of GFCSPs in the bulk phase, indicating that particle-particle interactions are also favored by the inclusion of PES.

![Figure 3.4 - SEM micrographs of a sized carbon fiber mode I fracture surface.](image)

Fluoresce microscopy shows similar results for the same system, as seen in Figure 3.5. The resin formulated with 1.4 wt% GFCSP and 0% PES shows a relatively uniform background fluorescence with some small aggregates present. The primary particles are approximately 100
nm, and too small to see individually in these micrographs. In addition, the fluoresce intensity in
the vicinity of the fiber is not appreciably greater than the background fluorescence. In the case of
the system formulated with 1.3 wt% GFCSP and 7.1 wt% PES the fluorescence intensity near the
fibers is much greater than the background fluorescence, and the aggregate structure in the bulk
phase has changed significantly.

These results are consistent with depletion forces induced by the dissolved PES migrating
agent. It is well known that dissolved polymers in solution can induce attractive forces between
two larger bodies as they approach one another [9,10]. When the bodies are close enough they
begin to exclude the polymer from the region of volume between the objects, known as the overlap
volume. The exclusion of the polymer leads to an osmotic pressure difference that seeks to drive
the particles further together. The magnitude of the depletion force is directly proportional to the
size of the overlap volume, which depends solely on the geometry of the two approaching entities.
The overlap volume between two equally sized spheres is approximately half of the overlap
volume between a sphere and a flat plate. Assuming depletion interaction is the cause of the
nanoparticle migration, particle-fiber interactions should be more favorable than particle-particle
interactions due to the increased overlap volume between a particle and a fiber, which closely
resembles the sphere-plate geometry.
Figure 3.5 - Fluorescence micrographs of a sized carbon fiber taken after the epoxy mixture was allowed to fully react. Carbon fibers embedded in an epoxy containing (a) 1.4 wt% GFCSP with 0 wt% PES, and (b) 1.3 wt% GFCSP with 7.1 wt% PES. Scale bars represent 100 µm.

Using the heated microscope stage, the fluorescence intensity was monitored at several points during the crosslinking reaction. Figure 3.6 (a-c) shows the fluorescence intensity of a sized carbon fiber embedded in a resin containing 1.3 wt% GFCSP and 7 wt% PES at increasing times during the reaction. The samples were first held isothermally at 80 °C for 10 minutes before they were heated to 180 °C at a heating rate of 2 °C-min⁻¹. The samples were then held isothermally for 20 minutes at 180 °C. Initially the fluorescence near the edge of the fibers was the same as the background, but as the reaction proceeds the fluorescence begins to intensify in the vicinity of the fiber surface, as seen by the emergent peak in the plotted intensity profiles.
Figure 3.6 - (a-c) Fluorescence micrographs of a sized carbon fiber embedded in a resin containing 1.3 wt% GFCSP and 7 wt% PES taken at various times during the cure. (a) 35 min, (b) 45 min, (c) 75 min; scale bars are 50 µm. (d) The peak fluorescence intensity normalized by the background intensity of the sized carbon fibers embedded in (filled circles) a resin containing 1.3 wt% GFCSP and 7 wt% PES and (open squares) in a resin containing 1.4 wt% GFCSP and 0 wt% PES. The temperature profile is shown in the solid line (right axis).

Figure 3.6 (d) plots the maximum peak intensity divided by the average background intensity at various times along the reaction, as well as the temperature profile during the course of the experiments. Starting at approximately 140 °C, the fluorescence intensity near the fibers embedded in the matrix containing PES begins to increase, indicative of nanoparticles accumulating at the fiber surface. This temperature is remarkably close to the onset temperature of the exothermic crosslinking reaction, as measured by differential scanning calorimetry (see Figure 3.7; and appendix for calculation details), indicating that the particles may be weakly bound to the surface before they matrix begins crosslinking the particles in place. By 180 °C the maximum fluorescence
is achieved and as the reaction proceeds the particles are locked into place as the cross-linking density increases. Without the PES included in the formulation, the fluorescence intensity near the fiber never increases significantly over the background fluorescence, indicating no significant migration has occurred.

Figure 3.7 – (Black line) Degree of cure vs. time for TGDDM cured with DDS containing 1.3 wt% GFCSP and 7 wt% PES, heated at a rate of 2 °C-min⁻¹ to 180 °C and then held isothermally for 20 minutes (Red line).

3.5 CONCLUSIONS

In situ fluorescence microscopy is a useful method for monitoring the relative distribution of nanoparticles in a thermosetting epoxy matrix. Using a heated microscope stage and an inverted fluorescence microscope the particle distribution may be monitored during the course of a thermally activated cure. Our results show that by including a migrating agent, such as PES, into the epoxy formulation nanoparticles preferentially accumulate at carbon fiber surfaces during the crosslinking of the epoxy matrix. The results obtained by fluorescence microscopy are consistent with results obtained from SEM micrographs. One advantage of this technique is that the onset of
migration, in a liquid or semi-solid state, can be easily determined. The onset temperature was determined to be 140 °C for a TGDDM/DDS epoxy resin containing GFCSP, with PES as the migrating agent.

While the mechanism for particle migration in these systems remains understudied, depletion interaction correctly explains the nanoparticle migration to fiber surfaces. In situ fluorescence microscopy remains a useful and flexible tool for probing the efficacy of different migrating agents in a variety of complex systems, and these methods could easily be applied to study nanoparticle distributions and morphologies in phase separating systems, or other temperature responsive systems. Processing zones and may also be readily identified as the onset of the migration agent can easily be identified using this technique.
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Chapter 4. SELF ASSEMBLED NANOPARTICLE-RICH INTERPHASES USING MIGRATING AGENTS

K.B. Caldwell, and J.C. Berg, (Submitted to Journal of Adhesion Science and Technology)

4.1 SUMMARY

Thermoplastic additives, known as migrating agents, can be added to nanoparticle loaded thermosetting resins to form self-assembled nanoparticle structures. Most notably, in fiber reinforced thermosetting composites, self-assembled nanoparticle rich fiber-matrix interphases can be formed. While the self-assembly mechanism remains unclear, depletion interaction correctly describes the types of self-assembled structures formed. Formulations containing modest concentrations of migrating agent form self-assembled fiber-matrix interphases without causing aggregation in the bulk. Slight overdoses of migrating agent can lead to the formation of nanoparticle aggregates in the bulk phase, which can ultimately reduce the mechanical properties of the composite. Even larger overdoses of migrating agent cause the formation of large and open nanoparticle aggregates, indicative of rapid aggregation. Depletion theory predicts that larger molecular weight migrating agents should induce greater attractive forces, thus reducing the concentrations required to form these self-assembled structures. In this study, the migrating agent molecular weight dependence on the self-assembly and aggregation phenomenon are investigated. As predicted by depletion theory, larger molecular weights led to the formation of self-assembled interphases and aggregates at lower concentrations.

4.2 INTRODUCTION

The mechanical properties of polymeric composites can be improved by the inclusion of nanoparticles in the polymer matrix [1–3]. The dispersion state of the particles in these
nanocomposites is critical to realize the full potential of these materials. Large aggregates may act as local stress concentration sites, resulting in reduced mechanical properties. Nanoparticles have also been used to tailor the interphase properties in fiber reinforced polymeric composites [4–6]. These particle-reinforced interphases have been used to improve bulk mechanical properties and can often impart multifunctionality to the final composite, i.e., thermal resistance, magnetism, electrical conductivity [7,8]. Common interphase modifiers include nanoparticles, carbon nanotubes, clay particles and silane coupling agents.

Many methods for preparing engineered fiber-matrix interphases have been developed in recent years. Seeded growth techniques have been used to grow carbon nanotubes, and metal oxide nanowhiskers from a variety of fiber surfaces. Deposition of preformed particles has been achieved by chemical reaction, electrostatic deposition, and dip coating, for example [5]. Many of these processing steps require high temperature, or harsh reaction conditions that may significantly damage the fiber properties. Growing single-walled carbon nanotubes using chemical vapor deposition, for example, requires temperatures around 1000 °C [9].

In recent years, self-assembled nanoparticle-rich interphases have also been prepared in polymeric media. Nanoparticles dispersed in thermoplastic polymer films have been demonstrated to accumulate near cracks due to entropic driving forces of the polymer chains [10,11]. In thermosetting fiber reinforced composites, the addition of thermoplastic “migrating agents” has been shown to form self-assembled nanoparticle reinforced fiber-matrix interphases [12–14]. Inclusion of excess migrating agent, however, can lead to the formation of nanoparticle aggregates in the bulk phase [5].

There are several mechanisms that may result in the self-assembly of nanoparticles at surfaces in the presence of a polymeric solution, including electrostatic attraction [4], phase separation
[15,16], and depletion forces [17,18]. Electrostatic forces, while relevant in polar media, are unlikely to be significant in thermosetting polymeric solutions due to the low dielectric constants of most polymers. Phase separation may result in self-assembled interphases if both the fiber and particle surfaces are preferentially wet by the same phase. Depletion forces, while relatively unstudied in polymeric media, correctly describe the types of self-assembled structures formed in fiber reinforced thermosetting composites.

Depletion forces arise from the geometric exclusion of smaller entities, known as depletants, between two larger objects as they approach one another. The resulting concentration difference between the larger objects and the bulk solution gives rise to an osmotic pressure that acts inwards on both objects. The strength of the depletion force is strongly dependent upon the geometry and surface roughness of the approaching objects. For example, the depletion force between two smooth spheres is approximately half the force between a smooth sphere and a flat plate [19]. In fiber reinforced polymeric composites with dispersed nanoparticles, the fiber-particle geometry should closely resemble that of the sphere-plate geometry resulting in greater attractive forces.

Fiber reinforced thermosetting resin systems containing nanoparticles and insufficient amounts of migrating agent form no self-assembled structures. Increasing the migrating agent concentration slightly causes the formation of a self-assembled nanoparticle rich interphase at fiber surfaces, without causing aggregation in the bulk. Further increases in the migrating agent concentration, and thereby depletion strength, result in the formation of aggregates in the bulk phase as well as deposition at the interface. The size of the aggregates formed increases with increasing migrating agent concentration. The progressive onset of these self-assembled structures with increasing depletion strength is well documented in aqueous media. Only edge and corner deposition is observed at the lowest depletion strengths, at intermediate depletion strengths surface
deposition is also observed, and at the highest depletion strengths aggregates in the bulk begin to form [20].

Aside from geometric constraints, the magnitude of the depletion force is related to the size of the depletant and the concentration. For polymeric depletants, the interaction between the polymer and the solvent may also play an important role. Assuming that the polymer is miscible in the solvent, the strength of the depletion forces should increase with increasing molecular weight. In this study we investigate the effect of migrating agent molecular weight on the formation of the self-assembled structures in an epoxy based resin reinforced with carbon fibers. We seek to determine the onset concentrations required to form the various self-assembled structures as the migrating agent molecular weight increases.

4.3 EXPERIMENTAL

4.3.1 Materials

Sized carbon fibers were provided by Toray Composite Materials America, Inc (‘Toray CMA’) for use in this study. Four distinct commercially available poly(ether sulfone) (PES) polymers were provided by Sumika and Solvay, all of the PES variants were hydroxyl terminated on one end of the polymer chain. Table 4.1 lists the supplier, the trade names of each variant, the weight average molecular weight as determined by size exclusion chromatography using poly(styrene) standards, and the hydrodynamic diameter of the polymers as measured by dynamic light scattering in N,N-Dimethylformamide. The epoxy used in this study was Araldite MY-721, which consists of tetruglycidyl 4,4’-diaminodiphenylmethane (TGDDM). The curing agent was 4,4’-diaminodiphenylsulfone (DDS). Epoxy functionalized 100 nm silica nanoparticles, dispersed in TGDDM were supplied by Admatechs.
Table 4.1 - Poly(ether sulfone) molecular weights and supplier information

<table>
<thead>
<tr>
<th>Supplier</th>
<th>Trade Name</th>
<th>$M_W$ [kDa]</th>
<th>$D_P$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sumika</td>
<td>5003p</td>
<td>57.4</td>
<td>11.3 ± 0.3</td>
</tr>
<tr>
<td>Solvay</td>
<td>Veradel 3000RP</td>
<td>53.9</td>
<td>10.6 ± 0.2</td>
</tr>
<tr>
<td>Solvay</td>
<td>Virantage VW-10200</td>
<td>53.4</td>
<td>10.4 ± 0.1</td>
</tr>
<tr>
<td>Solvay</td>
<td>Veradel 3600RP</td>
<td>35.1</td>
<td>7.5 ± 0.2</td>
</tr>
</tbody>
</table>

4.3.2 Resin Formulation

The base resin consisted of TGDDM cured with DDS. All of the formulations were prepared to include a total of 2 wt% 100 nm epoxy functionalized silica nanoparticles, and varying concentrations of one of the four PES variant. The PES concentrations ranged from 0.25 wt% to 10 wt%.

First the particles were weighed out and diluted with additional TGDDM to achieve the desired particle loading. The particles were then dispersed in the TGDDM by applying a shear force using a FlackTek Speedmixer DAC 150.1 FVZ-K (Landrum, SC) at a setting of 3000 rpm for 1 minute. Next the poly(ether sulfone) (PES) migrating agent was added to the dispersed nanoparticle mixture, and heated to a temperature of 160 °C. The resulting mixture was stirred by hand every 30 minutes over a two-hour period to fully incorporate the PES into the resin. Then the mixture was allowed to cool down to 80 °C before the curing agent, DDS, was finally added. The final mixture was mixed in the FlackTek at a setting of 2000 rpm for a total of 10 minutes.

4.3.3 Sample Preparation

Carbon fibers were placed in a silicon mold and then embedded in the resins prepared above. The samples were thermally cured by ramping the temperature to 180 °C, at a rate of 2 °C·min⁻¹, and then holding the temperature constant at 180 °C for two hours. The samples were then removed
from their molds and cut, using a tile saw, to prepare 90° cross-sections. Samples were then sanded and polished for observation under a scanning electron microscope (SEM).

4.3.4 *Scanning Electron Microscopy*

Backscattered SEM images were used to generate contrast between the silica particles and the polymeric matrix and carbon fibers. A FEI-Sirion-XL30 scanning electron microscope was operated in backscattering mode with accelerating voltages ranging from 3.5 to 5 keV, and the spot sizes between 3 and 5. The samples were coated with a thin layer of conductive carbon to prevent charging artifacts.

4.3.5 *Post-Processing SEM images*

ImageJ [21] was used to post-process the images in a systematic manner. To improve the contrast in the images the ‘enhance contrast’ feature was used by selecting the ‘normalize histogram’ option.

4.4 *Depletion Theory*

The use of macromolecules as depletants to form self-assembled structures in aqueous media has been well studied and documented [19,20]. The first mathematical model of depletion forces was proposed by Asakura and Oosawa [22], in which they describe the nature of attractive forces between two larger objects immersed in a solution containing smaller macromolecules. As the larger objects approach one another, eventually the smaller entities, commonly referred to as depletants, are physically excluded from the space between the larger entities, resulting in a region of volume containing pure solvent. The concentration difference between this region, commonly referred to as the depletion volume, and the bulk solution results in an osmotic pressure difference.
that acts inwards on both objects. The Gibbs free energy associated with depletion interaction is given simply by Equation (4.1)

$$\Delta G_{dep} = -\Pi_b V$$

(4.1)

where $\Pi_b$ is the osmotic pressure of the bulk solution, and $V$ is the depletion volume, which depends on the geometry of the two larger entities approaching one another, and the size of the depletant. Figure 4.1 shows a schematic of depletion interaction for two spheres approaching one another, and a sphere approaching a plate across a macromolecule solution.

Figure 4.1 - Representation of depletion interaction for (a) two smooth spheres and (b) a smooth sphere approaching a flat plate. The dashed regions show the excluded volume, and the shaded region represents the overlap volume.

The osmotic pressure of a polymer solution is approximated well by Equation (4.2), where $c_p$ is the polymer mass concentration in the bulk phase, $R$ is the gas constant, $T$ is the absolute temperature, $MW$ is the mass average molecular weight of the polymer, and $B_2$ is the second osmotic virial coefficient of the polymer dispersed in the solvent phase. $B_2$ describes the non-ideal interactions of the polymer in a given solvent, and is typically positive if a polymer is soluble in a given solvent.

$$\Pi_b = c_p RT \left( \frac{1}{MW} + c_p B_2 \right)$$

(4.2)
The depletion volume depends on the geometry of the larger objects, as well as their surface roughness [23]. The depletion volume for two smooth equally sized spheres, and a smooth sphere approaching a flat plate is given by Equations (4.3) and (4.4), respectively.

\[ V_{ss} = \frac{\pi}{6} (D_d - S_o)^2 \left(3R_p + D_d + \frac{S_o}{2}\right), \quad \text{for } S_o < D_d \]  

\[ V_{sp} = \frac{\pi}{3} R_p (D_d - S_o)^2 \left(3R_p + \frac{D_d}{2} + S_o\right), \quad \text{for } S_o < D_d \]

\( S_o \) represents the distance of closest approach between the two objects, \( R_p \) is the particle radius, and \( D_d \) is the diameter of the depletant. In the limiting case where the particles are much larger than the depletants, as will be assumed herein, the equations for the overlap volume simplify to Equations (4.5) and (4.6) for two smooth spheres, and a smooth sphere approaching a flat plate. Since the depletion strength is directly proportional to the depletion volume, the attractive forces between a sphere approaching a flat plate should be approximately twice as large as two similarly sized spheres approaching one another.

\[ V_{ss} = \frac{\pi}{2} R_p (D_d - S_o)^2 \]  

\[ V_{sp} = \pi R_p (D_d - S_o)^2 \]

The maximum depletion force between two objects occurs when the entities are in direct contact with one another, i.e., \( S_o = 0 \). Making the further assumption that the polymer depletant size scales with the square root of the molecular weight, which is true for ideal polymers in solution, the maximal depletion force expected can be approximated by Equation (4.7),

\[ \left| \frac{\Delta G_{max}}{RT} \right| = \pi R_p F(c_b + c_b^2 B_2 MW) \]

where \( F \) is a constant that accounts for the proportionality of the depletant size with molecular weight and the geometry of the approaching objects. If the depletion force is not significantly
greater than the thermal energy of the system, represented by the quantity $RT$, the attractions may not be sufficient to keep the objects in contact with one another. One study suggested that the depletion forces must be approximately five times the thermal energy in order to form self-assembled structures [20]. Equation (4.7) reveals that larger molecular weight depletants should exhibit proportionately larger depletion forces for a given concentration and similar osmotic coefficients. Therefore, the amount of depletant required to form self-assembled interphases at surfaces, and aggregates in the bulk should be lower for larger molecular weight polymers of the same type.

4.5 RESULTS

The onset concentrations of PES required to form each self-assembled structure type were all determined from backscattered SEM images. The samples were polished 90° cross sections of fiber reinforced composites containing 2 wt% 100 nm silica particles and varying amounts of PES. For each PES type the onset concentration to form a self-assembled interphase around the fiber surface was the lowest. As the PES concentration is increased the formation of small aggregates in the bulk phase is observed as the aggregation onset concentration. Further increasing the PES concentration lead to the onset of rapid aggregates (> 1 μm in size). Figure 4.2 shows example micrographs for the Sumika 5003p migrating agent at various concentrations.
Figure 4.2 - Backscattered SEM images of 90° cross sections of samples prepared with various concentrations of Sumika 5003p PES. The resin consists of TGDDM cured with DDS, and the nanoparticle loading is 2 wt% for all samples. The bright regions are the silica particles.

The sample containing only 0.5 wt% Sumika 5003p shows that the particles remain well dispersed in the bulk phase, and no self-assembled interphase has been formed. As the concentration, and thereby depletion strength, is increased to 1.25 wt%, the formation of a self-assembled nanoparticle-rich interphase at the fiber surfaces is observed, while the nanoparticles remain well dispersed in the bulk phase. This is the ideal case that is most likely to result in the best mechanical improvements. When the concentration is increased further to 4.5 wt% Sumika 5003p, the nanoparticles are no longer well dispersed in the bulk phase and there are small aggregates deposited at the surface of the fiber. These aggregates may act as stress concentrators.
and reduce the mechanical properties of the ultimate composite. Finally, samples prepared with 7.5 wt% Sumika 5003p showed extensive rapid aggregation in the bulk phase, characterized by the larger (> 1 μm) and more open structure of the aggregates. Additionally, the nanoparticle distribution within the interphase region is non-homogeneous.

Figure 4.3 - Onset concentrations vs. PES migrating agent (A) molecular weight, and (B) diameter squared. (black circles) onset concentration of self-assembled nanoparticle rich interphases; (red squares) onset concentration for aggregation of nanoparticles in the bulk resin; (blue triangles) onset concentration to induce rapid aggregation in the bulk resin.

The onset concentrations for each migrating agent variant were determined and are plotted in Figure 4.3. The results show that for increasing molecular weight (or equivalently increasing diameter squared), lower concentrations of PES are required to induce the self-assembly of nanoparticle-rich interphases, aggregates in the bulk, and rapid aggregation. These results are in agreement with what is predicted from depletion theory, in that larger molecular weight polymer depletants produce greater depletion forces at a given concentration. By tuning the concentration and the molecular weight of the polymeric depletant the self-assembly process can be tuned to
form reinforced interphases without disrupting the dispersion state of the particles in the bulk phase.

4.6 CONCLUSIONS

As the molecular weight of the PES migrating agent increases, the concentration required to form various self-assembled structures decreased, consistent with depletion theory. Below a minimum concentration of PES, no self-assembled structures are formed. Intermediate concentrations of PES result in the formation of a self-assembled nanoparticle interphase. Larger concentrations of PES lead to the formation of aggregates in the bulk phase of increasing severity with increasing PES content. The strength of the depletion force can be tuned by altering the molecular weight and concentration of the migrating agent. Although not investigated directly here, the particle size and surface roughness of the fiber may play an additional role in the formation of the self-assembled interphase. Nevertheless, careful selection of the concentration and molecular weight of the depletant can be used to selectively form a self-assembled nanoparticle rich fiber-matrix interphase in fiber reinforced polymeric composites.
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Chapter 5. EFFECTS OF A SELF-ASSEMBLED FIBER-MATRIX INTERPHASE ON ADHESION

5.1 ABSTRACT

The self-assembly of nanoparticle rich interphases can be achieved in thermosetting polymers by the incorporation of migrating agents into the resin mixture. The extent to which the self-assembled interphase improves the mechanical properties of the composite has yet to be examined. The interfacial shear strength, which is a measure of adhesion between the fiber and the matrix, is one such property that might improve upon the formation of a nanoparticle reinforced interphase. Here a study is conducted to try to isolate the effects of the interphase on the composite strength, accounting for the presence of nanoparticles and migrating agent in the bulk resin. The results, however, were inconclusive. Adding nanoparticles alone was enough to improve the interphase strength to the same level as the systems containing both nanoparticles and migrating agent.

5.2 INTRODUCTION

Previous work has shown that that the mechanical properties of carbon fiber reinforced polymeric composites can be improved through the incorporation of nanoparticles into the fiber-matrix interphase [1,2]. The greatest improvements in the resulting composites were found in the fracture toughness, where an approximate 300% improvement was observed. Similar improvements have also been observed in composites containing dispersed nanoparticles [3,4]. The inclusion of thermoplastics into epoxy resins can also improve certain mechanical properties. It is difficult to isolate the reasons for the mechanical improvements observed in fiber reinforced composites containing self-assembled interphases. Careful isolation of the role of each component is needed.
to probe the effects of the interphase itself. Desized fibers are useful to use since fiber sizings often contain adhesion promoters and processing aids that may complicate the analysis [5].

In this study, nanoparticles were incorporated into the interphase though the use of a so called “migrating agent”, poly(ether sulfone) (PES). Studies were conducted to determine whether or not the presence of a self-assembled interphase, formed via the inclusion of PES, improved the interfacial shear strength (IFSS) of the composite utilizing the single fiber fragmentation technique (SFFT). Several controls were prepared in order to account for the improvements resulting from the inclusion of nanoparticles and the PES when added individually. The results show that the IFSS of a desized carbon fiber was increased by including PES alone, and even more-so by including nanoparticles alone. When both PES and nanoparticles were added together to form the interphase, however, the IFSS results were not statistically different from the control containing nanoparticles alone. In addition, the presence of the interphase did not statistically improve the IFSS for a sized carbon fiber.

5.3 MEASURING FIBER-MATRIX ADHESION

5.3.1 Delamination Techniques

Many experimental techniques to measure the fiber-matrix adhesion relate the interfacial strength to the force required to delaminate a bonded region of fiber [6]. Three such techniques are the fiber indentation technique [7], the fiber pullout technique [8,9], and the microdroplet test [10,11], all of which are shown in Figure 5.1.

In the indentation technique, shown in Figure 5.1-A fibers are loaded compressively with a probe until they delaminate from the matrix. Samples are prepared by taking a thin slice of a composite with the fibers in the transverse direction and then polishing the surface. The load required to delaminate the specimen depends on the loading probe geometry and the specimen
geometry. In order to determine the interfacial shear strength, a finite element analysis is required to account for the geometry and probe parameters. In addition, the local volume fraction of fibers may affect the results, leading to some scatter in the collected data. Nevertheless, commercial instruments exist for measuring the interfacial strength using the fiber indentation technique.

![Image of delamination methods](image)

Figure 5.1 – Delamination based experimental methods for determining fiber-matrix adhesion. (A) The indentation technique, in which fibers are loaded compressively until delamination occurs. (B) Fiber pullout, in which partially embedded fibers are load in tension until delamination occurs. (C) The microdroplet technique, in which a bead of resin is deboned from a fiber as it is pulled through a fixed gap.

The fiber pullout method (Figure 5.1-B) presents a more direct method of measuring the interfacial shear strength. From a simple force balance, the stress necessary to delaminate the fiber from the matrix should be directly proportional to the embedded area. The interfacial shear strength is given by Equation (5.1);

$$IFSS = \frac{D_f \sigma_f}{4l} \quad (5.1)$$

wherein $D_f$ is the fiber diameter, $\sigma_f$ is the applied stress at failure, and $l$ is the embedded fiber length. The maximum embedded length is limited by the ultimate tensile strength of the fibers. If the length is too great the fiber may break before delamination occurs. For example, a carbon fiber...
of 7 μm, with an IFSS of 100 MPa (which is typical for the carbon fibers embedded in epoxy), and an ultimate tensile strength of 5000 MPa has a maximum embedded length less than 90 μm, making sample production difficult. In addition, the meniscus formed at the matrix-air-fiber interface can create large stress concentrations, and results in difficult determination of the true embedded length.

The microdroplet (Figure 5.1-C) test also uses Equation (5.1) to calculate the IFSS, where \( l \) is the embedded fiber length by the microdroplet. The advantage of the microdroplet test is that very short values of \( l \) can be achieved, of the order of 25 μm, allowing the measurement of small-diameter fibers with high levels of adhesion. In the technique a small droplet of resin is cured on a fiber and the fiber is placed between a rigid opening just wide enough for the fiber to fit between. The fiber is then drawn through the gap, such that the resin is stressed until it delaminates from the fiber. As with the fiber pullout technique, in the microdroplet technique the fiber-matrix-air interface may introduce stress concentrations, and the formation of a meniscus complicates the determination of the embedded length. In addition, the geometry of the opening the fiber is drawn through can affect the results. Local stress concentrations at the clamp edges can sometimes cause the sample to fail in the droplet meniscus instead of by delamination [6].

While challenges exist with all of the techniques, they are all commonly used in the study of fiber-matrix adhesion and can, at the very least, provide comparative results. That is, an improvement in the measured IFSS for each technique corresponds to an increase in the actual adhesion of the composites. While the absolute value of the IFSS may differ when measured with different techniques, each method can be used to track relative improvements in the mechanical properties of the fiber-matrix interface.
5.3.2  *Single Fiber Fragmentation*

Perhaps the most commonly used method to measure the IFSS is the single fiber fragmentation test (SFFT). The technique, developed by Kelly and Tyson, was used initially to test brittle tungsten fibers embedded in a copper matrix [12], but is applicable to any brittle fiber suspended in a ductile matrix. A single fiber is suspended in the center of a dogbone coupon and the specimen and then axially stressed. As the stress builds up in the specimen the fiber will fragment once the tensile strength, $\sigma_c$, of the fiber is reached. More and more fragments appear as additional stress is applied until the fiber is eventually saturated with breaks. Fragments shorter than this critical fragment length, $l_c$, do not have enough area to transfer enough stress into the fiber to cause additional breaks. Figure 5.2 shows the single fiber dogbone specimen, along with the stress profiles along the direction of the fiber for increasing applied stresses.

![Diagram showing stress profiles and fiber fragmentation](image)

Figure 5.2 – (Left) Depiction of a single fiber dogbone composite for SFFT. (Right) Fiber fragments (shown as black bars), and the local fiber stresses plotted for increasing applied stresses ($\sigma_1 < \sigma_2 < \sigma_3$).

Determination of $l_c$, is typically evaluated using microscopy. This typically requires that the matrix be transparent. For transparent fibers, such as glass fibers optical microscopy can easily be
used to determine the average fragment length, $l_{avg}$. For opaque or black fibers, such as carbon fibers, it is more difficult to determine the location of fiber breaks, especially if the matrix does not appreciably yield during the fragmentation process. The use of cross polarized light can be helpful in counting fiber fragments in such cases [13], because it generates contrast from the strain fields near the fragment ends. Figure 5.3 shows the difference between sample observation under white light and cross polarized light, for an E-glass fiber embedded in an epoxy matrix after the specimen has been stressed to saturation.

Figure 5.3 – Single fiber composite sample consisting of E-glass embedded in an epoxy matrix observed under (A) white light, and (B) cross polarized light.

In an actual experiment there is a distribution of fragment lengths, due to the stochastic fragmentation process. If a given fragment is larger than $l_c$ it will break into two fragments. The final fragmentation event for each segment will thus produce two segments with lengths between $0.5l_c$ and $l_c$. If the probability of fragmenting is uniform, an equal distribution of fiber lengths should be expected, and the critical fragment length can be computed simply as: $l_c = 4/3 l_{avg}$. In practice $l_{avg}$ is determined by counting the number of breaks in the gauge length, and then dividing by the original gauge length and adding one.
Performing a force balance along the fragment length, assuming constant stress transfer along the entire length of the fragment, i.e. a perfectly bonded fiber with an entirely plastic response of the matrix, leads to Equation (5.2) [12].

\[ IFSS = \frac{\sigma_c D_f}{2l_c} \]  

(5.2)

where \( \sigma_c \) is the critical fragment strength at \( l_c \), \( D_f \) is the fiber diameter, and \( l_c \) is the critical fragment length. Determination of \( \sigma_c \) requires the use of Weibull statistics, which describe the distribution of surface flaws large enough to cause failure [13,14]. Using Weibull statistics gathered from tensile data of single fibers the strength of a fiber can be determined for any fragment length. Assuming a Weibull distribution, the probability a fiber will fail for a given gauge length and applied stress is given by Equation (5.3).

\[ P_F(\sigma, L) = 1 - \exp \left( -\frac{L}{L_o} \left( \frac{\sigma}{\sigma_o} \right)^m \right) \]  

(5.3)

where \( L \) is the fiber length, \( L_o \) is gauge length the experiments were conducted at, \( \sigma_o \) is the characteristic strength, \( \sigma \) is the applied stress, and \( m \) is the Weibull modulus (sometimes called the shape parameter). The probability of failure, \( P_F \) is calculated by sorting the data according the failure stress in ascending order and using the relationship: \( P_F = \frac{i-0.3}{n+0.4} \), where \( i \) represents the rank of the result and \( n \) is the total number of samples tested. The above equation can be linearized to more easily determine the characteristic strength and Weibull modulus.

\[ \ln \left( \ln \left( -\frac{L_o}{L} (1 - P_F) \right) \right) = m \ln(\sigma) - m \ln(\sigma_o) \]

(5.4)

When the left-hand side of Equation (5.4) is plotted against the logarithm of the stresses, the slope gives the Weibull modulus, and the intercept can be used to determine the characteristic fiber.
strength. For brittle fibers the quantity \( L_o/L \) is approximately equal to 1. Several dozen samples are typically required in order to have sufficient statistics for the Weibull analysis.

Finally, the critical fiber strength, at a given critical fragment length, can be calculated using Equation (5.5).

\[
\sigma_c = \sigma_o \left( \frac{L_o}{l_c} \right)^{1/m}
\]  

(5.5)

It is important to note that the fiber properties significantly influence the measured value of the IFSS, and the Weibull distribution should be determined for each fiber type being investigated to compare values of the IFSS across different treatments. If a single fiber type is used and only the resin is being varied, often times the influence of the Weibull distribution is ignored and qualitative comparisons can be made with some success. In such situations investigators often use the supplied fiber strength from a datasheet as the critical fiber strength throughout the analysis [15].

5.4 MATERIALS AND METHODS

5.4.1 Carbon Fibers

The carbon fibers used in this study were as received T800S-10E fibers, supplied by Toray Composite Materials America, Inc. (‘Toray CMA’). Fibers were desized by a thermal treatment in Argon. T800S-10E fibers were heated at a rate of 11.5 °C·min\(^{-1}\) to 600 °C, and then held isothermally for 10 minutes before cooling back to room temperature. Thermogravimetric analysis was conducted to find a temperature suitable to remove the sizing without resulting in degradation of the fiber itself. Approximately 7 mg of chopped T800S-10E fibers were heated to 1000 °C at a rate of 30 °C·min\(^{-1}\) under a 20 mL·min\(^{-1}\) purge (see Figure 5.4). Below 200 °C the chemisorbed water is removed. Starting at approximately 350 °C another thermal event is observed, and is attributed to the degradation of the fiber sizing. Another thermal event starts at around 600 °C,
which is due to the thermal degradation of the fiber itself. The temperature of 600 °C was chosen to desize the fibers, assuming that the sizing would be completely degraded without significantly damaging the bulk fiber.

![TGA of T800S-10E fibers (under N₂)](image)

Figure 5.4 - TGA of T800S-10E fibers in a nitrogen flow rate of 20 mL·min⁻¹, heated at 30 °C·min⁻¹.

5.4.2 Resin Formulation

The epoxy used in this work was a 50:50 (w/w) blend of Huntsman MY721 and EPON 828. Huntsman MY721 is a commercial grade of tetruglycidyl diaminodiphenyl methane (TGDDM), while EPON 828 is primarily a bisphenol-A diglycidyl ether (BADGE) type epoxy. The PES used in this study was Sumika 5003P, and the nanoparticles used were 50 nm epoxy functionalized silica supplied in master batch form by Toray CMA. The single fiber fragmentation technique requires that the bulk resin be transparent to visualize the number of fiber breaks using optical microscopy. Larger nanoparticles scatter significantly lighter and result in opaque resin formulations, even at particle loadings as low as 0.5 wt%. Smaller nanoparticles may not
significantly improve roughness of the fiber surface and may not improve the mechanical properties [15]. For this reason, 50 nm particles were selected. For formulations containing nanoparticles, the particles were first mixed with the epoxy mixture in a FlackTek Speedmixer at 2500 rpm for 5 min before PES or the curing agent, 4,4’-Diaminodiphenyl sulfone (DDS) was added. For resins containing PES, a PES melt was conducted at 160 °C over the course of two hours after the particles had been incorporated. The samples were then cooled to 70 °C before the DDS was added. Lastly, the samples were mixed at 2500 rpm for five minutes twice, with at least five minutes in between mixes. Four primary resin formulations were made, a neat resin containing no particles or PES, a resin containing 0.5 wt% 50 nm particles, another containing 3 wt% PES, and finally a resin containing 0.5 wt% 50 nm particles and 3 wt% PES.

Scanning electron micrographs of the fiber surface were taken to confirm the existence of a nanoparticle reinforced interphase in the presence of both PES and nanoparticles. Figure 5.5 shows that in the presence of 3 wt% PES and 0.5 wt% nanoparticles, a reinforced interphase is formed, shown by the accumulation of particles at the desized fiber surface. When the same resin is prepared without the PES migrating agent, no accumulation of nanoparticles is observed at the fiber surface.

Figure 5.5 – Scanning electron micrographs of desized T800S fibers embedded in an epoxy resin consisting of TGDDM/828 cured with DDS. (A) A resin with 3 wt% PES and 0.5
wt% 50 nm epoxy functionalized particles. (B) A resin with 0 wt% PES and 0.5 wt% 50 nm epoxy functionalized particles.

5.4.3  Single Fiber Tensile Testing

The single fiber testing was conducted using a Satec T-1000 mechanical load frame (Satec Systems, Grove City, PA). Single fibers were placed in sturdy frames as shown in Figure 5.6-A. The gauge length was 50 mm, and the width of the sample was 40 mm, with a 10 mm border of the sturdy cardstock frame. The fiber is first affixed to the frame using tape near the outer edge of the frame. The fibers are then more securely fixed to the frame using a sturdy glue, such as 5-min epoxy. The glue should be placed as close to the inner edge as possible to keep the gauge length as consistent as possible. Once the glue has hardened, the samples are placed in a mechanical load frame as shown in Figure 5.6-B. Once the sample is secure in the load frame, the fiber holder is cut on both edges to leave the fiber freestanding between the clamps, and the tensile test begins. The samples were strained at a rate of .02 (mm/mm)-min$^{-1}$ while the position and force were sampled at a frequency of 2 Hz.
Figure 5.6 – (A) Single fibers prepared in a sturdy frame for ease of manipulation. Tape and glue are used to fix the position of the fiber. (B) Single fiber loaded in a mechanical load frame. The frame is cut on both sides once securely inserted into the load frame.

5.4.4 Single Fiber Fragmentation

Dogbone specimen, 2 mm thick, by 4 mm wide with a 25.4 mm gauge length were cast in a silicone mold with a single carbon fiber embedded in the middle of the mold. The fibers were pre-strained with 3.0 g of force, and then affixed with high temp tape and 5-minute epoxy. The pre-strain helps to align the fibers and to counter some of the compressive thermal stresses that arise from the thermal conductivity mismatch between the fibers and the surrounding matrix. After the samples were removed from the mold, they were sanded smooth (using 600 grit sand paper) and placed in miniature tensile load frame that was mounted on an Olympus IX70 optical microscope, as shown in Figure 5.7. The samples were strained at 0.005 (mm/mm)-min⁻¹. Fiber breaks started appearing around 4% strain and were generally saturated by 10% strain. Samples that fractured before 11% strain were discarded and not included in the statistics for the interfacial shear strength measurements. Figure 5.8 shows some example fragmentation data in which the number of fiber
breaks in a 25.4 mm gauge length is plotted against the applied strain for a T800S-10E fiber embedded in an epoxy.

Figure 5.7 – Miniature tensile load frame mounted on an Olympus IX70 inverted microscope.

Figure 5.8 – Number of fiber breaks as a function of applied strain for sized T800S-10E fibers embedded in a matrix consisting of 50:50 wt/wt TGDDM-828 cured with DDS.
5.5 **RESULTS**

5.5.1 *Mechanical Testing of Fibers*

A mechanical load frame was used to strain single carbon fibers. More than 50 samples, with an initial fiber length of 50 mm were tested. A strain rate of 0.02 (mm/mm)-min\(^{-1}\) was used. The results are represented in Figure 5.9, as a violin plot with an inlaid box and whisker plots. The individual data points are also shown. The results were not statistically significant \(p = 0.09\), although the desized fibers showed decreases in the strength distribution. The Weibull plots shown in Figure 5.10 shows that desized fibers had a slightly broader failure distribution \(m_{\text{desized}} = 4.39\) vs. \(m_{\text{sized}} = 4.66\), and had a slightly lower characteristic tensile strength \(\sigma_{0,\text{desized}} = 5.16\) GPa, \(\sigma_{0,\text{sized}} = 4.85\) GPa). The desized fibers retained approximately 95% of the mechanical properties of the sized fibers, indicating that significant fiber degradation was avoided.

![Figure 5.9](image-url) – Violin plots with inlaid box and whisker plots for sized and desized T800S-10E fiber strengths. Individual data points are also shown.
Figure 5.10 - Weibull plots for Sized T800S-10E fibers (blue triangles), and Desized T80S-10E fibers (orange squares)

5.5.2 Interfacial Shear Strength

The results in Figure 5.11 show the measured IFSS for a variety of sized and desized T800S-10E fibers in several different resin formulations. The inclusion of 0.5 wt% 50 nm epoxy functionalized nanoparticles and 3 wt% PES has been previously shown to form a self-assembled nanoparticle rich interphase at carbon fiber surfaces in a variety of epoxy based thermosets. The results show that for the sized fibers there is no statistically significant difference between the fibers embedded in the neat resin and the fibers with a nanoparticle rich interphase.
Desizing the carbon fibers decreased the IFSS from approximately 150 MPa to 95 MPa, over a 40% reduction, for a neat resin. Desized fibers in a resin containing 3 wt% PES alone increased the IFSS from 95 MPa to 140 MPa, a 47% increase. Including only 0.5 wt% 50 nm particles increased the IFSS of the desized fibers to 160 MPa, which is the statistically insignificant from the sized fiber results (with and without the interphase). Including both particles and PES in the resin formulation also increased the IFSS of the desized fiber to approximately 160 MPa, which is statistically indistinguishable from the sized fiber results and the desized fibers for the formulation containing only nanoparticles.

The results that the presence of the interphase in the sized fiber did not significantly improve the IFSS compared to the neat resin suggests that there may be an upper limit on the IFSS.
achievable in these systems. Some researchers have hypothesized that the shear strength of the matrix itself may be the limiting factor for some systems [16]. The differences in the desized carbon fiber are slightly more illuminating. Resins containing PES alone and nanoparticles alone both increased the IFSS compared to the neat resin for the desized fibers. The inclusion of nanoparticles alone was enough to increase the IFSS to the apparent ceiling around 160 MPa, making it difficult to discern if the presence of a nanoparticle rich interphase had any additional improvements in the IFSS. From these results, it is impossible to tell if the presence of a nanoparticle rich interphase has any additional benefits towards increasing the adhesion between carbon fibers and that couldn’t be explained entirely by the inclusion of PES and nanoparticles into the matrix.

5.6 SUMMARY

The effects of a self-assembled nanoparticle-rich interphase on the IFSS of a carbon fiber embedded in an epoxy matrix were investigated. The results were somewhat inconclusive, because there was an apparent maximum interfacial strength achieved. Desizing the fiber resulted in significant decreases in the IFSS, as expected, but the inclusion of nanoparticles alone was enough to improve the IFSS to the measured maximum. Adding migrating agent alone increased the IFSS, but not as significantly as the samples that contained nanoparticles or the samples that contained nanoparticles and migrating agent. It is possible that the shear strength of the matrix was the limiting factor in these experiments. Future experiments may need to be conducted with a tougher matrix or a system with a lower level of initial adhesion.
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Chapter 6. CONCLUSIONS AND RECOMMENDATIONS

6.1 PREDICTING ADHESION IN THERMOSETS AND CRYSTALLINE THERMOPLASTICS

6.1.1 Effect of Matrix Cross-link Density on Adhesion

The use of UNIFAC and COSMO-SAC to predict the adhesion of silane functionalized glass beads in thermoplastic matrices could be extended to thermosetting polymers. A series of silane functionalized glass beads can be imbedded in a thermosetting matrix, by partially curing the matrix in molds that are half-filled with resin, and then placing single beads in the molds before filling them with additional uncured matrix and then completely curing the resin. The single particle composites could then be tested to evaluate their relative adhesion with the matrix, by determining the stress required to delaminate the particles at the poles. The delamination event can be monitored optically using a stereo microscope, while the stress can be monitored simultaneously using a mechanical load frame. By noting the time of the delamination event, the stress required to delaminate the particle can be readily determined from the stress data. The instrument configuration is shown in Figure 6.1.

Figure 6.1 - Single particle adhesion test configuration. A polymeric composite is placed in the load frame and stressed in tension, the stress vs. time cure is recorded on a computer. Simultaneously the sample is imaged using a stereo microscope attached to a CCD camera. The specimen is video recorded using another computer. The stress at the time of delamination is used to determine the adhesion between the particle and the matrix.
The cross-link density of the matrix may play an important role in determining the adhesion between the particle and the matrix. In addition, as the cross-link density increases the brittleness of the matrix will increase and may change the failure mechanism at the poles, which is of interest in itself. It’s likely that at low cross-linking density, activity coefficient models, such as UNIFAC or COSMO-SAC, will be able to predict the adhesion quite well, but it’s unclear whether they will continue to accurately predict the adhesion as the cross-linking density increases. In addition, the particles may be made reactive towards the matrix, and the effects of thermodynamic compatibility vs covalently anchoring particles can be explored.

Here it is proposed to change the cross-linking density of an epoxy based matrix by using different Jeffamine diamine curing agents, which have the structure as shown in Figure 6.2, where \( x \) is the number of repeat units. The molecular weights range from 230 to 4000, which can provide a wide range of cross-link densities. A clear epoxy, such as a bisphenol A diglycidyl ether, would help to visualize the delamination process. A series of silane coupling agents could be used to functionalize the particle surfaces, as in chapter 2, some of which can be made reactive towards the epoxy matrix.

![Chemical structure of the Jeffamine diamine curing agents](image)

<table>
<thead>
<tr>
<th>Jeffamine</th>
<th>MW [Da]</th>
<th>( x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-230</td>
<td>230</td>
<td>2.9</td>
</tr>
<tr>
<td>D-400</td>
<td>430</td>
<td>6.1</td>
</tr>
<tr>
<td>D-2000</td>
<td>2000</td>
<td>33</td>
</tr>
<tr>
<td>D-4000</td>
<td>4000</td>
<td>67</td>
</tr>
</tbody>
</table>

Figure 6.2 - (Left) Chemical structure of the Jeffamine diamine curing agents, along with (right) average molecular number of repeat units.

6.1.2 Effect of Degree of Crystallinity on Adhesion

Structural composites with formulated with thermoplastics are gaining increasing interest in recent years, partly due to the fact that they can easily be recycled. Poly(ether ether ketone) (PEEK), a semi-crystalline polymer, has gained particular interest in the aerospace community. There is
therefore a need to better understand the adhesion of solid inclusions in semi-crystalline polymers, and the single particle composite technique is well suited for investigating the effects of crystallinity has on the adhesion of solid inclusions.

In a proposed study, PEEK would be used as the polymeric matrix, and the degree of crystallinity would be controlled by changing the annealing time, and cooling rate during processing. The degree of crystallinity can be measured readily with differential scanning calorimetry (DSC). Several surface treatments predicted to have good, poor and moderate adhesion, via UNIFAC or COSMO-SAC, would be investigated to see if any universal trends are observed, and to determine if the crystallinity has any notable effect on the level of adhesion.

6.2 SELF-ASSEMBLED INTERPHASES

6.2.1 Phase Separation

It may be possible to form a nanoparticle reinforced interphase using a phase separation. If the nanoparticles are preferentially wet by the same phase as the reinforcing fiber surface, they may be incorporated into the interphase region. Alternatively, if the particles are partially wet by both polymer phases, i.e., the absolute value of the wetting parameter is less than one, and the fiber is completely wet by a single phase the particles may also accumulate in the interphase region at the polymer-polymer interface near the fiber surface.

Poly(styrene) (PS) and poly(propylene) (PP) mixtures are well-known to be phase separating systems, and will be used here as the polymeric matrix. Silane coupling agents, or mixtures of them, will be used to tune the relative wettability of silica particles embedded in the polymer matrix. Glass fibers can also be functionalized with silane coupling agents to alter their wetting characteristics. Tests will be performed to ensure that the surface functionalization of the fibers and the particles leads to complete or partial wetting. Once the desired surface chemistries are
achieved, the particles and the fibers will be embedded in a PS/PP blend above the lower critical solution temperature (LSCS) and mixed to ensure a homogeneous single-phase mixture. The sample will then be cooled to room temperature and allowed to undergo phase separation as the temperature cools below the LCST. Transmission electron microscopy, atomic force microscopy or scanning electron microscopy can be used to check for the formation of a self-assembled interphase for various combinations of fiber and nanoparticle surface functionalization. An interphase is formed, IFSS measurements should be performed. Certain phase separating structures, such as the “islands in the sea” morphology can improve the toughness of the matrix so the appropriate control experiments would need to be conducted to isolate the effect of the interphase on any IFSS results. If the sample becomes opaque due to the phase separation, the microdroplet or fiber pullout techniques may need to be used to measure the interphase properties, single single fiber fragmentation requires optically transparent samples.

6.2.2 Migrating Agents

Additional migrating agents besides poly(ether sulfone) (PES) should be investigated to see if there is any dependence on migrating agent type and the onset of migration, aggregation, and rapid aggregation. The processing of many epoxy based composites depends on the viscosity of the uncured resin, which can be modified with thermoplastic additives. Using a variety of miscible polymers, it may be possible to alter the viscosity to the desired content and induce migration without causing aggregation. Other miscible polymers, such as poly(ethylene glycol) may be good candidates for altering the resin viscosity and inducing migration.

The particle size may also play a role in the migration event. Depletion theory predicts that the larger particles should experience greater depletion forces for smooth surfaces. Since carbon fibers have appreciable surface roughness, a smooth fiber surface should be used in future studies.
Various glass or polymeric fibers can be made smooth enough for these studies, and a range of monodisperse particle sizes could be used to probe the onset concentration of various self-assembly processes for a given migrating agents such as PES.

6.2.3 Reaction Deposited Interphases

Another possibility for the assembly of a nanoparticle reinforced fiber-matrix interphase is to covalently bond the particles to the fiber surface. If the nanoparticles and the fiber surface are reactive towards each other, they may be able to form an interphase during the processing of the composite. Particle and fiber surface chemistries can be adjusted using coupling agents that are reactive towards one another.

The particles and fibers can be made reactive towards each other but not with themselves by using a different coupling agent on each surface. This could be achieved, for example, by functionalizing the nanoparticle surface with an amine based coupling agent, such as 3(aminopropyl)trimethoxysilane (APS), and by treating glass fibers with an epoxy functionalized coupling agent, such as 3(glycidyloxypropyl)trimethoxysilane (GPS). If the fibers and the particles are not reactive with the bulk resin, as would be the case in a UV curable thermoset, the mixture could be heated to react the amines and the epoxide groups and form the interphase before curing the composite with UV light.

Here it is proposed to use glass fibers, functionalized with APS, and silica particles, functionalized with GPS, embedded in two types of polymeric matrices. The first matrix will be an epoxy based matrix, which is reactive towards both the particles and the fibers. The epoxy used could be a bisphenol A diglycidyl ether, and the amine curing agent will be m-phenylenediamine. The second matrix will be as non-reactive towards both the fibers and the particles as possible and could be a UV curable acrylate. In the case of the first matrix, it may be possible to form an
interphase simultaneously as the resin is hardening, since the statistical likelihood of a particle encountering and sticking to a fiber surface is greater than encountering another particle (assuming modest particle loading). While in the case of the non-reactive matrix, the particles can be given enough time to react with the fibers before the matrix is hardened.

Scanning electron microscopy could be used to determine the quality of any interphases formed, and if any interphases are formed IFSS measurements should be conducted. The results should be compared to fibers embedded in the neat matrix, and to fibers embedded in a matrix with unreactive particles to isolate the improvements associated with the presence of the interphase.
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Numpy and matplotlib are required dependencies that must be installed before attempting to run the following code. Both modules are available and free to download for any computing platform. Although this particular code was written with a windows style directory in mind. Python 2.7.10 or later should be used to run the code as well. The code is not compatible with Python 3 due to differences in syntax between the two versions of python.

When the program is run the user will be prompted for several input parameters, including the full filename (including path), the desired output filename (including path), what color channels to extract, and whether to plot in black and white or in color.

```python
#!/usr/bin/env python
# -*- coding: utf-8 -*-
"
@title: FluorAnalysis.py
@description: Rotate and analyze fluorescent intensity along x-axis
@author: Kyle Bernd Caldwell (kcal@uw.edu)
@institution: University of Washington
@department: Chemical Engineering
@Python version: 2.7.10 (default, May 23 2015)
"
#======================================================================
import numpy as np
import matplotlib.pyplot as plt
import matplotlib.gridspec as gridspec
#======================================================================
def scale_image(im, bw_conv=0):
    """
    im is the cropped and rotated image such that the fiber is oriented along the
    y-axis. First the image will be reduced from RGB to monochrome image. If
    bw_conv=1 only the green channel will be extracted. If the value is anything
    else it will convert to monochrome with the following factors [R:0.333,
    G:0.333, B:0.333]. The image is then averaged along the y-axis and scaled
    from 0 to 1. The function returns the scaled axis averaged bw values as a
    vector along the x-direction of the rotated image.
    """
    if bw_conv=='1':
        conv_matrix = [0.0, 1.0, 0.0]
    else:
        conv_matrix = [0.333, 0.333, 0.333]
    bw = np.dot(im[...,3], conv_matrix)
```
avg_bw = np.average(bw, axis=0)
scaled = (avg_bw - avg_bw.min()) / (avg_bw - avg_bw.min()).max()
return(bw, scaled)

#==============================================
def analyze(scaled, frac=0.15):
    """
    scaled is the y-averaged bw intensity data from the scale_image function.
    frac is the fraction of the image used on the left and right edges to average
    the background intensity. The function returns the maximum intensity divided
    by the background intensity, and the background intensity.
    """
    n = len(scaled)
    BackgroundValues = np.append(scaled[:n*frac], scaled[-n*frac:]).
    AverageBackground = BackgroundValues.mean()
    MaxPeak = scaled.max() / AverageBackground
    return(MaxPeak, AverageBackground)

#======================================================================
# Ask for the image name and output name
FileName = raw_input('Enter the full directory name
Windows example
C:\\Users\\UserName\\Images\\Image1.tiff')
OutputName = raw_input('Enter the full filename
Windows example
C:\\Users\\UserName\\Images\\Image1_Analyzed.tiff')

#======================================================================
#Select plotting parameters
select_green = raw_input("""Enter 1 if you wish to only select green
channel\nDefault is to average all color channel\n"")
bw_plot = raw_input("""Enter 1 if you wish to plot in black and
white\nDefault is to plot in color\n"")

#======================================================================
#Analyze image
im = plt.imread(FileName)
bw, scaled = scale_image(im, bw_conv=select_green)
MaximumIntensity, Background = analyze(scaled)

print('The normalized peak intensity = {0:.4g}'.format(MaximumIntensity))

#plot results
plt.close('all')
fig = plt.figure()
gs = gridspec.GridSpec(2, 1, height_ratios=[3,1])
ax1 = plt.subplot(gs[0])
ax2 = plt.subplot(gs[1],sharex=ax1)
fig.subplots_adjust(hspace=0)
if bw_plot == '1':
    ax1.imshow(bw, cmap='gray')
else:
    ax1.imshow(im)
ax2.plot(scaled, 'g', lw=2)
ax2.plot([0, len(scaled) -1], [Background, Background], 'g--', lw=1)
ax2.set_axisbgcolor('k')

for ax in fig.get_axes():
    ax.set_xticks([])
    ax.set_yticks([])

plt.axis('tight')
plt.savefig(OutputName, dpi=400, transparent=True, bbox_inches='tight', pad_inches=0.00)
APPENDIX B – DEGREE OF CURE WITH AN ISOTHERMAL DWELL FROM DSC DATA

Differential scanning calorimetry (DSC) is a thermal analysis technique that is useful in determining many properties of polymeric materials [1]. Differential scanning calorimetry works by measuring the heat adsorbed or released by a material as the temperature is changed. Phase transitions from solids to liquid, and from polymer solids to melts can readily be determined using this technique. In crystalline polymers the melting of crystalline domains to form amorphous regions can also be readily detected. Physical transitions such as the glass transition temperature, $T_g$, are also readily measured by the technique in both thermosetting and thermoplastic polymers. DSC can also be used to monitor chemical reactions that either give off (exothermic) or require heat (endothermic). DSC is routinely used to monitor the degree of cure, $\alpha$, in thermosetting polymers, which quantifies the extent of the crosslinking reaction. DCS is also used to measure the heat capacity of materials and can be used to extract kinetic parameters of various reactions.

Typically to monitor the degree of cure in a thermosetting polymer two experiments are required. First an unreacted sample is placed in the instrument and the temperature is ramped at a fixed rate. As the temperature is increased the reaction begins and eventually, as the temperature increases further, the reaction goes to completion. If the reaction is exothermic excess heat will be generated and measured in the instrument. In order to quantify how much heat was generated a baseline is drawn from the region just before the reaction begins to a point just after the reaction has ended. Other more complicated baselines can be generated, and are slightly more accurate by a few percent. The linear baseline, due to the simplicity of implementation and acceptable accuracy is widely used industrially. Once the baseline has been determined the excess heat flow can be
integrated over the reaction time to yield the total heat released by the uncured resin during cross-linking reaction, $\Delta H_{uc}$. Figure B.1 shows some example DSC data for an epoxy resin consisting of tetraglycidyl dianimodiphenyl methane (TGDDM) cured with 4,4’-dianimodiphenylsulfone (DDS) containing poly(ether sulfone) (PES) and 100 nm silica particles functionalized with epoxy groups (see chapter 3). The sample was heated at a constant rate of 20 rate of °C-min$^{-1}$.

![DSC curve of TGDDM cured with DDS containing PES and 100 nm epoxy functionalized nanoparticles. The heating rate was 20 °C-min$^{-1}$. The solid line is the heat flow curve, the dashed line is the baseline, and the blue area represents $\Delta H_{uc}$.](image)

To determine the degree of cure of a sample exposed to a given heat treatment another experiment is required. The resin is exposed to the thermal treatment and then placed in the DSC chamber and heated at a constant rate to determine how much residual heat is available in the sample. The residual heat measures how much more the sample could have reacted. If there is no more residual heat then the sample is 100% reacted, while any residual heat released by the sample indicates that the sample was not completely reacted after the thermal treatment. The degree of cure can be readily computed from Equation (B.1):
$$\alpha = 1 - \frac{\Delta H_{res}}{\Delta H_{uc}}$$ (B.1)

Where $\Delta H_{res}$ is the residual heat released during the ramp. Figure B.2 shows the residual heat of a sample that was previously exposed to a heat treatment. The dip in the heat flow data around 201 minutes corresponds to the glass transition temperature of the material. The reaction continues shortly after $T_g$ is reached, which is commonly observed. Below the glass transition temperature, the polymer chains are not mobile enough to continue the reaction at an appreciable rate.

Figure B.2 – The residual heat released from a partially cured sample of TGDDM cured with DDS containing PES and 100 nm epoxy functionalized particles. The solid black line is the heat flow curve (left axis); the solid red line is the temperature (right axis) and the dashed line is the baseline. The blue area represents the residual heat, $\Delta H_{res}$. The dip observed in the heat flow between 200 and 201 min, around 210 °C, corresponds to $T_g$.

Continually monitoring the degree of cure during the course of a heat treatment is considerably more difficult to achieve. Many researchers quench the reaction at intermittent stages and determine the residual heat, or $T_g$, at many points along the heat treatment to track the degree of cure across a given heat treatment. For near complete reactions, monitoring $T_g$ may be a more sensitive way to monitor the degree of cure as the DSC signal becomes quite low near completion.
Regardless of whether the residual heat or glass transition is used to track the degree of cure, many experiments are required to monitor the reaction in this manner.

With some assumptions, an alternative means can be used to continually monitor the degree of cure of a thermosetting polymer exposed to a heat treatment consisting of a constant temperature ramp followed by an isothermal dwell step. The first assumption is that the total available heat released in the reaction is the sum of all of the released heat in three different steps, as described in Equation (B.2). The first segment consists of the heat released during the ramp, the second segment accounts for the heat released during the isothermal dwell, and the final segment consists of any residual heat remaining after the dwell. The heat released during the ramp, $\Delta H_{\text{ramp}}$, can be determined by drawing a baseline that continues from the pre-reaction segment until the point of the isothermal dwell. The residual heat of reaction, $\Delta H_{\text{res}}$, is computed in the same manner as the single point measurements. The sample is quenched as quickly as possible in the instrument to stop the reaction, and the sample is heated up at a constant rate to calculate the residual heat, as shown in Figure (B.2). The heat released during the dwell is slightly more complicated to compute. During an isothermal step in the DSC the baseline should be constant. The location of the baseline can be calculated by forcing the equality in Equation (B.2) to hold true, since all of the other parameters can be measured. $\Delta H_{uc}$ must be measured in a separate experiment, as described above and is a constant for the given resin system. The location of the dwell baseline can then be calculated in order to meet the equality $\Delta H_{\text{dwell}} = \Delta H_{uc} - \Delta H_{\text{ramp}} - \Delta H_{\text{res}}$. Some error is introduced in estimating the ramp baseline, and assuming that the baseline instantaneously settles to the isothermal position. However, these errors are small compared to the total heat released by the system and have been estimated to account for a few percent error.

$$\Delta H_{uc} = \Delta H_{\text{ramp}} + \Delta H_{\text{dwell}} + \Delta H_{\text{res}}$$ (B.2)
An illustration showing the ramp and well regions and released heats is shown in Figure B.3. In this particular example the sample, consisting of TGDDM cured with DDS containing PES and 100 nm epoxy functionalized particle, is heated at a constant rate of $2 \, ^\circ\text{C-min}^{-1}$ before being held isothermally at $180 \, ^\circ\text{C}$ for 2 hours. The sample was then quenched quickly and heated at a rate of $20 \, ^\circ\text{C-min}^{-1}$ to $300 \, ^\circ\text{C}$ to obtain the residual heat, $\Delta H_{\text{res}}$. The shaded areas represent the released heat in each segment and the dashed lines represent the baselines.

Figure B.3 – Example of a DSC trace for TGDDM cured with DDS containing PES and 100 nm epoxy functionalized silica particles heated at $2 \, ^\circ\text{C-min}^{-1}$ to $180 \, ^\circ\text{C}$ and then being held isothermally for two hours. The dashed lines represent the calculated baselines, the light blue area represents the heat released during the ramp step, and the dark blue shaded area represents the heat released during the isothermal dwell. The red line is the temperature profile (right axis).

Using the described method above, the degree of cure can be continually monitored for a thermosetting resin containing a single isothermal dwell. Two experiments are required. The first is to determine the total available heat of the cross-linking reaction. In the next experiment the sample is exposed to the desired heat treatment followed by a quench and second ramp step to determine the residual heat of reaction. Based on the heat released during the ramp step, the residual heat and total available heat, the isothermal baseline can be determined and the cumulate
heat released at any point along the reaction can be determined, $\Delta H(t)$. The degree of cure at any point in the heat treatment is then determined from Equation (B.3).

$$\alpha(t) = \frac{\Delta H(t)}{\Delta H_{uc}}$$  \hspace{1cm} (B.3)

The degree of cure and temperature profile for TGDDM cured with DDS containing some PES and 100 nm epoxy functionalized nanoparticles is shown in Figure B.4. The results show that the degree of cure is still relatively low (~0.1) by the time the isothermal dwell temperature is reached. The reaction proceeds rapidly at first and then slows down as the sample begins to cross-link and vitrify. By the end of the isothermal dwell the degree of cure is approximately 0.85. Heating the sample to 300 °C releases the rest of the residual heat and the degree of cure eventually reaches 1.

![Graph](image)

Figure B.4 – Figure showing the degree of cure (left axis, black) and temperature (right axis, red) vs. time. The sample consisted of TGDDM cured with DDS and contained PES and 100 nm epoxy functionalized particles.
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