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In external beam radiotherapy for cancer, high-energy radiation is passed through the patient’s body from an outside source to kill tumor cells. The challenge is that radiation also damages healthy tissue and organs-at-risk (OAR) in its path. The objective therefore is to devise treatment plans that maximize tumor-damage while protecting healthy anatomies. Treatment planners attempt two separate methods to attain this goal: spatial and biological.

The spatial side focuses on the geometry and physics of the problem. The key consideration here is the location of the tumor relative to the nearby healthy regions as seen in an anatomical image, and the dose (energy absorbed per unit mass) deposition properties of the radiation beam. The treatment planner prescribes a high dose to the tumor and puts upper limits on the doses delivered to the healthy regions. Intensity Modulated Radiation Therapy (IMRT) technology is then employed to tune the profile (fluence-map) of the radiation beam to administer a dose that is as close as possible to this tumor-conforming prescription. Several mathematical optimization models and solution algorithms for this problem have been developed and embedded into treatment planning systems.

The biological side of planning exploits the difference between the dose-response characteristics of tumors and healthy anatomies. For example, healthy cells are believed to possess better damage repair capabilities than tumor cells. Thus, treatment is delivered over multiple sessions to give healthy tissue some time to recover between sessions. This is called
fractionation. Fractionation also gives the tumor some time to re-oxygenate, which increases its sensitivity to radiation. Tumors, however, proliferate during the treatment course, and hence, too long a treatment course may not be ideal. One key question on this biological side is to determine the optimal number of treatment sessions. This is called the fractionation problem. Existing optimization research on the fractionation problem relies on the linear-quadratic (LQ) model of dose-response with tumor- and OAR-specific parameters to approximately capture the behavior of the complex biological system involved.

Recent studies have suggested that an integrated approach that simultaneously tackles the spatial and biological sides of the problem may lead to a higher tumor-damage as compared to tackling the two aspects separately. The goal in such integrated formulations is to simultaneously find the fluence-map and the number of sessions that maximize tumor-damage while limiting toxic effects of dose on the healthy anatomies. Emerging advances in quantitative functional imaging technologies are enabling planners to observe the tumor’s actual dose-response over the treatment course. This provides additional opportunities for better-utilizing the LQ model by dynamically adapting treatment plans to further improve outcomes. The challenge, however, is that spatiobiologically integrated formulations based on the LQ model typically yield nonconvex quadratically constrained quadratic programming problems, which are computationally difficult to solve exactly.

The research objective of this dissertation is to develop efficient convex, robust, and dynamic optimization methods to formulate and approximately solve different nonadaptive and adaptive versions of the spatiobiologically integrated fractionation problem within the LQ framework. Chapter 1 briefly describes state-of-the-art literature on spatiobiologically integrated fractionation. Each subsequent chapter is motivated by a distinct limitation of an existing formulation of the spatiobiologically integrated fractionation problem from this literature.

**Chapter 2:** The solutions offered by existing formulations of the fractionation problem
crucially depend on the assumed values of the dose-response parameters of the LQ model. Unfortunately, “true” values of these parameters are unknown. Consequently, a solution of the fractionation problem may not be feasible in practice. This concern is addressed in Chapter 2 via a robust formulation, whose solution remains feasible as long as the dose-response parameters belong to an interval. An efficient solution method rooted in a convex, finite-dimensional reformulation of the resulting infinite-dimensional problem is proposed. The price of robustness and feasibility properties of the robust solution are quantified via numerical experiments.

Chapter 3: Existing spatiobiologically integrated formulations of the fractionation problem assume that the fluence-map is not changed across treatment sessions. From a computational viewpoint, this simplifies the problem significantly. Chapter 3 relaxes this assumption, and proposes an efficient solution method that allows the fluence-maps to vary across sessions. The quality of the time-variant solutions produced by this method is compared against traditional time-invariant solutions via numerical experiments.

Chapter 4: Adaptive spatiobiologically integrated fractionation attempts to alter fluence-maps according to the observed evolution of tumor cell density in functional images. Chapter 4 proposes a formulation and solution method that also determine the length of the remaining treatment course adaptively. Potential benefits of such adaptive treatment-length planning are investigated through numerical experiments.

Chapter 5: Adaptive fluence-map planning methods assume that the treatment planner knows the probability distribution of the uncertainty in the tumor’s dose-response parameters. In contrast to this “clairvoyant” approach, Chapter 5 proposes an alternative formulation, where the treatment planner learns this distribution from tumor-response information observed in functional images over the treatment course while also adaptively optimizing fluence-maps. This yields a Bayesian stochastic control formulation whose exact solution is impossible to derive. The chapter proposes a simple approximate solution method rooted
in certainty equivalent control, and compares its performance against a clairvoyant certainty equivalent control scheme and a “no learning” approach via numerical experiments.

Finally, Chapter 6 outlines limitations of this dissertation work and describes two directions for future research.
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Chapter 1

INTRODUCTION

In external beam radiotherapy for cancer, high-energy radiation is passed through the patient’s body from an outside source to kill tumor cells. Unfortunately, radiation also damages nearby organs-at-risk (OAR). The goal therefore is to maximize tumor-damage while maintaining toxic effects on the OAR within tolerable limits. Efforts at attaining this objective focus on two components: spatial (also called anatomical) and biological (also called temporal).

The goal on the spatial side is to tune the radiation intensity profile (called the fluence-map) so that it delivers a high dose (energy per unit mass) to the tumor while keeping dose to the OAR under tolerable limits. This can be done via the now prevalent Intensity Modulated Radiation Therapy (IMRT) technology. Treatment planners attempt to find a fluence-map that delivers a dose that is as close as possible to an institutionally-approved dose-prescription that conforms to the shape of the tumor. This is often formulated as an optimization problem. Numerous increasingly sophisticated mathematical formulations of this problem and corresponding solution algorithms have been devised over the last two decades [16, 18, 20, 21, 42, 51, 52, 58, 72, 77]. Some of these are embedded into planning systems at cancer treatment centers around the world [72]. As such, research on the mathematical optimization aspects of this spatial side is well-matured and has been transferred to practice.

The biological side exploits the difference between how tumor cells and OAR respond to radiation. For instance, healthy cells are believed to possess better damage-repair capabilities than tumor cells. Thus, radiotherapy is often administered in multiple treatment sessions. This is called fractionation, and it gives healthy cells some time to recover between sessions. Fractionation typically enables the treatment planner to administer a higher total dose to
the tumor than what would be possible (without exceeding OAR tolerance limits) in a single session. However, tumors can proliferate between sessions and hence it might not be a good idea to employ a long treatment course. One central question on the biological side therefore is to find an optimal number of sessions. This is called the fractionation problem [50].

There is a large body of theoretical literature on the fractionation problem. This literature utilizes the linear-quadratic (LQ) model of dose-response from radiobiology [33].

The prevalent idea in theoretical formulations of the fractionation problem based on the LQ model is to find a prescription dose that maximizes tumor cell-kill while limiting the biologically effective dose (BED) to the OAR [28]. Spatial optimization is then employed to find a fluence-map that delivers a dose close to this prescription that was derived via biological considerations. This is called the spatiobiologically separated method, as it solves two different optimization problems: one biological and one spatial [3, 11, 15, 23, 26, 29, 34, 35, 48, 54, 55, 67, 75]. These separated formulations in essence assume that a fluence-map that is obtained via standard spatial optimization methods embedded in ubiquitous IMRT planning systems can be appropriately scaled to administer a biologically optimized dose [54]. It is partly for this reason that such separated formulations are believed to have the potential to be one day transferred to clinical practice.

Recent theoretical work has focused on the spatiobiologically integrated case. There, a fluence-map that maximizes tumor cell-kill subject to BED limits on OAR is found directly [1, 57, 65, 67, 68, 69]. Integrated formulations are computationally more demanding, but, on the positive side, Saberian et al. [57] found via numerical experiments that they could lead to a higher tumor-damage than separated formulations. Integrated formulations typically do not employ the concept of a prescription dose that is familiar to practitioners. It is perhaps for this reason that they are viewed to be further removed from current practice as compared to separated formulations.

There are several limitations of this theoretical literature on the fractionation problem. Each chapter in this dissertation attempts to answer a research question motivated by a distinct limitation as briefly described here.
• **Chapter 2:** Existing spatiobiologically separated as well as integrated formulations of the fractionation problem assume that the treatment planner knows the values of the parameters of the LQ dose-response model. Feasibility of the resulting “nominal” dosing plan crucially depends on these assumed parameter values. Consequently, in practice, a dosing plan that is presumed optimal might not even be tolerable by some of the OAR. Chapter 2 proposes a conservative approach to tackle this challenge. Specifically, it formulates robust spatiobiologically separated and integrated versions of the fractionation problem. These robust formulations have the property that their solutions remain feasible as long as the LQ dose-response parameters lie in pre-specified intervals. At first glance, these formulations appear computationally intractable, partly because they include an uncountably infinite number of constraints. The chapter develops efficiently solvable, equivalent, finite-dimensional convex reformulations of these robust problems. Numerical experiments are performed to quantify the price of robustness and to compare the feasibility properties of robust and nominal solutions.

• **Chapter 3:** The aforementioned spatiobiologically integrated formulations of the fractionation problem assume that the treatment planner does not vary the fluence-maps across sessions. That is, fluence-maps are assumed to be stationary. The reasoning behind this is twofold. Firstly, it is not known whether or not nonstationary fluence-maps could lead to a higher tumor-damage within the LQ dose-response framework. Secondly, exact solution of the non-stationary fractionation problem is computationally intractable. An approximate solution method that could achieve a higher tumor-damage as compared to that attained by a stationary solution is currently not known. Chapter 3 proposes one solution method that appears to possess this property based on numerical experiments.

• **Chapter 4:** Recent theoretical research on spatiobiologically integrated fractionation has considered adaptive planning of fluence-maps [38, 39, 56]. There, the planner alters the fluence-maps based on the evolution of cell density in different regions of the
tumor as observed in functional images over the treatment course. Chapter 4 proposes a solution method that adaptively determines the length of the treatment course as well as the fluence-maps. Specifically, after observing the tumor cell densities at the beginning of a session, the treatment planner solves a group of convex optimization problems to determine an optimal number of remaining treatment sessions, and a corresponding optimal fluence-map for each of these sessions. The objective is to minimize the total number of tumor cells remaining (TNTCR) at the end of this proposed treatment course, subject to upper limits on the biologically effective dose delivered to the organs-at-risk. This fluence-map is administered in future sessions until the next image is available, and then the number of sessions and the fluence-map are re-optimized based on the latest cell density information. The chapter demonstrates via computer simulations on five head-and-neck test cases that such adaptive treatment-length and fluence-map planning reduces the TNTCR and increases the biological effect on the tumor while employing shorter treatment courses, as compared to only adapting fluence-maps and using a pre-determined treatment course length based on one-size-fits-all guidelines.

- **Chapter 5:** Adaptive fluence-map planning methods assume that the treatment planner knows the probability distribution of the uncertainty in the tumor’s dose-response parameters. Chapter 5 proposes an alternative formulation where the treatment planner learns this distribution from tumor-response information observed in functional images over the treatment course while adaptively optimizing fluence-maps. This yields a Bayesian stochastic control formulation whose exact solution is impossible to derive. An algorithm rooted in certainty equivalent control is devised to simultaneously learn this probability distribution while adapting fluence-maps based on dose-response data collected from functional images over the treatment course. This algorithm’s performance is compared via numerical simulations with two other solution procedures that are also rooted in certainty equivalent control. The first one is a clairvoyant
method. This assumes that the treatment planner knows the probability distribution, and hence serves as an idealized gold-standard. The other one uses a fixed value of the dose-response parameter as available from the literature, and hence provides a natural benchmark without learning. The tumor-kill achieved by the learning algorithm is statistically indistinguishable from the clairvoyant approach, whereas it is higher than the no learning benchmark. Both these conclusions bode well for individualized spatiobiologically integrated radiotherapy using functional images.

The dissertation concludes by outlining its weaknesses and by describing opportunities for future work.
Chapter 2

ROBUST FRACTIONATION

This chapter studies robust counterparts of the spatiobiologically separated (Section 2.1) and the spatiobiologically integrated (Section 2.2) formulations of the fractionation problem.

2.1 Robust spatiobiologically separated fractionation

2.1.1 Review of the nominal formulation

Key parameters of the LQ dose-response model include the so-called $\alpha/\beta$ ratios for the OAR. Optimization research that uses this LQ model has evolved from single-OAR formulations, to two-OAR formulations, and, more recently, to models with multiple OAR. All of these formulations belong to the class of non-convex quadratically constrained quadratic programs (QCQPs) — problems known to be computationally difficult in general. A closed-form optimal solution is available for the single OAR case (see, for example, [15, 26, 29, 34, 48, 67] and references therein). One paper provided an optimal dosing scheme using Karush-Kuhn-Tucker conditions for the two-OAR case for a fixed number of sessions [11]. A simulated annealing heuristic was applied to a two-OAR formulation in [75].

The most recent multiple-OAR formulation of this problem (see [54, 55]) is given by

$$\text{(FRAC)} \max_{d, N} \alpha_0 \sum_{t=1}^{N} d_t + \beta_0 \sum_{t=1}^{N} d_t^2 - \tau(N)$$

$$\sum_{t=1}^{N} d_t + \rho_m \sum_{t=1}^{N} d_t^2 \leq \text{BED}_m, \ m \in \mathcal{M},$$

$$\bar{d} \geq 0,$$

$$1 \leq N \leq N_{\text{max}}, \ \text{integer}.\hspace{1cm} (2.1-2.4)$$
The goal in this problem is to find the number of fractions $N$ and a corresponding sequence $\vec{d} = (d_1, d_2, \ldots, d_N)$ of doses so as to maximize tumor-damage while ensuring that the OAR can safely tolerate these doses. Here, $\alpha_0, \beta_0$ are the tumor’s dose-response parameters as per the LQ model. The term $\tau(N)$ in the objective function accounts for tumor proliferation and is given by

$$\tau(N) = \frac{[(N - 1) - T_{\text{lag}}]^+ \ln 2}{T_{\text{double}}},$$

where $[(N - 1) - T_{\text{lag}}]^+$ is defined as $\max \{0, (N - 1) - T_{\text{lag}}\}$. Here, $T_{\text{lag}}$ is the time-lag (in days) after which tumor proliferation starts after treatment initiation; and $T_{\text{double}}$ (in days) denotes the doubling time for the tumor. This proliferation term assumes that a single fraction is administered every day; it can be generalized to accommodate other fractionation schemes as described in [54]. The objective function equals the biological effect (BE) of $\vec{d}$ on the tumor, which is to be maximized. In constraints (2.2), $\mathcal{M} = \{1, 2, \ldots, M\}$ is the set of $M \geq 1$ OAR. The parameter $\rho_m = \beta_m/\alpha_m$ is the aforementioned (inverse) ratio of dose-response parameters for OAR $m \in \mathcal{M}$. The left hand side of each constraint equals the biologically effective dose (BED) administered to the corresponding OAR. The term on the right hand side is given by $\text{BED}_m = D_m + \rho_m D_m^2/N_m$. It equals the BED of a conventional treatment schedule that administers a total dose of $D_m$ in $N_m$ equal-dosage fractions and that OAR $m$ is known to tolerate. Thus, each of these constraints ensures that, for each OAR, the BED of $\vec{d}$ is no more than what is safe for that OAR. In constraint (2.4), $N_{\text{max}}$ is the maximum number of fractions that is logistically feasible in the treatment protocol. In the sequel, we will often refer to (FRAC) as the nominal problem.

Note that the nominal formulation in [54, 55] employed the concept of sparing factors to model the doses delivered to the various OAR. For instance, if dose $d_t$ is given to the tumor in fraction $t$, then the dose to OAR $m \in \mathcal{M}$ equals $s_m d_t$; here, $s_m$ is a non-negative sparing factor. In this chapter, we do not use such sparing factors because they are distracting to the main message of this work. They can be easily incorporated into our formulation as explained later in Section 2.1.7.
2.1.2 Optimal solution of the nominal formulation

An optimal solution for this multiple-OAR case was provided in [54]; this solution works either when \( \alpha_0/\beta_0 \leq \min_{m \in M} (\alpha_m/\beta_m) \) or when \( \alpha_0/\beta_0 \geq \max_{m \in M} (\alpha_m/\beta_m) \). The first provably optimal solution that works irrespective of the ordering of these ratios for the multiple-OAR case was recently derived in [55] based on the doctoral dissertation of Saberian [53]. This solution was obtained by equivalently reformulating (FRAC) for each fixed \( N \) as a two-variable linear program (LP) with \( n + 2 \) linear constraints and non-negativity constraints on the two variables. The two variables in this LP are \( x = \sum_{t=1}^{N} d_t \) and \( y = \sum_{t=1}^{N} d_t^2 \) and the LP is given by

\[
\text{(2VARLP)} \quad \max_{x,y} \quad \alpha_0 x + \beta_0 y - \tau(N) \\
\text{subject to} \\
\quad x + \rho_m y \leq \text{BED}_m, \ m \in M, \\
\quad y \leq \gamma^* x, \\
\quad c^* x \leq y, \\
\quad x \geq 0, \\
\quad y \geq 0,
\]

where \( \gamma^* = \min_{m \in M} b_m(1) \) and \( c^* = \min_{m \in M} b_m(N) \) with \( b_m(N) = \frac{-1 + \sqrt{1 + 4\rho_m \text{BED}_m/N}}{2\rho_m} \) for \( m \in M \) and for all \( N \geq 1 \). Specifically, for each fixed \( N \), if \( x^*, y^* \) is an optimal solution of this LP, then the dosing schedule \((q, p, p, \ldots, p)\), where \( N \) times

\[
p = \frac{x^*}{N} \left[ 1 - \sqrt{1 - \left( 1 - \frac{y^*}{(x^*)^2} \right) \left( \frac{N}{N-1} \right)} \right], \\
q = x^* - (N-1)p,
\]
is optimal. Moreover, it can be shown that there are only three possibilities for $x^*$ and $y^*$. The first is where $\sqrt{y^*} = x^*$ and then $p = 0$ (this is called a single-dosage solution); the second is where $\sqrt{Ny^*} = x^*$ and then $p = q$ (this is called an equal-dosage solution); and the third is where $\sqrt{y^*} < x^* < \sqrt{Ny^*}$ and then $0 \neq p \neq q \neq 0$ (this is called an unequal-dosage solution) (see [53, 55] for details). An optimal number of fractions can then be found by substituting a dosing schedule so obtained into the objective function in (FRAC) for each $N \in \{1, 2, \ldots, N_{\text{max}}\}$ and picking the one that yields the largest tumor BE. Consequently, (FRAC) is solved by solving exactly $N_{\text{max}}$ two-variable LPs.

2.1.3 Limitations of the nominal formulation

One drawback of the nominal formulation is that the values of $\rho_m$ are not known. Thus, a dosing schedule derived using estimated or “nominal” values of these parameters may not even be feasible in practice. In an unpublished manuscript [5], Badri et al., independently of our work, attempted to remedy this by studying a robust formulation of the above fractionation problem. In their formulation, the treatment planner derives a robust solution by assuming that the $\rho_m$ values vary within a known non-negative interval. However, the crucial dependence of the right hand side $\text{BED}_m$ on $\rho_m$ in constraints (2.2) was ignored in that manuscript. This meant that an optimal solution to their robust formulation was obtained by replacing $\rho_m$ on the left hand side in (2.2) by its largest possible value. This implied that the robust solution is derived simply by solving the two-variable LP in [53, 55]. Unfortunately, since the right hand side in constraints (2.2) in fact explicitly depends on $\rho_m$, such a simplified solution might not be robust in practice. Again, independently from our work, Badri et al. [4] corrected this later and developed a computationally demanding chance constrained approach to accommodate uncertainty in the $\alpha/\beta$ ratios in the separated model [6].

In this chapter, we present a robust optimization approach to overcome the aforementioned limitations of existing research on optimal fractionation based on the LQ model. Specifically, we formulate our robust fractionation problem assuming that the unknown pa-
rameters $\rho_m$ belong to known intervals. We show that, for each fixed $N$, an optimal solution to the non-convex robust problem can be obtained by solving $n + 1$ two-variable LPs. Consequently, the robust fractionation problem is solved by solving $(n + 1)N_{\text{max}}$ two-variable LPs; each of these LPs includes $n + 4$ linear constraints and non-negativity constraints on the two variables. We perform extensive sensitivity analyses with respect to the values of $T_{\text{lag}}$ and $T_{\text{double}}$ currently available in the clinical literature to numerically quantify the price of robustness. We also provide a comparison between the nominal optimal fractionation schedules and the robust optimal fractionation schedules derived from our approach.

2.1.4 A robust formulation

We refer the reader to [8] for a textbook and to [10] for a survey on robust optimization. We employ a standard interval uncertainty model from these existing works to construct a robust counterpart of the nominal problem (FRAC). Specifically, we use $\tilde{\rho}_m$ to denote the “true” unknown value of $\rho_m$, for $m = 1, \ldots, n$. We assume that this unknown value belongs to a known interval of values $[\rho_{m_{\text{min}}}, \rho_{m_{\text{max}}}]$; here $0 < \rho_{m_{\text{min}}} \leq \rho_{m_{\text{max}}} < \infty$. We wish to find an $N, \vec{d}$ pair that is feasible to BED constraints (2.2) for all $m \in \mathcal{M}$ no matter what true values $\tilde{\rho}_m$ are realized (as long as they belong to the aforementioned intervals). The resulting robust counterpart of (FRAC) is given by

$$\max_{\vec{d}, N} \alpha_0 \sum_{t=1}^{N} d_t + \beta_0 \sum_{t=1}^{N} d_t^2 - \tau(N)$$

$$\sum_{t=1}^{N} d_t + \tilde{\rho}_m \left( \sum_{t=1}^{N} d_t^2 - \frac{D_m^2}{N_m} \right) \leq D_m, \ m \in \mathcal{M}, \ \forall \tilde{\rho}_m \in [\rho_{m_{\text{min}}}, \rho_{m_{\text{max}}}],$$

$$\vec{d} \geq 0,$$

$$1 \leq N \leq N_{\text{max}}, \ \text{integer.}$$

Note here that, for simplicity of exposition, our formulation does not consider uncertainty in the values of $\alpha_0$ and $\beta_0$ for the tumor. However, this can be easily incorporated by
maximizing the worst-case value of the objective function. This approach of not including uncertainty in the objective function coefficients is standard in robust optimization.

To write a compact robust formulation, it is convenient to normalize the intervals $[\rho_{m}^{\min}, \rho_{m}^{\max}]$, for $m \in \mathcal{M}$. That is, we express $\rho_{m}$ as $\rho_{m}^{\text{mean}} + \eta_{m}\rho_{m}^{\text{range}}$, where $\eta_{m} \in [-1, 1]$ is a real number; $\rho_{m}^{\text{mean}} = (\rho_{m}^{\max} + \rho_{m}^{\min})/2$ and $\rho_{m}^{\text{range}} = (\rho_{m}^{\max} - \rho_{m}^{\min})/2$. This allows us to rewrite constraint (2.15) as follows. Fix any OAR $m \in \mathcal{M}$. Then,

$$\sum_{t=1}^{N} d_{t} + \bar{\rho}_{m} \left( \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \right) \leq D_{m}, \quad \forall \bar{\rho}_{m} \in [\rho_{m}^{\min}, \rho_{m}^{\max}]$$

$$\Leftrightarrow \sum_{t=1}^{N} d_{t} + (\rho_{m}^{\text{mean}} + \eta_{m}\rho_{m}^{\text{range}}) \left( \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \right) \leq D_{m}, \quad \forall \eta_{m} \in [-1, 1]$$

$$\Leftrightarrow \sum_{t=1}^{N} d_{t} + \rho_{m}^{\text{mean}} \left( \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \right) + \rho_{m}^{\text{range}} \left( \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \right) \leq D_{m}, \quad \forall \eta_{m} \in [-1, 1]$$

$$\Leftrightarrow \sum_{t=1}^{N} d_{t} + \rho_{m}^{\text{mean}} \left( \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \right) + \rho_{m}^{\text{range}} \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \leq D_{m}$$

$$\Leftrightarrow \sum_{t=1}^{N} d_{t} + \rho_{m}^{\text{mean}} \sum_{t=1}^{N} d_{t}^{2} + \rho_{m}^{\text{range}} \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \leq D_{m} + \rho_{m}^{\text{mean}} \frac{D_{m}^{2}}{N_{m}}.$$ 

Thus, by defining the shorthand notation $\text{RC}_{m} = D_{m} + \rho_{m}^{\text{mean}} \frac{D_{m}^{2}}{N_{m}}$, and putting the above pieces together, we can rewrite the robust counterpart (2.14)-(2.17) as

$$\text{(RFRAC)} \quad f^{*} = \max_{\tilde{d}, N} \alpha_{0} \sum_{t=1}^{N} d_{t} + \beta_{0} \sum_{t=1}^{N} d_{t}^{2} - \tau(N) \quad (2.18)$$

$$\sum_{t=1}^{N} d_{t} + \rho_{m}^{\text{mean}} \sum_{t=1}^{N} d_{t}^{2} + \rho_{m}^{\text{range}} \sum_{t=1}^{N} d_{t}^{2} - \frac{D_{m}^{2}}{N_{m}} \leq \text{RC}_{m}, \quad m \in \mathcal{M}, \quad (2.19)$$

$$\tilde{d} \geq 0, \quad (2.20)$$

$$1 \leq N \leq N_{\text{max}}, \quad \text{integer.} \quad (2.21)$$

As in the nominal problem, in order to solve this robust problem, we first solve the problems obtained by fixing $N$ at $1, 2, \ldots, N_{\text{max}}$. For each fixed $N$, let $\tilde{d}^{N}(N) = (d_{1}^{N}(N), \ldots, d_{N}^{N}(N))$
denote the corresponding optimal dosing sequence. We then compare the objective values of these $N$ dosing sequences and pick the best. Thus, the problem we need to solve for each fixed $N \in \{1, 2, \ldots, N_{\text{max}}\}$ is given by

\[
(RFRAC(N)) \quad f^*(N) = \max_{\vec{d}} \alpha_0 \sum_{t=1}^{N} d_t + \beta_0 \sum_{t=1}^{N} d_t^2 - \tau(N) \tag{2.22}
\]

\[
\sum_{t=1}^{N} d_t + \rho_m^{\text{mean}} \sum_{t=1}^{N} d_t^2 + \rho_m^{\text{range}} \left| \sum_{t=1}^{N} d_t^2 - \frac{D_m^2}{N_m} \right| \leq R_{C_m}, \ m \in \mathcal{M}, \tag{2.23}
\]

\[
\vec{d} \geq 0. \tag{2.24}
\]

Note that when $\rho_m^{\text{min}} = \rho_m^{\text{max}} = \rho_m$, for $m = 1, 2, \ldots, n$, that is, when there is no uncertainty in these dose-response parameters, $(RFRAC(N))$ reduces to the nominal QCQP (FRAC) with $N$ fixed as presented in Section 2.1.2, and which was solved recently as a two-variable LP in [53, 55]. Note, however, that the objective function as well as the constraints in $(RFRAC(N))$ are non-convex, and the problem is at least as hard as the nominal QCQP. The objective function in the nominal QCQP is identical in form to what we have in $(RFRAC(N))$, but the convex, quadratic constraints in the nominal QCQP do not include the absolute value term that appears in the corresponding constraints in $(RFRAC(N))$. Specifically, it is this absolute value term that makes the robust counterpart harder to solve as compared to the nominal problem. To overcome this challenge, we decompose the feasible region of $(RFRAC(N))$ into $n + 1$ subregions in a way such that the problem over each subregion can be solved via a two-variable LP. The details of this procedure are discussed in the next section.

\subsection*{2.1.5 Optimal solution of the robust formulation}

To handle the absolute value term on the left hand side in constraints (2.23), we decompose the non-negative orthant $\{\vec{d} \in \mathbb{R}^n | \vec{d} \geq 0\}$ as follows. For each OAR $m \in \mathcal{M}$, consider two possibilities: the first is where $\sum_{t=1}^{N} d_t^2 \geq D_m^2/N_m$ and the second is $\sum_{t=1}^{N} d_t^2 < D_m^2/N_m$. Suppose, in the rest of this section, without loss of generality that $D_1^2/N_1 \leq D_2^2/N_2 \leq \ldots \leq D_n^2/N_n$. 

Then, if there is a \( \vec{d} \geq 0 \) and an OAR \( m \in \mathcal{M} \) such that \( \sum_{t=1}^{N} d_t^2 \geq D_m^2 / N_m \), then for this \( \vec{d} \), we have that \( \sum_{t=1}^{N} d_t^2 \geq D_{m'}^2 / N_{m'} \) for all \( m' < m \). Similarly, if there is a \( \vec{d} \geq 0 \) and an OAR \( m \in \mathcal{M} \) such that \( \sum_{t=1}^{N} d_t^2 < D_m^2 / N_m \), then for this \( \vec{d} \), we have that \( \sum_{t=1}^{N} d_t^2 < D_{m'}^2 / N_{m'} \) for all \( m' > m \). This means that the non-negative orthant \( \{ \vec{d} \in \mathbb{R}^N | \vec{d} \geq 0 \} \) is partitioned into \( n+1 \) subregions indexed by \( k = 0, 1, 2, \ldots, n \). In the \( k \)th region, \( \sum_{t=1}^{N} d_t^2 \geq D_m^2 / N_m \) for the first \( k \) OAR and \( \sum_{t=1}^{N} d_t^2 < D_m^2 / N_m \) for the last \( n-k \) OAR. Let \( RC^+ = D_m + \rho_m^{\max} \frac{D_m^2}{N_m} \) and \( RC^- = D_m + \rho_m^{\min} \frac{D_m^2}{N_m} \). Then, simple algebra reveals that for all \( \vec{d} \) in the \( k \)th subregion, constraint (2.23) reduces to \( \sum_{t=1}^{N} d_t + \rho_m^{\max} \sum_{t=1}^{N} d_t^2 \leq RC_m^+ \) for OAR \( m = 1, 2, \ldots, k \) when \( k \neq 0 \); and it reduces to \( \sum_{t=1}^{N} d_t + \rho_m^{\min} \sum_{t=1}^{N} d_t^2 \leq RC_m^- \) for OAR \( k+1, k+2, \ldots, n \) when \( k \neq n \).

As a result of the above discussion, (RFRAC(N)) is solved by solving \( n+1 \) subproblems and then picking a dosing schedule with the largest tumor BE from the resulting \( n+1 \) solutions. The \( k \)th subproblem is given by

\[
(k\text{Sub}(N)) \max_{\vec{d}} \quad \alpha_0 \sum_{t=1}^{N} d_t + \beta_0 \sum_{t=1}^{N} d_t^2 - \tau(N) \tag{2.25}
\]

\[
\sum_{t=1}^{N} d_t + \rho_m^{\max} \sum_{t=1}^{N} d_t^2 \leq RC_m^+, \quad m = 1, 2, \ldots, k, \quad k \neq 0, \tag{2.26}
\]

\[
\sum_{t=1}^{N} d_t + \rho_m^{\min} \sum_{t=1}^{N} d_t^2 \leq RC_m^-, \quad m = k+1, k+2, \ldots, n, \quad k \neq n, \tag{2.27}
\]

\[
\sum_{t=1}^{N} d_t^2 \geq \frac{D_m^2}{N_m}, \quad m = 1, 2, \ldots, k, \quad k \neq 0, \tag{2.28}
\]

\[
\sum_{t=1}^{N} d_t^2 < \frac{D_m^2}{N_m}, \quad m = k+1, k+2, \ldots, n, \quad k \neq n, \tag{2.29}
\]

\[
\vec{d} \geq 0. \tag{2.30}
\]

In addition, owing to the fact that \( D_1^2 / N_1 \leq D_2^2 / N_2 \leq \ldots \leq D_n^2 / N_n \), the group of \( n \)
constraints in (2.28)-(2.29) reduces to at most two constraints: \( \sum_{t=1}^{N} d_t^2 \geq \frac{D_k^2}{N_k} \) when \( k \neq 0 \) and
\( \sum_{t=1}^{N} d_t^2 < \frac{D_{k+1}^2}{N_{k+1}} \) when \( k \neq n \). After replacing this second strict inequality with a non-strict inequality\(^1\), this simplifies the \( k \)th subproblem to

\[
\text{(kSub(N)) } f^*(N; k) = \max_{\vec{d}} \quad \alpha_0 \sum_{t=1}^{N} d_t + \beta_0 \sum_{t=1}^{N} d_t^2 - \tau(N)
\]
\[
\sum_{t=1}^{N} d_t + \rho_{m}^{\max} \sum_{t=1}^{N} d_t^2 \leq \text{RC}^+_m, \; m = 1, 2, \ldots, k, \; k \neq 0,
\]
\[
\sum_{t=1}^{N} d_t + \rho_{m}^{\min} \sum_{t=1}^{N} d_t^2 \leq \text{RC}^-_m, \; m = k + 1, k + 2, \ldots, n, \; k \neq n,
\]
\[
\sum_{t=1}^{N} d_t^2 \geq \frac{D_k^2}{N_k}, \; k \neq 0,
\]
\[
\sum_{t=1}^{N} d_t^2 \leq \frac{D_{k+1}^2}{N_{k+1}}, \; k \neq n,
\]
\[
\vec{d} \geq 0.
\]

The objective function and the constraints (2.32)-(2.33) in this subproblem are identical in form to that in the nominal problem (FRAC) with \( N \) fixed. Thus, the only difference between this subproblem and the nominal problem is the appearance of the additional constraints (2.34)-(2.35). Fortunately, as in the nominal problem studied in [53, 55], we are still able to use the variable transformation \( x = \sum_{t=1}^{N} d_t \) and \( y = \sum_{t=1}^{N} d_t^2 \) to convert this subproblem into an equivalent two-variable LP. To write this LP compactly, we first introduce additional

\(^1\)This can be rigorously justified by proving that if there is a feasible dosing schedule that satisfies \( \sum_{t=1}^{N} d_t^2 = \frac{D_{k+1}^2}{N_{k+1}} \) in the \( k \)th subproblem with a non-strict inequality, then this dosing schedule is feasible to the \( k + 1 \)st subproblem with a strict inequality; consequently, using non-strict inequalities does not alter optimality in our overall group of \( n + 1 \) subproblems with strict inequalities. We omit the details of this proof for brevity.
notation. Let
\[
RC_k^m = \begin{cases} 
RC_m^+, & \text{for } m = 1, 2, \ldots, k, \ k \neq 0, \\
RC_m^-, & \text{for } m = k + 1, k + 2, \ldots, n, \ k \neq n;
\end{cases}
\tag{2.37}
\]
and similarly,
\[
\rho_k^m = \begin{cases} 
\rho_m^{\max}, & \text{for } m = 1, 2, \ldots, k, \ k \neq 0, \\
\rho_m^{\min}, & \text{for } m = k + 1, k + 2, \ldots, n, \ k \neq n.
\end{cases}
\tag{2.38}
\]
Moreover, let
\[
c_k = \min_{m \in \mathcal{M}} \frac{-1 + 1 + 4\rho_k^m RC_k^m / N}{2\rho_k^m}, \text{ and }
\tag{2.39}
\]
\[
\gamma_k = \min_{m \in \mathcal{M}} \frac{-1 + 1 + 4\rho_k^m RC_k^m}{2\rho_k^m}.
\tag{2.40}
\]
Then, the two-variable LP can be written as
\[
(2\text{VARLPkSub}(N)) \quad \max_{x,y} \alpha_0 x + \beta_0 y - \tau(N)
\tag{2.41}
\]
\[
x + \rho_k^m y \leq RC_k^m, \ m \in \mathcal{M}, \quad \tag{2.42}
\]
\[
y \geq \frac{D_k^2}{N_k}, \ k \neq 0, \quad \tag{2.43}
\]
\[
y \leq \frac{D_{k+1}^2}{N_{k+1}}, \ k \neq n, \quad \tag{2.44}
\]
\[
y \leq \gamma_k x, \quad \tag{2.45}
\]
\[
c_k x \leq y, \quad \tag{2.46}
\]
\[
x \geq 0, \quad \tag{2.47}
\]
\[
y \geq 0. \quad \tag{2.48}
\]
The reason why this transformation works is the same as that provided for the nominal problem in [53, 55] — the constraints \( x = \sum_{t=1}^{N} d_t \) and \( y = \sum_{t=1}^{N} d_t^2 \) that should be present
in the transformed problem can be replaced by the two linear constraints (2.45)-(2.46) without altering optimality. Furthermore, as stated in Section 2.1.2 for the nominal problem, if $x^*, y^*$ is optimal to (2VARLPkSub(N)), a corresponding optimal dosing schedule $\vec{d}^*(N) = (d_1^*(N), d_2^*(N), \ldots, d_N^*(N)) = (q, p, p, \ldots, p)$ is recovered by formulas (2.12)-(2.13).

The discussion in this section thus provides a procedure, summarized in Algorithm 1 below, to obtain an exact solution of the non-convex robust counterpart (RFRAC).

**Algorithm 1** An algorithm for finding an optimal solution to (RFRAC)

1: for $(N = 1, 2, \ldots, N_{\text{max}})$ do
2: for $(k = 0, 1, 2, \ldots, n)$ do
3: Solve (2VARLPkSub(N)) to obtain its optimal solution $(x_k^*, y_k^*)$.
4: Recover $\vec{d}^*(N; k) = (q_k^*, p_k^*, \ldots, p_k^*)$ from $(x_k^*, y_k^*)$ using formulas (2.12)-(2.13).
5: Compute the objective value $f^*(N; k)$ of $\vec{d}^*(N; k)$ in problem (kSub(N)).
6: end for
7: Find the optimal value in problem (RFRAC(N)) as $f^*(N) = \max_k f^*(N; k)$ and the corresponding optimal dosing schedule $\vec{d}^*(N) = \vec{d}^*(N; k(N))$, where $k(N) = \arg\max_k f^*(N; k)$.
8: end for
9: Find the optimal value in problem (RFRAC) as $f^* = \max_N f^*(N)$ and the corresponding optimal dosing schedule $\vec{d}^* = \vec{d}^*(N^*)$, where $N^* = \arg\max_N f^*(N)$.
10: Report $N^*, \vec{d}^*$ as an optimal solution to (RFRAC).

2.1.6 Numerical experiments

2.1.6.1 Description of the head-and-neck cancer case

We evaluate the performance of our robust counterpart on a representative head-and-neck cancer case with spinal cord, brainstem, left and right parotids as the OARs. The nominal values for OAR-response parameter $\rho$ (Gy$^{-1}$) for spinal cord, brainstem, left and right parotids were fixed at 1/3, 1/4, 1/5 and 1/6; respectively. These were based on the values
reported in [23, 25, 75]. We used different values of nominal ratios to fully explore the various possibilities that could arise in a robust formulation with multiple OAR.

Tumor-response parameters were set at $\alpha_0 = 0.35 \text{ Gy}^{-1}$ and $\beta_0 = 0.035 \text{ Gy}^{-2}$ based on [23, 24, 25, 26]. Maximum dose constraints of 45 Gy and 50 Gy were included for spinal cord and brainstem, respectively. The tolerance dose for mean dose constraints was set at 28 Gy for left and right parotids. The conventional number of fractions $N_m$ was fixed at 35 days for all OAR. These tolerance dose and conventional fractionation numbers were similar to the standard QUANTEC treatment protocol [47]. $N_{\text{max}}$ was set to 100 days. The reason behind using this unrealistically high number was to explore the full range of possibilities that could arise in our sensitivity analysis. All experiments were conducted in MATLAB on a laptop with 2.20 GHz Intel Core2 Duo CPU and 2 GB of memory, running a Microsoft Windows 8.1 operating system.

2.1.6.2 Price of robustness

The uncertainty intervals were parameterized as $\tilde{\rho}_m \in [(1 - \delta)\rho_m, (1 + \delta)\rho_m]$, where $\delta \in [0, 1]$. This allowed us to quantify the price of robustness as a function of a single uncertainty parameter $\delta$. We varied $\delta$ from 0 (corresponding to the nominal case) to 1 (to represent 100% uncertainty) in increments of 0.1. $T_{\text{lag}}$ values were set to 7, 14, 21, 28, 35 days based on [25] and $T_{\text{double}}$ values were set to 2, 8, 10, 20, 40, 50, 80, 100 days based on [23, 25, 49, 75]. We are aware that the using 35 days as $T_{\text{lag}}$ and 80 and 100 for $T_{\text{double}}$ are unrealistically high for head-and-neck cancer. We nevertheless decided to include these values to fully explore possible trends that could arise in our numerical analysis. The results of our experiments are reported in Tables 2.1 and 2.2. In the remainder of this section, we only provide the results for $T_{\text{lag}} = 7$ and 14 to save space and avoid overcomplicating the tables.

Table 2.1 shows, as expected, that the price of robustness increases with increasing $\delta$ for each $T_{\text{double}}$. Overall, the price of robustness seems to be quite small in most experiments with an average of 1.27% over all 400 experiments. The first, second, and third quartiles were 0.12%, 0.47%, and 1.44%; respectively.
For each $\delta$ and $T_{\text{lag}}$, in Table 2.1, the price of robustness first decreases with increasing $T_{\text{double}}$, reaches the smallest value when $T_{\text{double}} = 50$ days and then increases. This trend is consistent with the corresponding trend in the difference between $N_m = 35$ and $N^*$ that can be inferred from Table 2.2. Specifically, for each $T_{\text{lag}}$, $\delta$ combination, the magnitude of $N_m - N^*$ decreases with increasing $T_{\text{double}}$, reaches about a day or two when $T_{\text{double}} = 50$, and then increases. In fact, as we can see in Figure 2.1(d), when $N = N_m = 35$, the price of robustness is exactly zero; more strongly, we found that this held true irrespective of the values of $\delta$, $T_{\text{lag}}$, and $T_{\text{double}}$. A detailed algebraic proof of this fact can be developed, but is omitted here for brevity. Roughly speaking, the key idea in this proof is that when $N = N_m$, the BED constraints reduce to total dose constraints; this eliminates the dependence of the BED constraint on $\rho_m$ and hence an equal-dosage solution that splits the tolerance dose across $N$ fractions is optimal to the nominal and the robust problem. Consequently, the price of robustness is zero. Finally, for any combination of $\delta$ and $T_{\text{double}}$ in Table 2.1, the price of robustness decreases as $T_{\text{lag}}$ increases. Again, this is also consistent with the corresponding trend in the magnitude of $N_m - N^*$.

A closer look at Table 2.2 reveals that the evolution of $N^*$ with $\delta$ for various fixed combinations of $T_{\text{double}}$ and $T_{\text{lag}}$ does not exhibit a universal trend. For instance, when $T_{\text{lag}} = 7$ days and $T_{\text{double}} = 2$ days, $N^* = 8$ for all $\delta$ (also see Figure 2.1 (a)). However, $N^*$ increases with increasing $\delta$ when $T_{\text{lag}} = 7$ days and $T_{\text{double}} = 10$ days (Figure 2.1 (b)). On the other hand, $N^*$ decreases as $\delta$ increases when $T_{\text{lag}} = 7$ days and $T_{\text{double}} = 100$ days (Figure 2.1 (c)). Consistent with this observation, Table 2.2 also shows that for each fixed combination of $T_{\text{double}}$ and $T_{\text{lag}}$, optimal doses do not exhibit a universal qualitative trend as a function of $\delta$.

Finally, our robust solutions continue to exhibit qualitative trends that are well-established in the nominal case (see [54] and references therein). For instance, $N^*$ increases with increasing $T_{\text{double}}$ for any fixed $\delta$, $T_{\text{lag}}$ combination; similarly, $N^*$ also increases as $T_{\text{lag}}$ increases for any fixed $\delta$, $T_{\text{double}}$ combination.
2.1.6.3 Infeasibility tests

The nominal solution is only guaranteed to be feasible when the realized value of $\rho$ equals the nominal $\rho$. To quantify the frequency and the amount of infeasibility, we tested the nominal solution where the realized values of $\rho$ were different from the nominal. We tried five different realized values of $\rho$ at grid points within the uncertainty interval corresponding to each $\delta$. The five values were $\tilde{\rho}_m^i = \rho_{\min}^m + 2i\rho_m^i \delta / 5$, where $i = 1, 2, \ldots, 5$, and $\rho_m^i$ denotes the nominal value $(1/3 \text{ Gy}^{-1})$ for constraint $m$. Subsequently, the infeasibility test was performed for all combination of $T_{\text{lag}}$, $T_{\text{double}}$, and $\delta$. The results of the test showed that when $\rho$ the nominal solution was infeasible in over 75% of the experiments. Recall that the robust solution is feasible in all these cases (since the realized values were chosen within the uncertainty interval). The amount of this infeasibility in some cases is as high as 50%.

So far, everywhere in our formulations and numerical experiments, we have assumed that the $\rho$ parameters for each constraint belonged to a presumed uncertainty set and all the realizations of those parameters come from within that set. The robust solution obtained based on this assumption is therefore guaranteed to be feasible only as long as this assumption holds. To quantify the frequency and the amount of infeasibility of the robust and nominal solutions when this assumption is violated, we repeated the above experiments after a slight modification to the choice of realized parameters. Specifically, for each uncertainty level $\delta$ and constraint $m$, we chose five different grid-points located at $\tilde{\rho}_m = (1 + \delta + \gamma)\rho_m$; as well as another five grid-points at $\tilde{\rho}_m = (1 - \delta - \gamma)\rho_m$, where $\gamma \in \{0.1, 0.2, \ldots, 0.5\}$ and $\rho_m$ denotes the nominal value of $1/3 \text{ Gy}^{-1}$. After performing numerical experiments for all combinations of $T_{\text{lag}}$, $T_{\text{double}}$, and $\delta$, the nominal solution turned out to be infeasible in 65% of the experiments, while the robust solutions were infeasible in 43% of the cases. The difference between the amount of infeasibility of the robust and nominal solutions was deemed significant at the 95% confidence level by a pairwise $t$-test.
2.1.6.4 Uncertainty in tumor parameters

Throughout this chapter, we have assumed that there is no uncertainty in the values of the tumor-response parameters $\alpha_0$ and $\beta_0$. To numerically quantify the effect of the uncertainty in the tumor-response parameters, we assume that both $\tilde{\alpha}_0$ and $\tilde{\beta}_0$ belong to uncertainty sets $\tilde{\alpha}_0 \in [\alpha_0^{\text{min}}, \alpha_0^{\text{max}}]$, $\tilde{\beta}_0 \in [\beta_0^{\text{min}}, \beta_0^{\text{max}}]$. In this case, the robust counterpart (with respect to uncertainty in $\tilde{\alpha}_0$ and $\tilde{\beta}_0$) is obtained simply by replacing $\tilde{\alpha}_0$ with $\alpha_0^{\text{min}}$ and $\tilde{\beta}_0$ with $\beta_0^{\text{min}}$.

To characterize the interval uncertainty in both tumor-response parameters, we used a single parameter $\theta \in 0.1, 0.2, \ldots, 0.9$ for simplicity. That is, the uncertainty is written as $\tilde{\alpha}_0 \in [(1 - \theta) \hat{\alpha}_0, (1 + \theta) \hat{\alpha}_0]$ and $\tilde{\beta}_0 \in [(1 - \theta) \hat{\beta}_0, (1 + \theta) \hat{\beta}_0]$, where the nominal values $\hat{\alpha}_0$ and $\hat{\beta}_0$ were set to 0.35 Gy$^{-1}$ and 0.035 Gy$^{-2}$, respectively. Table 2.3 shows the effect of this uncertainty on the robust solutions for all combinations of $T_{\text{lag}}$, $T_{\text{double}}$ and $\theta$.

2.1.7 Conclusions

Existing research on robust optimization in cancer radiotherapy focuses on incorporating uncertainty in the actual dose delivered to various anatomical regions of interest via intensity modulated radiation therapy (IMRT) and other treatment methods. Causes of this uncertainty include patient movement, say due to breathing, or setup errors at the time of treatment delivery (see, for instance, [14, 19, 44, 45, 46, 66] and references therein). We provided a robust formulation of the fractionation problem in radiotherapy. Perhaps more importantly, we also provided a simple method for exact solution of this robust formulation. Although our robust formulation is, at first glance, inevitably at least as hard as a non-convex QCQP, we were able to show that it can be solved to optimality by solving a few two-variable LPs with a few constraints. Our numerical experiments provided insights into the behavior of robust optimal dosing schedules and also quantified the price of robustness. Overall, it appears that the price of robustness is small.

We emphasize that our solution procedure in Section 2.1.5 would work even if sparing factors were included in the nominal model. More strongly, our solution method would work
even if the true values of these sparing factors were unknown but were instead assumed to belong to a non-negative interval. This can be done simply by using the largest values of these sparing factors in our robust formulation.

<table>
<thead>
<tr>
<th>$T_{\text{lag}} = 7$</th>
<th>$T_{\text{double}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>2</td>
</tr>
<tr>
<td>0.1</td>
<td>1.74</td>
</tr>
<tr>
<td>0.2</td>
<td>3.34</td>
</tr>
<tr>
<td>0.3</td>
<td>4.80</td>
</tr>
<tr>
<td>0.4</td>
<td>6.14</td>
</tr>
<tr>
<td>0.5</td>
<td>7.38</td>
</tr>
<tr>
<td>0.6</td>
<td>8.53</td>
</tr>
<tr>
<td>0.7</td>
<td>9.61</td>
</tr>
<tr>
<td>0.8</td>
<td>10.61</td>
</tr>
<tr>
<td>0.9</td>
<td>11.54</td>
</tr>
<tr>
<td>1</td>
<td>12.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T_{\text{lag}} = 14$</th>
<th>$T_{\text{double}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>2</td>
</tr>
<tr>
<td>0.1</td>
<td>0.92</td>
</tr>
<tr>
<td>0.2</td>
<td>1.78</td>
</tr>
<tr>
<td>0.3</td>
<td>2.59</td>
</tr>
<tr>
<td>0.4</td>
<td>3.34</td>
</tr>
<tr>
<td>0.5</td>
<td>4.05</td>
</tr>
<tr>
<td>0.6</td>
<td>4.71</td>
</tr>
<tr>
<td>0.7</td>
<td>5.34</td>
</tr>
<tr>
<td>0.8</td>
<td>5.93</td>
</tr>
<tr>
<td>0.9</td>
<td>6.49</td>
</tr>
<tr>
<td>1</td>
<td>7.02</td>
</tr>
</tbody>
</table>

Table 2.1: The price of robustness (%) for different combinations of $T_{\text{double}}$, and $\delta$ for $T_{\text{lag}} = 7$ and 14. The price of robustness equals $(g^* - f^*) \times 100\%$, where $f^*$ and $g^*$ are the optimal values of the robust and the nominal formulations, respectively.
Table 2.2: The optimal solution \((d^*, N^*)\) of the robust and nominal models for different combinations of \(T_{\text{double}}\) and \(\delta\) for \(T_{\text{lag}} = 7, 14\). The first row in each section of the table shows the solution of the nominal case \((\delta = 0)\). The cases marked with an asterisk (*) yield unequal-dosage solutions characterized by two dose values \((q, p)\) (recall formulas (2.12)-(2.13)) and an \(N^*\) value in that order.
<table>
<thead>
<tr>
<th>$T_{\text{lag}} = 7$</th>
<th>( T_{\text{double}} = 8 )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta )</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>0</td>
<td>(2.10,10)</td>
<td>(2.28,9)</td>
</tr>
<tr>
<td>0.1</td>
<td>(1.93,11)</td>
<td>(2.08,10)</td>
</tr>
<tr>
<td>0.2</td>
<td>(1.79,12)</td>
<td>(1.91,11)</td>
</tr>
<tr>
<td>0.3</td>
<td>(1.67,13)</td>
<td>(1.89,11)</td>
</tr>
<tr>
<td>0.4</td>
<td>(1.65,13)</td>
<td>(1.75,12)</td>
</tr>
<tr>
<td>0.5</td>
<td>(1.55,14)</td>
<td>(1.64,13)</td>
</tr>
<tr>
<td>0.6</td>
<td>(1.46,15)</td>
<td>(1.63,13)</td>
</tr>
<tr>
<td>0.7</td>
<td>(1.45,15)</td>
<td>(1.53,14)</td>
</tr>
<tr>
<td>0.8</td>
<td>(1.38,16)</td>
<td>(1.45,15)</td>
</tr>
<tr>
<td>0.9</td>
<td>(1.31,17)</td>
<td>(1.44,15)</td>
</tr>
<tr>
<td>1</td>
<td>(1.30,17)</td>
<td>(1.36,16)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T_{\text{lag}} = 7$</th>
<th>( T_{\text{double}} = 10 )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta )</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>0</td>
<td>(1.82,12)</td>
<td>(1.95,11)</td>
</tr>
<tr>
<td>0.1</td>
<td>(1.69,13)</td>
<td>(1.80,12)</td>
</tr>
<tr>
<td>0.2</td>
<td>(1.59,14)</td>
<td>(1.68,13)</td>
</tr>
<tr>
<td>0.3</td>
<td>(1.49,15)</td>
<td>(1.57,14)</td>
</tr>
<tr>
<td>0.4</td>
<td>(1.41,16)</td>
<td>(1.48,15)</td>
</tr>
<tr>
<td>0.5</td>
<td>(1.34,17)</td>
<td>(1.40,16)</td>
</tr>
<tr>
<td>0.6</td>
<td>(1.27,18)</td>
<td>(1.39,16)</td>
</tr>
<tr>
<td>0.7</td>
<td>(1.21,19)</td>
<td>(1.32,17)</td>
</tr>
<tr>
<td>0.8</td>
<td>(1.21,19)</td>
<td>(1.26,18)</td>
</tr>
<tr>
<td>0.9</td>
<td>(1.16,20)</td>
<td>(1.25,18)</td>
</tr>
<tr>
<td>1</td>
<td>(1.11,21)</td>
<td>(1.20,19)</td>
</tr>
</tbody>
</table>

Table 2.3: Optimal dosage and optimal number of fractions \((d^*, N^*)\) in the presence of uncertainty in tumor parameters (denoted by \(\psi\)) and uncertainty in \(\rho\) parameters (denoted by \(\delta\)).
2.2 Robust spatiobiologically integrated fractionation

In this section, we introduce a robust counterpart of the spatiobiologically integrated fractionation problem. We assume that the unknown parameters of the LQ dose-response model belong to known intervals. The goal in the robust problem is then to ensure that its solution remains feasible for all values of the dose-response parameters from these intervals. We demonstrate that the resulting robust optimization problem can be equivalently reformulated as a group of problems with convex quadratic constraints. It is thus efficiently solvable. We remark as an aside that this reformulation method is more general than and hence applicable to the robust spatiobiologically separated formulation in Section 2.1.4. We numerically quantify the price of robustness for a representative test case for head-and-neck cancer from [57], and also compare the frequency and amount of infeasibility suffered by the nominal and the robust solutions. Our results suggest that the price of robustness is small and the robust solution remains statistically more feasible than the nominal solution even when dose-response parameters vary outside the presumed intervals of uncertainty.

2.2.1 Nominal and robust formulations

We first briefly recall the nominal spatiobiologically integrated formulation from [57]. The objective in this formulation is to choose the number of sessions and the fluence-map in each session to maximize tumor-BE subject to maximum dose and mean dose constraints on various OAR\(^2\). The formulation also includes smoothness constraints on the fluence-map to ensure that it is deliverable in practice using IMRT. Here, we only discuss minimal, crucial ingredients of this formulation; the reader is referred to [57] for an extensive discussion of its derivation, advantages, and limitations.

\(^2\)Dose-volume constraints can also be handled using the approach described in [57]; we omit those here for brevity.
Figure 2.1: (a), (b), (c): The value of the objective as a function of $N$ for $T_{\text{lag}} = 7$. The data points denoted by $*$ show the points $(N^*, f^*)$ in each graph. The uppermost line in each set of graphs (a), (b), and (c) represents the nominal case ($\delta = 0$) and the other lines correspond to $\delta = \{0.1, 0.2, \ldots, 1\}$, respectively, from top to bottom. (a): $T_{\text{double}} = 2$ days and $N^* = 8$ for all $\delta$. (b): $T_{\text{double}} = 10$ days. In this case, $N^*$ increases with increasing $\delta$. (c): $T_{\text{double}} = 100$ days. In this case, $N^*$ decreases with increasing $\delta$ (from top to bottom). Moreover, note that in some cases (for example in (c)), some of these points lie on top of each other as the optimal solution for their corresponding $\delta$ are equal. (d): Normalized price of robustness as a function of $N$ when $T_{\text{lag}} = 7$, $T_{\text{double}} = 2$. The uppermost line represents the most uncertain case ($\delta = 1$) and other lines represent $\delta = \{0.9, 0.8, \ldots, 0.1\}$, respectively, from top to bottom.


2.2.1.1 Review of the nominal formulation from [57]

Let $n$ denote the number of tumor voxels. The radiation field is discretized into small segments called beamlets. Let $k$ denote the number of beamlets. Let $u \in \mathbb{R}_+^k$ denote the $k$-dimensional fluence-map employed in each session. The number of treatment sessions is denoted by $N$, with $N_{\text{max}}$ being the maximum number of sessions allowed in the protocol. Let $A$ denote the $n \times k$ nonnegative tumor dose-deposition matrix; $A_i$ denotes its $i$th row, which corresponds to the $i$th tumor voxel. According to the linear dose-deposition model, $A_i u$ is the dose delivered to the $i$th tumor voxel in each session. Moreover, let $\bar{A} u \triangleq \frac{1}{n} \sum_{i=1}^{n} A_i u / n$ be the average dose over all tumor voxels in each session. Let $S$ denote the matrix employed in writing smoothness constraints on $u$.

Let $\alpha_0$ and $\beta_0$ denote the tumor-response parameters. A tumor proliferation term is also included in our model; it is defined by $\tau(N) \triangleq \frac{((N - 1) - T_{\text{lag}})^+ \ln 2}{T_{\text{double}}}$, where $[(N - 1) - T_{\text{lag}}]^+ = \max((N - 1) - T_{\text{lag}}, 0)$. In this formula, $T_{\text{lag}}$ represents the time (in days) after which the tumor starts proliferating following the start of treatment and $T_{\text{double}}$ is the tumor doubling time (in days).

The set of OAR is denoted by $\mathcal{M} \triangleq \mathcal{M}_1 \cup \mathcal{M}_2$; here, $\mathcal{M}_1$ and $\mathcal{M}_2$ are mutually exclusive sets of OAR with maximum dose and mean dose constraints, respectively. We use the index $m$ to denote quantities related to OAR $m \in \mathcal{M}$. The set of voxels in OAR $m$ is denoted by $N_m \triangleq \{1, 2, \ldots, n_m\}$. Let $\rho_m \triangleq \beta_m / \alpha_m$ denote the inverse alpha-over-beta ratio of the $\alpha$ and $\beta$ parameters of the LQ dose-response model for OAR $m$. Suppose for OAR $m \in \mathcal{M}_1$ that a total dose $D_{m_{\text{max}}}^m$ is known to be tolerated by each voxel if administered in $N_{\text{conv}}^m$ equal-dose fractions. Similarly, suppose for OAR $m \in \mathcal{M}_2$ that total mean dose $D_{m_{\text{mean}}}^m$ is known to be tolerated if administered in $N_{\text{conv}}^m$ equal-dose fractions. Let $\text{BED}_{\square}^m = D_{\square}^m + \rho_m (D_{\square}^m)^2 / N_{\text{conv}}^m$ be the BED of total dose $D_{\square}^m$ if administered in $N_{\text{conv}}^m$ equal-dose fractions, where $\square$ represents either max or mean.
The nominal spatiobiologically integrated formulation is written in [57] as

\[(P) \quad F^* = \max_{N,u} \ N \alpha_0(\bar{A}u) + N \beta_0(\bar{A}u)^2 - \tau(N), \quad (2.49)\]

\[N(A^m_j u) + N \rho_m (A^m_j u)^2 \leq \text{BED}^m_{\text{max}}, \quad \forall j \in \mathcal{N}_m, \ m \in \mathcal{M}_1, \quad (2.50)\]

\[N \sum_{j=1}^{n_m} (A^m_j u) + N \rho_m \sum_{j=1}^{n_m} (A^m_j u)^2 \leq n_m \text{BED}^m_{\text{mean}}, \ m \in \mathcal{M}_2, \quad (2.51)\]

\[Su \leq 0, \quad (2.52)\]

\[u \geq 0, \ 1 \leq N \leq N_{\text{max}}, \ \text{integer}. \quad (2.53)\]

The objective in (2.49) is to maximize the BE of average tumor dose. Constraints (2.50) enforce that the BED to each OAR voxel is no more than the conventional BED; these are called the maximum dose constraints. Constraints (2.51) imply that the average BED of doses administered to different voxels is bounded above by the conventional BED; these are the mean dose constraints. Constraint (2.52) ensures, via an appropriately constructed smoothness matrix \(S\), that the relative absolute difference between geometrically adjacent components of \(u\) is within a range that IMRT can attain.

### 2.2.1.2 Robust counterpart

Let \(\tilde{\rho}_m\) represent the "true" unknown value of \(\rho_m\) for each OAR \(m \in \mathcal{M}\). We assume that \(\tilde{\rho}_m\) belongs to the uncertainty interval \([\rho_{m}^{\min}, \rho_{m}^{\max}]\), where \(0 \leq \rho_{m}^{\min} \leq \rho_{m}^{\max}\). Thus, by replacing \(\rho_m\) with \(\tilde{\rho}_m\) and expanding \(\text{BED}^m_{\text{max}}\) in the nominal formulation, the robust counterpart of (\(P\)) is

\[(RP) \quad \max_{N,u} \ N \alpha_0(\bar{A}u) + N \beta_0(\bar{A}u)^2 - \tau(N), \quad (2.54)\]

\[N(A^m_j u) + \tilde{\rho}_m \left( N(A^m_j u)^2 - \left( \frac{D^m_{\text{max}}}{N_{\text{conv}}^{m}} \right)^2 \right) \leq D^m_{\text{max}}, \ \forall j \in \mathcal{N}_m, \ m \in \mathcal{M}_1, \ \rho_{m}^{\min} \leq \tilde{\rho}_m \leq \rho_{m}^{\max}, \quad (2.55)\]
\[
N \sum_{j=1}^{n_m} (A_j^m u) + \tilde{\rho}_m \left( N \sum_{j=1}^{n_m} (A_j^m u)^2 - \frac{n_m(D^m_{\text{mean}})^2}{N_{\text{conv}}^m} \right) \leq n_m D^m_{\text{mean}}, \quad m \in \mathcal{M}_2, \quad \rho^\text{min}_m \leq \tilde{\rho}_m \leq \rho^\text{max}_m, \\
(2.56)
\]

\[
(2.52) - (2.53).
\]

Here, inequalities (2.55)-(2.56) ensure that the maximum dose and the mean dose constraints are respected for every possible realization of \( \tilde{\rho}_m \) in the interval \([\rho^\text{min}_m, \rho^\text{max}_m]\). Consequently, they include an uncountably infinite number of constraints, and thus this robust problem appears intractable at first glance. Fortunately, it can be equivalently rewritten in a simple form by applying the general method proposed in Section 2.2 of [10] for robust optimization under polyhedral uncertainty. Below we convey the main idea in this reformulation using the mean dose constraints (2.56).

For any fixed \( u \) and \( N \), the mean dose constraint holds for every realization of \( \tilde{\rho}_m \) if and only if the maximum of the left hand side in inequality (2.56) over all \( \tilde{\rho}_m \in [\rho^\text{min}_m, \rho^\text{max}_m] \) is no more than the right hand side \( n_m D^m_{\text{mean}} \). For any fixed \( u \) and \( N \), the problem of maximizing this left hand side is an LP in variables \( \tilde{\rho}_m \) with only two constraints: \( \tilde{\rho}_m \leq \rho^\text{max}_m \) and \( \tilde{\rho}_m \geq \rho^\text{min}_m \). By attaching variables \( q_m \) and \( p_m \), respectively, with these two constraints, we can write the dual of this LP. This dual is a minimization problem, and by strong duality its optimal cost equals the maximum value in the primal LP. In other words, For any fixed \( u \) and \( N \), the mean dose constraint holds for every realization of \( \tilde{\rho}_m \) if and only if the optimal cost in the dual LP is no more than \( n_m D^m_{\text{mean}} \). This allows us to replace the robust mean dose constraints with another equivalent group of constraints. This idea can be expressed mathematically as follows:

\[
\max_{\rho^\text{min}_m \leq \tilde{\rho}_m \leq \rho^\text{max}_m} \left\{ N \sum_{j=1}^{n_m} (A_j^m u) + \tilde{\rho}_m \left( N \sum_{j=1}^{n_m} (A_j^m u)^2 - \frac{n_m(D^m_{\text{mean}})^2}{N_{\text{conv}}^m} \right) \right\} \leq n_m D^m_{\text{mean}}
\]
Applying this to maximum dose constraints as well, the robust optimization problem becomes

\[
\begin{align*}
\max_{N,u,q,p} & \quad N \alpha_0(\bar{A}u) + N \beta_0(\bar{A}u)^2 - \tau(N), \\
\text{s.t.} & \quad N(A^m_j u) + \rho^\text{max}_m q^m_j + \rho^\text{min}_m p^m_j \leq D^m_{\text{max}}, \quad \forall j \in \mathcal{N}_m, \ m \in \mathcal{M}_1, \\
& \quad N(A^m_j u)^2 - q^m_j - p^m_j \leq \frac{(D^m_{\text{max}})^2}{N^\text{conv}_m}, \quad \forall j \in \mathcal{N}_m, \ m \in \mathcal{M}_1, \\
& \quad \sum_{j=1}^{n_m} (A^m_j u) \leq n_m D^m_{\text{mean}}, \quad \forall m \in \mathcal{M}_2, \\
& \quad \sum_{j=1}^{n_m} (A^m_j u)^2 - q^m_j - p^m_j \leq n_m \frac{(D^m_{\text{mean}})^2}{N^\text{conv}_m}, \quad \forall m \in \mathcal{M}_2, \\
& \quad p \leq 0, \quad q \geq 0.
\end{align*}
\]

Here, \(q\) and \(p\) are the vectors of all dual variables.

For each fixed \(N\), \((RP)\) maximizes a convex function of \(u\). This difficulty can be addressed by further simplifying \((RP)\) as in the nominal formulation from [57]. First, we propose to solve the robust problem for each fixed integer value of \(N\) in the range \(1 \leq N \leq N_{\text{max}}\). We call these problems \((RP(N))\) and denote their optimal values by \(F^*(N)\). The optimal value and solution for \((RP)\) can then be found simply by choosing the best among all \((RP(N))\). Furthermore, for each fixed \(N\), the objective in \((RP(N))\) is increasing in \(\bar{A}u\). Thus, maximizing this objective is equivalent to maximizing \(\bar{A}u\). We utilize this in solving \((RP(N))\). Consequently, we note that each \((RP(N))\) includes an objective that is linear in \(u\) and that does not include variables \(p,q\). Finally, constraints in each \((RP(N))\) are convex quadratic in \(u\) and linear in \(p,q\). As such, problems \((RP(N))\) can be solved efficiently in practice using off-the-shelf software.
2.2.2 Numerical results

2.2.2.1 Description of a head-and-neck cancer case

We demonstrate our numerical results on a representative head-and-neck cancer case from [57]. The case included four OAR: spinal cord, brainstem, left and right parotids. The nominal values of $\rho$ for all OAR were fixed at $\rho = 1/3 \text{ Gy}^{-1}$ based on [23, 75]. We followed a treatment protocol similar to QUANTEC [47]. Specifically, the conventional number of sessions $N_{\text{conv}}$ was fixed at 35. Maximum dose constraints of 45 Gy and 50 Gy were included for spinal cord and brainstem, respectively. Mean dose constraints with a tolerance dose of 28 Gy were included for left and right parotids. $N_{\text{max}}$ was set to 100 days. We are aware that this value is somewhat unrealistically high; we nevertheless used it to bring forth the full range of sensitivity behaviors in our problem. Tumor-response parameters were fixed at $\alpha_0 = 0.35 \text{ Gy}^{-1}$ and $\beta_0 = 0.035 \text{ Gy}^{-2}$ based on [23, 26]. A maximum dose of 90 Gy was enforced on all tumor voxels to encourage dose-uniformity. The fluence-map $u$ consisted of 3,910 beamlets and the total number of constraints in the nominal formulation was 27,450. All computer simulations were performed on a 3.1 GHz iMac desktop with 16 GB RAM using the convex optimization toolbox CVX [31] in MATLAB.

2.2.2.2 Price of robustness

Price of robustness is defined as the relative decrease in the optimal tumor BE in the robust formulation compared to the nominal formulation. In our numerical experiments, uncertainty intervals were parameterized as $[(1 - \delta)/3, (1 + \delta)/3]$, with $\delta \in \{0, 0.1, \ldots, 1\}$, where $(1/3) \text{ Gy}^{-1}$ is the nominal value of $\rho$ for all OAR. Here, $\delta = 0$ corresponds to the nominal case, $\delta = 1$ represents 100% uncertainty. This allowed us to quantify the price of robustness as a function of the single uncertainty parameter $\delta$.

Tables 2.4 and 2.5 summarize the results of 200 experiments for different values of $T_{\text{lag}}$, $T_{\text{double}}$, and $\delta$. In these experiments, $T_{\text{lag}}$ values were set to 7, 14, 21, 28 days based on [26] and $T_{\text{double}}$ values were set to 2, 10, 20, 40, 50 days based on [23, 26, 49, 75].
Table 2.4 shows, as expected, that the price of robustness increases with increasing $\delta$ for each $T_{lag}$, $T_{double}$ combination. Overall, the price of robustness was small with an average of 1.29%, with first, second, and third quartiles of 0.48%, 0.98%, and 1.66%, respectively.

For all $T_{lag}$, $\delta$ combinations in Table 2.4, the price of robustness first decreases with increasing $T_{double}$, reaches its smallest value, and then increases. This trend is consistent with the corresponding trend in the difference between $N_{conv}^m = 35$ and the optimal number of fractions ($N^*$) that can be inferred from Table 2.5. Specifically, for most cases reported in Table 2.5, the magnitude of difference between $N_{conv}^m$ and $N^*$ ($|N_{conv}^m - N^*|$) decreases with increasing $T_{double}$, reaches its minimum, and then increases.

Figure 2.2a shows the evolution of tumor-BE with $N$ for $T_{lag} = 7$ days and $T_{double} = 10$ days as an example. The price of robustness (the vertical distance between lines) is not monotone with increasing $N$. It is increasing at first, reaches its maximum, decreases afterwards until it reaches zero when $N = N_{conv}^m = 35$ and increases thereafter. The price of robustness equals zero at 35 because when $N = N_{conv}^m$, $\rho_m$ is eliminated from the BED
constraints thus reducing them to total dose constraints. In other words, the nominal and the robust problems become identical. Figure 2.2b shows the maximal price of robustness (%) between the nominal ($\delta = 0$) and the most uncertain case ($\delta = 1$) as a function of $N$ for the same case. The trend described above for the price of robustness is more visible in this figure.

As can be deducted from Table 2.4, there is no consistent trend for how the price of robustness changes as $T_{\text{lag}}$ increases. For example, when $T_{\text{double}} = 2$ and $\delta = 0.1$, the price of robustness decreases as $T_{\text{lag}}$ increases; whereas when $T_{\text{double}} = 2$ and $\delta = 0.7$, the price of robustness first decreases from $T_{\text{lag}} = 7$ to 14, decreases when it $T_{\text{lag}} = 21$, and then decreases again. However, in all cases, the change in the price of robustness is consistent with the trend in $|N_{\text{conv}}^m - N^*|$, as reported in Table 2.5.

A closer look at Table 2.5 reveals that the evolution of $N^*$ with $\delta$ does not exhibit a universal trend. For instance, $N^*$ increases with increasing $\delta$ when $T_{\text{double}} = 2$ and 10 days and decreases as $\delta$ increases when $T_{\text{double}} = 20, 40$ and 50 days.

Our robust solutions continue to exhibit qualitative trends that are well-established in the nominal case. For instance, $N^*$ increases with increasing $T_{\text{double}}$ for any fixed $\delta, T_{\text{lag}}$ combination. Similarly, $N^*$ also increases as $T_{\text{lag}}$ increases for any fixed $\delta, T_{\text{double}}$ combination.

2.2.2.3 Infeasibility tests

The nominal solution is guaranteed to remain feasible only when the realized value of the $\rho$ parameters equal their nominal values. To quantify the frequency and the amount of infeasibility of the nominal solutions when this is not the case, we computed the fluence-map and the number of sessions that would be optimal if the dose-response parameters equaled their nominal values, and tested whether or not such a nominal solution would remain feasible if the true dose-parameters took some other values from the uncertainty interval. For each uncertainty level $\delta$ and for each constraint $m$, five different grid-points were selected to calculate the realized values of dose-parameters. The five values were $\tilde{\rho}_i^m = \rho_{\text{min}}^m + 2i\rho_{m}\delta/5$, where $i = 1, 2, \ldots, 5$, and $\rho_{m}$ denotes the nominal value $(1/3 \text{ Gy}^{-1})$ of the dose-parameter.
for constraint $m$. We performed this experiment for all combinations of $T_{\text{lag}}$, $T_{\text{double}}$, and $\delta$. The nominal solution was infeasible in over 91% of the cases. The amount of maximum infeasibility itself was as large as 70% in some cases, with an average of 10.11% and first, second, third quartiles of 3.20%, 7.12%, and 15.56%. In all cases, the robust solutions of course remained feasible.

The fundamental assumption in developing our robust formulation was that the true values of the dose-parameters, although uncertain, belonged to some presumed uncertainty set. This assumption however might not hold. Therefore, to quantify the frequency and amount of infeasibility for robust and nominal solutions when dose-response parameters varied outside the uncertainty intervals, we repeated the above experiments by changing parameter values as follows: for each uncertainty level $\delta$ and constraint $m$, five grid-points were chosen at $\tilde{\rho}_m = (1+\delta+\gamma)\rho_m$ and five grid-points at $\tilde{\rho}_m = (1-\delta-\gamma)\rho_m$, where $\gamma \in \{0.1, 0.2, \ldots, 0.5\}$ and $\rho_m$ denotes the nominal value of $1/3$ Gy$^{-1}$. We performed numerical experiments for all combinations of $T_{\text{lag}}$, $T_{\text{double}}$, and $\delta$. The nominal solution was infeasible in over 76% of the cases, while the robust solution was infeasible in 58% of the cases. Furthermore, the average amount of maximum infeasibility was less for the robust solution than for the nominal (6.84% versus 12.19%). A pairwise t-test revealed that this difference was significant at the 95% level. This suggests that the robust solution is statistically less infeasible than the nominal.

2.2.2.4 Uncertainty in tumor parameters $\alpha_0$ and $\beta_0$

We assumed for simplicity that there is no uncertainty in the tumor-response parameters $\alpha_0$ and $\beta_0$. It is easy to relax this assumption while writing the robust counterpart of ($P$). This is because, under interval uncertainty for parameters $\alpha_0$ and $\beta_0$, the worst-case objective value is obtained simply by inserting the worst values of these parameters. Specifically, we now assume that true values $\tilde{\alpha}_0$ and $\tilde{\beta}_0$ of these parameters belong to known intervals $[\alpha_0^{\text{min}}, \alpha_0^{\text{max}}]$ and $[\beta_0^{\text{min}}, \beta_0^{\text{max}}]$, respectively. Then, the objective function of the robust problem is given by replacing $\tilde{\alpha}_0$ with $\alpha_0^{\text{min}}$ and $\tilde{\beta}_0$ with $\beta_0^{\text{min}}$. Recall that the treatment protocol described in Section 2.1.6.1 also included maximum dose constraints on tumor voxels. The robust
counterpart of these constraints under interval uncertainty was derived in our numerical experiments below by applying the procedure described in Section 2.2 for maximum dose constraints on OAR.

We characterized the interval uncertainty in tumor-response parameters via a single parameter by setting $\alpha_{\text{min}}^0 = (1 - \theta)0.35 \text{ Gy}^{-1}$; $\alpha_{\text{max}}^0 = (1 + \theta)0.35 \text{ Gy}^{-1}$; $\beta_{\text{min}}^0 = (1 - \theta)0.035 \text{ Gy}^{-2}$; and $\beta_{\text{max}}^0 = (1 + \theta)0.035 \text{ Gy}^{-2}$, for $\theta \in \{0.1, 0.2, \ldots, 0.9\}$. Table 2.6 shows the results for $T_{\text{lag}} = 7$ days and $T_{\text{double}} = 21$ days as a representative example. For each fixed $\theta$, the qualitative trend in the evolution of $N^*$ was similar to the previous section. By dividing the objective function in the robust problem by $(1 - \theta)$, we see that $(1 - \theta)$ scales $T_{\text{double}}$ in the denominator of the proliferation term $\tau(N)$. Consequently, a larger $\theta$ has the same effect on BE as a faster growing tumor (that is, a smaller $T_{\text{double}}$). Thus, a larger $\theta$ should lead to a shorter treatment course. This trend can be observed in each row of Table 2.6. Finally, the price of robustness (not listed in the table for brevity) was insensitive to $\theta$, and remained small with an average of 0.87% over all $\delta, \theta$ combinations.

2.2.2.5 Conclusions

There is a large body of literature on robust spatial optimization in radiotherapy, where the goal is to compensate for intra-fraction and inter-fraction errors made in dose-delivery due to patient movement and patient setup. Here, we applied robust optimization to a different problem — that of incorporating uncertainty in dose-response parameters in deciding spatiobiologically integrated fractionation schedules. Although the robust counterpart of this fractionation problem first appeared intractable, we were able to equivalently reformulate it as a simple convex problem that can be solved efficiently. Our numerical experiments on a representative head-and-neck test case suggest that the resulting price of robustness is small and that the robust solutions are statistically less infeasible than nominal. This bodes well for potential clinical implementation of our robust optimization methodology.
<table>
<thead>
<tr>
<th>$T_{\text{lag}} = 7$</th>
<th>$T_{\text{double}}$</th>
<th>$T_{\text{lag}} = 14$</th>
<th>$T_{\text{double}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>2</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>0.1</td>
<td>1.47</td>
<td>0.17</td>
<td>0.1</td>
</tr>
<tr>
<td>0.2</td>
<td>2.8</td>
<td>0.26</td>
<td>0.16</td>
</tr>
<tr>
<td>0.3</td>
<td>4.01</td>
<td>0.3</td>
<td>0.21</td>
</tr>
<tr>
<td>0.4</td>
<td>5.11</td>
<td>0.33</td>
<td>0.27</td>
</tr>
<tr>
<td>0.5</td>
<td>6.12</td>
<td>0.37</td>
<td>0.32</td>
</tr>
<tr>
<td>0.6</td>
<td>7.01</td>
<td>0.4</td>
<td>0.39</td>
</tr>
<tr>
<td>0.7</td>
<td>7.81</td>
<td>0.43</td>
<td>0.45</td>
</tr>
<tr>
<td>0.8</td>
<td>8.54</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>0.9</td>
<td>9.19</td>
<td>0.49</td>
<td>0.51</td>
</tr>
<tr>
<td>1</td>
<td>9.8</td>
<td>0.51</td>
<td>0.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T_{\text{lag}} = 21$</th>
<th>$T_{\text{double}}$</th>
<th>$T_{\text{lag}} = 28$</th>
<th>$T_{\text{double}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>2</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>0.1</td>
<td>0.47</td>
<td>0.27</td>
<td>0.1</td>
</tr>
<tr>
<td>0.2</td>
<td>0.89</td>
<td>0.43</td>
<td>0.16</td>
</tr>
<tr>
<td>0.3</td>
<td>1.29</td>
<td>0.51</td>
<td>0.21</td>
</tr>
<tr>
<td>0.4</td>
<td>1.65</td>
<td>0.55</td>
<td>0.26</td>
</tr>
<tr>
<td>0.5</td>
<td>1.99</td>
<td>0.59</td>
<td>0.32</td>
</tr>
<tr>
<td>0.6</td>
<td>2.31</td>
<td>0.62</td>
<td>0.38</td>
</tr>
<tr>
<td>0.7</td>
<td>2.6</td>
<td>0.65</td>
<td>0.44</td>
</tr>
<tr>
<td>0.8</td>
<td>2.88</td>
<td>0.68</td>
<td>0.48</td>
</tr>
<tr>
<td>0.9</td>
<td>3.13</td>
<td>0.71</td>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
<td>3.38</td>
<td>0.74</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Table 2.4: Price of robustness (%) for different $T_{\text{lag}}$ (days), $T_{\text{double}}$ (days), and uncertainty levels $\delta$. 
<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\text{2}$</th>
<th>$\text{10}$</th>
<th>$\text{20}$</th>
<th>$\text{40}$</th>
<th>$\text{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(6.03,8)</td>
<td>(2.46,28)</td>
<td>(1.68,44)</td>
<td>(1.12,71)</td>
<td>(0.98,82)</td>
</tr>
<tr>
<td>0.1</td>
<td>(5.97,8)</td>
<td>(2.35,29)</td>
<td>(1.85,39)</td>
<td>(1.25,62)</td>
<td>(1.09,73)</td>
</tr>
<tr>
<td>0.2</td>
<td>(5.91,8)</td>
<td>(2.17,32)</td>
<td>(1.85,39)</td>
<td>(1.43,53)</td>
<td>(1.26,61)</td>
</tr>
<tr>
<td>0.3</td>
<td>(5.86,8)</td>
<td>(2.07,34)</td>
<td>(1.89,38)</td>
<td>(1.78,41)</td>
<td>(1.58,47)</td>
</tr>
<tr>
<td>0.4</td>
<td>(5.81,8)</td>
<td>(2.02,35)</td>
<td>(1.89,38)</td>
<td>(1.85,39)</td>
<td>(1.85,39)</td>
</tr>
<tr>
<td>0.5</td>
<td>(5.76,8)</td>
<td>(2.02,35)</td>
<td>(1.89,38)</td>
<td>(1.85,39)</td>
<td>(1.85,39)</td>
</tr>
<tr>
<td>0.6</td>
<td>(5.30,9)</td>
<td>(2.02,35)</td>
<td>(1.89,38)</td>
<td>(1.85,39)</td>
<td>(1.85,39)</td>
</tr>
<tr>
<td>0.7</td>
<td>(5.27,9)</td>
<td>(2.02,35)</td>
<td>(1.98,36)</td>
<td>(1.89,38)</td>
<td>(1.89,38)</td>
</tr>
<tr>
<td>0.8</td>
<td>(4.89,10)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(1.89,38)</td>
<td>(1.89,38)</td>
</tr>
<tr>
<td>0.9</td>
<td>(4.86,10)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(1.89,38)</td>
<td>(1.89,38)</td>
</tr>
<tr>
<td>1</td>
<td>(4.84,10)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(1.88,38)</td>
</tr>
</tbody>
</table>

Table 2.5: Optimal average dose per session (Gy) and the optimal number of sessions ($N^*$) for $T_{\text{lag}} = 7, 14, 21$ days.
<table>
<thead>
<tr>
<th>δ</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(1.78,41)</td>
<td>(1.94,37)</td>
<td>(2.07,34)</td>
<td>(2.29,30)</td>
<td>(2.57,26)</td>
<td>(3.02,21)</td>
<td>(3.54,17)</td>
<td>(4.85,11)</td>
<td>(6.03, 8)</td>
</tr>
<tr>
<td>0.1</td>
<td>(1.85,39)</td>
<td>(1.89,38)</td>
<td>(2.03,35)</td>
<td>(2.12,33)</td>
<td>(2.35,29)</td>
<td>(2.72,24)</td>
<td>(3.25,19)</td>
<td>(4.27,13)</td>
<td>(5.97, 8)</td>
</tr>
<tr>
<td>0.2</td>
<td>(1.89,38)</td>
<td>(1.89,38)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.17,32)</td>
<td>(2.55,26)</td>
<td>(3.00,21)</td>
<td>(4.03,14)</td>
<td>(5.91, 8)</td>
</tr>
<tr>
<td>0.3</td>
<td>(1.89,38)</td>
<td>(1.93,37)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.07,34)</td>
<td>(2.34,29)</td>
<td>(2.89,22)</td>
<td>(3.81,15)</td>
<td>(5.86, 8)</td>
</tr>
<tr>
<td>0.4</td>
<td>(1.89,38)</td>
<td>(1.98,36)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,34)</td>
<td>(2.22,31)</td>
<td>(2.70,24)</td>
<td>(3.62,16)</td>
<td>(5.81, 8)</td>
</tr>
<tr>
<td>0.5</td>
<td>(1.89,38)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,32)</td>
<td>(2.17,30)</td>
<td>(2.61,25)</td>
<td>(3.46,17)</td>
<td>(5.76, 8)</td>
</tr>
<tr>
<td>0.6</td>
<td>(1.98,36)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,34)</td>
<td>(2.07,34)</td>
<td>(2.46,27)</td>
<td>(3.31,18)</td>
<td>(5.30, 9)</td>
</tr>
<tr>
<td>0.7</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.39,28)</td>
<td>(3.17,19)</td>
<td>(5.27, 9)</td>
</tr>
<tr>
<td>0.8</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.33,29)</td>
<td>(3.05,20)</td>
<td>(4.89,10)</td>
</tr>
<tr>
<td>0.9</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.27,30)</td>
<td>(2.94,21)</td>
<td>(4.86,10)</td>
</tr>
<tr>
<td>1</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.02,35)</td>
<td>(2.21,31)</td>
<td>(2.84,22)</td>
<td>(4.84,10)</td>
</tr>
</tbody>
</table>

Table 2.6: Optimal average dose (Gy) per session and optimal number of sessions ($N^*$) for various tumor uncertainty levels ($\theta$) and OAR uncertainty levels ($\delta$) for $T_{lag} = 7$ days and $T_{double} = 21$ days.
Chapter 3

NONSTATIONARY FRACTIONATION

The spatiobiologically integrated formulation in Section 2.2.1.1 assumed that the fluence-maps across all sessions were identical, that is, stationary. This exposes the following two research questions: (1) could nonstationary fluence-maps be superior to stationary ones in clinically realistic test-cases for spatiobiologically integrated fractionation when dose-response parameters do not vary over time? and (2) can we devise an efficient algorithm to discover such nonstationary fluence-maps? In this chapter, we answer these questions in the affirmative.

3.1 Problem description

This chapter employs the same notation as Section 2.2. The only difference is that we now denote the fluence-map in session \( t \) by \( u^t \in \mathbb{R}^k_+ \). This is to emphasize that the treatment planner could choose different fluence-maps in distinct sessions. The goal is to maximize the tumor-BE of average dose for the sequence of fluence-maps \( (u^1; u^2; \ldots; u^t; \ldots; u^N) \). This tumor-BE objective is given by

\[
\sum_{t=1}^{N} \left( \alpha_0 \bar{A}u^t + \beta_0 (\bar{A}u^t)^2 \right) - \tau(N).
\]

This yields the following variation of the spatiobiologically integrated fractionation formulation from Section 2.2:

\[
(P) \quad F^* = \max_{t=1}^{N} \sum_{t=1}^{N} \left( \alpha_0 \bar{A}u^t + \beta_0 (\bar{A}u^t)^2 \right) - \tau(N),
\]
subject to $\sum_{t=1}^{N} (A_j^m u^t) + \sum_{t=1}^{N} \rho_m (A_j^m u^t)^2 \leq \text{BED}_{\text{max}}^m, \forall j \in N_m, m \in M_1,$

\begin{align*}
\sum_{t=1}^{N} \sum_{j=1}^{n_m} (A_j^m u^t) + \sum_{t=1}^{N} \rho_m \sum_{j=1}^{n_m} (A_j^m u^t)^2 & \leq n_m \text{BED}_{\text{mean}}^m, m \in M_2, \\
Su^t & \leq 0, \ t = 1, 2, \ldots, N, \\
u^t & \geq 0, \ t = 1, 2, \ldots, N.
\end{align*}

Since $\tau(N)$ is fixed and it does not affect optimal solutions of $(P)$, we will ignore it in the rest of this chapter. All constraints in $(P)$ are convex in the concatenated fluence-map vector $u \triangleq (u^1; u^2; \ldots; u^N) \in \mathbb{R}^{k \times N}$. The objective is also convex in $u$, but since we wish to maximize this function, $(P)$ is not a convex problem. Specifically, it is a nonconvex QCQP. If we restricted consideration to stationary fluence-maps by setting $u^1 = u^2 = \ldots = u^N \triangleq \tilde{v}$ as in [57] (and as in Section 2.2), the objective function becomes monotone in $\tilde{A}v$ and thus the problem can be reformulated as an equivalent convex one. In this chapter, we compare our nonstationary solutions against an optimal (stationary) solution to that convex problem.

To get a sense of the large scale of $(P)$, note that for head-and-neck cancer, the typical number of beamlets, $k$, is about 3000 and the number of sessions $N$ is 35. Thus, the dimension of $u$ is about a 100,000. The number of voxels in a serial OAR can be about a 1000. As such, the total number of constraints in $(P)$ can be as high as several thousand. Thus, efficient exact solution of this nonconvex QCQP is computationally difficult in practice.

First note that the objective and constraint functions in $(P)$ are symmetric with respect to permutations over $t$. Second, standard approaches for approximate solution of large-scale nonconvex QCQPs call for convexification [43]. For $(P)$, since the objective function is the only source of nonconvexity, these approximation methods would amount to replacing the objective with a concave function that is additively separable and symmetric over $t$. This would create a symmetric, convex optimization problem. Such problems are known to possess symmetric, that is, stationary optimal solutions [71]. Thus, standard convexification methods for $(P)$ would not produce nonstationary fluence-maps. We thus borrow an approach
called model predictive control (MPC) from the literature on finite-horizon, discrete-time, deterministic, constrained, non-linear control theory [9].

3.2 Model predictive control

The idea in MPC, for a problem with \( N \) sessions such as \((P)\), is simple. Beginning with the initial "state" of the problem, we first solve an \( N \)-session problem assuming stationary fluence-maps. Suppose an optimal stationary sequence of fluence-maps for this problem is \((u_1^*; u_1^*; \ldots; u_1^*)\). Implement fluence-map \( u_1^* \) in the first session only. This transforms the state of the problem to a new state at the beginning of the second session. Now solve an \( N-1 \)-session problem to obtain an optimal stationary sequence of fluence-maps \((u_2^*; u_2^*; \ldots; u_2^*)\) and implement the fluence-map \( u_2^* \) in the second session only. Repeat this process until the last session, where a single-period problem is solved and the resulting optimal fluence-map is implemented.

To implement MPC on \((P)\), we first need to define the "state" of the problem at the beginning of sessions \( t \geq 1 \). Toward this end, for each serial OAR \( m \in \mathcal{M}_1 \) and for each voxel \( j \in \mathcal{N}_m \) in this OAR, let \( z_{j_1}^{t,m} \) denote the total BED administered in the first \( t-1 \) treatment sessions. Let \( z^{t,m} \triangleq (z_1^{t,m}, z_1^{t,m}, \ldots, z_{n_m}^{t,m}) \), and \( z^t \) be the vector formed by concatenating vectors \( z^{t,m} \) for all \( m \in \mathcal{M}_1 \). Similarly, for each parallel OAR \( m \in \mathcal{M}_2 \), let \( w^{t,m} \) denote the total average (over all voxels in \( \mathcal{N}_m \)) BED administered in the first \( t-1 \) sessions. Let \( w^t \) be the vector formed by concatenating vectors \( w^{t,m} \) for all \( m \in \mathcal{M}_2 \). Then we define the state as \([z^t, w^t]\). We will need the optimization problem

\[
(P_t) \quad \max \sum_{t=1}^{N} (\alpha_0 \bar{A} u^t + \beta_0 (\bar{A} u^t)^2) \\
\sum_{l=t}^{N} (A_j^m u^t + \rho_m (A_j^m u^t)^2) \leq \text{BED}^m_{\text{max}} - z_j^{t,m}, \forall j \in \mathcal{N}_m, m \in \mathcal{M}_1, \\
\sum_{j=1}^{n_m} \sum_{l=t}^{N} ((A_j^m u^t) + \rho_m (A_j^m u^t)^2) \leq n_m \text{BED}^m_{\text{mean}} - n_m w^{t,m}, m \in \mathcal{M}_2,
\]
\( Su^l \leq 0, \ l = t, t + 1, \ldots, N, \)
\( u^l \geq 0, \ l = t, t + 1, \ldots, N \)

in our precise listing of the MPC algorithm below.

**The MPC Algorithm**

1. Set \( t = 1 \), and begin with the initial state \( [z^1, w^1] = [\overline{0}, \overline{0}] \).

2. **WHILE** \( t \leq N \)

   A. Let \( u^t = u^{t+1} = \ldots = u^N \) in \((P_t)\) and solve it. Let \( (u_t^t; u_t^{t+1}; \ldots; u_t^N) \) denote a stationary optimal solution of \((P_t)\) obtained in this manner.

   B. Implement fluence-map \( u_t^s \) in session \( t \) and update the state as

   \[
   z_{j+1, m} = z_j + A_j^m u_j^s + \rho_m (A_j^m u_j^s)^2, \quad j = 1, 2, \ldots, n_m, \ m \in M_1,
   \]

   \[
   w_{t+1, m} = w_{t, m} + \frac{\sum_{j=1}^{n_m} [A^m_j u^s_j + \rho_m (A^m_j u^s_j)^2]}{n_m}, \ m \in M_2.
   \]

   C. set \( t = t + 1 \) and go back to Step 2.

3. **END WHILE**

This algorithm delivers the sequence of fluence-maps \( (u_1^s, u_2^s, \ldots, u_N^s) \) that is feasible to problem \((P)\). It seems plausible that this sequence could be nonstationary. The next theorem dashes this hope.

**Theorem 3.2.1.** Consider an optimization problem of the form

\[
\max_{t=1}^N (\alpha_0 \tilde{A}u^t + \beta_0 (\tilde{A}u^t)^2),
\]
\[ g_m(u^1, u^2, \ldots, u^N) \leq b_m, \quad m = 1, 2, \ldots, M. \]

Suppose that functions \( g_m \) are convex and symmetric. When MPC is implemented on this problem, it cannot deliver a nonstationary solution that is strictly better than all stationary solutions. In particular, since the constraint functions in \( (P) \) are convex and symmetric, this stationarity property holds for our MPC implementation on problem \( (P) \).

**Proof.** We provide a proof by contradiction. Suppose that MPC delivers a nonstationary solution of the form \( u_N = (u^1, u^2, \ldots, u^2, \ldots, u^N, \ldots, u^N) \), where \( u^i \neq u^j \) for \( i \neq j \). Here, \( K_1 + K_2 + \ldots, K_N = N \). Then MPC must have returned

\[
u_{N-1} = (u^1, u^1, u^2, \ldots, u^2, \ldots, u^{N-1}, \ldots, u^{N-1}),
\]

when \( t = 1 + K_1 + K_2 + \ldots + K_{N-2} \). Continuing backwards, MPC must have returned \( u_2 = (u^1, u^1, u^2, \ldots, u^2) \) when \( t = 1 + K_1 \). Finally, MPC must have delivered \( u_1 = (u^1, \ldots, u^1) \) when \( t = 1 \). We define the notation \( F^t(u^1, u^2, \ldots, u^N) = \sum_{l=t}^{N} f(u^l) \), where \( f(u^l) = \alpha_0 Au^l + \beta_0 (\bar{A}u^l)^2 \) for \( l = 1, 2, \ldots, N \). Now consider the following three cases.

**Case 1:** \( \bar{A}u^1 > \bar{A}u^2 \). In this case, \( f(u^1) > f(u^2) \). Then \( F^{1+K_1}(u_1) = (K_2 + \ldots + K_N) f(u^1) > (K_2 + K_3 + \ldots + K_N) f(u^2) = F^{1+K_1}(u_2) \). Since \( u_1 = (u^1, u^1, \ldots, u^1) \) is a feasible solution to the \( N \)-session problem, this strict inequality contradicts the optimality of \( (u^{2}, \ldots, u^{2}) \) in session \( t = 1 + K_1 \).

**Case 2:** \( \bar{A}u^1 < \bar{A}u^2 \). Let \( v = \frac{K_1 u^1 + (K_2 + K_3 \ldots + K_N) u^2}{N} \), and consider the alternative solution \( u_{alt} = (v, v, \ldots, v) \). Now, since constraints \( g_m \) are convex and symmetric, Jensen’s inequality can be employed to show that this alternative solution is feasible to the \( N \)-session problem. Moreover, \( \bar{A}v = \frac{\bar{A}(K_1 u^1 + (K_2 + \ldots + K_N) u^2)}{N} = \frac{K_1 A u^1 + (K_2 + \ldots + K_N) A u^2}{N} > \frac{K_1 A u^1 + (K_2 + \ldots + K_N) A u^1}{N} = \bar{A}u^1 \).
Therefore, $f(v) > f(u^1)$. Consequently, $F(u_{alt}) = \sum_{t=1}^{N} f(v) > \sum_{t=1}^{N} f(u^1) = F(u_1)$. This contradicts the optimality of $u_1$ when $t = 1$.

**Case 3:** $\bar{A}u^1 = \bar{A}u^2$. In this case, $f(u^1) = f(u^2)$ and hence $F(u_1) = F(u_2)$. Therefore, we can replace $u_2$ with $u_1$ when $t = 1 + K_1$.

Applying this argument recursively, we see that MPC cannot return a nonstationary solution that is strictly better than all stationary solutions.

In view of this theorem, in order to force MPC to return a nonstationary sequence of fluence-maps with a high tumor-BE than any stationary fluence-map, we need to use a surrogate objective for which the conclusion of the theorem fails. We propose the total number of tumor cells remaining (TNTCR) objective from [38, 56] for this purpose. TNTCR is given by $\sum_{i=1}^{n} x_{i}^{N+1}$, where $x_i^t$ denotes the total number of remaining tumor cells at the beginning of the $t$th session with dynamics $x_i^{t+1} = x_i^t \exp(-\alpha_0(A_i u^t) - \beta_0(A_i u^t)^2)$ for $i = 1, 2, \ldots, n$. In the next section, we study whether or not this surrogate objective induces MPC to return nonstationary fluence-maps with a higher tumor-BE than the best stationary fluence-map.

### 3.3 Numerical results

We conducted numerical experiments on five different head-and-neck test cases from [57]. These cases included four OAR: spinal cord (serial), brainstem (serial), left and right parotids (parallel). Parameters $\rho_m$ were fixed at 1/3 for all OAR as is common in the clinical literature [23, 24, 25, 26]. All tolerance doses were set as in [57], which were in turn taken from a standard head-and-neck treatment protocol [47]. The number of sessions was fixed at $N = 35$. We also included a maximum BED constraint (corresponding to a total dose of 90 Gy in 35 sessions) on the tumor to facilitate dose homogeneity. We fixed $\alpha_0 = 0.35 \text{ Gy}^{-1}$ and $\beta_0 = 0.035 \text{ Gy}^{-2}$ as is standard in the clinical literature [23, 24, 25, 26]. The initial cell
density was assumed to be homogeneous over all tumor voxels. All computer simulations were performed on a 3.1 GHz iMac desktop with 16 GB RAM using MATLAB.

MPC was able to discover nonstationary solutions better than stationary solutions in three of the five cases. The percentage improvements attained by a nonstationary solution over the best stationary solution were 5.2%, 3.2%, and 2.1% for these three cases. In the other two cases, stationary solutions turned out to be superior than the nonstationary solutions returned by MPC by 3.2% and 0.92%. Figure 3.1 shows the tumor-BE for every voxel averaged over 35 sessions delivered by the nonstationary and best stationary solution for the first test-case. It illustrates that the nonstationary tumor-BE seems higher than the best stationary tumor-BE in this case. Figure 3.2 shows the nonstationary intensity profiles administered by MPC for ten sample tumor voxels. Figure 3.3 shows the nonstationary doses delivered to 500 sample tumor voxels by MPC. It also illustrates the average dose over all tumor voxels for this nonstationary solution (red line) as well as for the best stationary one (light blue line).

In summary, we conclude that MPC may be able to discover nonstationary fluence-maps with a higher tumor-BE than stationary ones. An interesting direction for future research would be to optimize the number of treatment sessions $N$ by using nonstationary fluence-maps.
Figure 3.1: Tumor-BE averaged over 35 sessions administered by the nonstationary and best stationary solutions for test-case 1.

Figure 3.2: Nonstationary intensity profiles for ten sample tumor voxels.
Figure 3.3: Average tumor doses delivered over 35 treatment sessions by the stationary (light blue line) and the nonstationary (red line) solutions. The dark blue lines show the doses administered by the nonstationary solution for 500 sample tumor voxels.
Chapter 4

ADAPTIVE TREATMENT-LENGTH OPTIMIZATION

4.1 Introduction

A recent direction of theoretical research on the spatiobiologically integrated side focuses on adaptive planning of fluence-maps [30, 36, 38, 39]. Unlike the traditional static-deterministic approach of adhering to a fluence-map that was calculated at the beginning of the treatment course, adaptive methods acknowledge that there is uncertainty in how tumors respond to radiation, and propose to recompute fluence-maps based on the observed evolution of the tumor’s biological condition over multiple treatment sessions. Interest in this research stream is partly fueled by emerging advances in functional imaging techniques such as positron emission tomography (PET) and magnetic resonance spectroscopic imaging (MRSI). Functional images, at least in principle, allow the treatment planner to noninvasively and quantitatively track biological entities such as tumor cell density and oxygen pressure (which is known to affect radiosensitivity) over the treatment course [2, 7, 12, 13, 41, 60, 59, 63, 74, 75]. The idea is to obtain a new fluence-map by solving a new instance of a spatiobiologically integrated optimization problem using the most recent quantitative information about the tumor’s biological condition as input, after each functional image is acquired. The standard objective in this spatiobiologically integrated optimization problem is to minimize the total number of tumor cells remaining (TNTCR) at the end of the treatment course subject to BED constraints on OAR. This adaptive methodology, although currently only theoretical, is intended as a small step toward patient-specific radiotherapy planning. One limitation of this research, however, is that the number of treatment sessions is assumed to be fixed at the beginning of the entire treatment course based on one-size-fits-all guidelines [47]. In particular, the number of treatment sessions is not determined adaptively. This paper proposes
a theoretical framework to addresses this limitation.

The primary research objective of this chapter is to test the hypothesis that adaptive treatment-length planning, when combined with adaptive fluence-map planning, decreases the TNTCR as compared to only using adaptive fluence-map planning. We test this hypothesis by (1) developing a spatiobiologically integrated optimization formulation that attempts to minimize the TNTCR by adaptively selecting both the number of treatment sessions and the fluence-map, and (2) comparing the resulting TNTCR via computer simulations against an existing formulation from [36, 38] that also minimizes TNTCR by adaptively selecting only the fluence-map. These computer simulations are conducted on five well-studied phantom head-and-neck cancer cases from [54, 56, 57], each with three different tumor proliferation rates. The hypothesis is settled in the affirmative: adaptive treatment-length planning does reduce TNTCR. We also employ these computer simulations to compare two other secondary performance metrics of interest: the biological effect (BE) on the tumor [28, 33] and the length of the treatment course. These comparisons also favor adaptive treatment length planning, which attains higher tumor-BEs with shorter treatment courses. These results bode well for adaptive treatment-length planning, at least in theory, as the two methods compared have identical imaging requirements in each session.

\[4.2 \quad \text{Problem formulation and solution method}\]

The mathematical notations in this chapter are standard in the literature on spatiobiologically integrated optimization [36, 38, 56, 57] and are similar to the ones given in previous chapters. It is redefined here nonetheless, for completeness.

Let \( T_{\text{max}} \) denote the maximum possible number of treatment sessions that the treatment planner is willing to administer (based on logistical or other clinical considerations). We think of \( T_{\text{max}} \) as a perhaps loose upper bound on the optimal number of treatment sessions. Treatment sessions are indexed by \( t = 1, 2, \ldots, T_{\text{max}} \) and are assumed to be administered once daily.

Let \( k \) denote the number of beamlets in the radiation field. The fluence-map in one
The tumor includes \( n \) equal-volume voxels indexed by \( i = 1, 2, \ldots, n \). Each voxel has volume \( \nu \). Let \( A \) denote the nonnegative dose deposition matrix of size \( n \times k \) for the tumor. Let \( A_i \) denote its \( i \)th row, which corresponds to the \( i \)th voxel. According to the standard linear dose deposition model, \( A_i u \) is the dose deposited in voxel \( i \) in one session.

Let \( x_i^t \) denote the tumor cell density in the \( i \)th voxel as measured in a functional image acquired at the beginning of the \( t \)th treatment session. Then, according to the LQ model of dose-response, the tumor cell density at the end of the \( t \)th session is given by

\[
x_{i}^{t+1} = x_i^t \exp(-\alpha_i^t [(A_i u) + r(A_i u)^2] + \ln 2/T_{\text{double}}), \quad i = 1, 2, \ldots, n.
\]  

(4.1)

Here, \( \alpha_i^t \) and \( \beta_i^t = r \alpha_i^t \) are the (treatment planner’s estimates of) linear and quadratic dose-response parameters at the beginning of session \( t \). Thus, in this notation, \( 1/r \) is the so-called \( \alpha/\beta \) ratio in radiobiology [24, 28, 73]. The term \( \ln 2/T_{\text{double}} \) models tumor repopulation, where \( T_{\text{double}} \) is (an estimated value of) the doubling time in days [25, 28, 33]. As we shall see in more detail in Section 4.2, the formulations in this chapter do not make any explicit assumptions about the uncertainty in the tumor’s response to radiation. They simply use cell densities observed in functional images to plan treatment using the above LQ model of dose-response with estimated parameter values. The chapter also does not take any position on how these parameter estimates are (or should be) obtained, but rather, leaves this to the treatment planner.

Let \( O_1, O_2, \ldots, O_M \) denote the OAR in the irradiated region. Let \( \mathcal{M} = \{1, 2, \ldots, M\} \) be the set of indices of these OAR. For each \( m \in \mathcal{M} \), \( n_m \) denotes the number of voxels in \( O_m \). These voxels are indexed by \( j = 1, 2, \ldots, n_m \). We assume \( A^m \) to be the \( n_m \times K \) dose deposition matrix for \( O_m \). Let \( A_j^m \) be the \( j \)th row of this matrix; this is the row corresponding to the \( j \)th voxel in \( O_m \). That is, \( A_j^m u \) is the dose delivered to the \( j \)th voxel in \( O_m \) in one session. Let \( \alpha_m \) and \( \beta_m \) be the parameters of the LQ model for OAR \( O_m \) and define \( \rho_m = 1/(\alpha_m/\beta_m) \) for brevity. Then, the BED delivered to the \( j \)th voxel in \( O_m \) in the
tth session is given by $A_j^m u + \rho_m (A_j^m u)^2$.

Two types of OAR constraints are considered: maximum dose (for serial OAR) and mean dose (for parallel OAR).

As is standard in spatiobiologically integrated formulations, constraints are expressed in terms of BED equivalents as described next.

Let $\mathcal{M}_1 \subseteq \mathcal{M}$ be the set of indices of serial OAR with maximum dose constraints. These are the OAR whose function is impeded even when a single voxel is damaged by radiation. Examples include spinal cord and brainstem in head-and-neck cancer. We assume that for $m \in \mathcal{M}_1$, a total dose $D_{\text{max}}^m$ can be tolerated by each voxel in serial OAR $O_m$ if it is delivered in $N_{\text{conv}}^m$ equal-dose sessions. The BED corresponding to this schedule equals

$$\text{BED}_{\text{max}}^m = D_{\text{max}}^m (1 + \rho_m (D_{\text{max}}^m / N_{\text{conv}}^m)).$$

(4.2)

Let $z_{t,j}^m$ denote the BED delivered to voxel $j$ in $O_m$ in the first $t - 1$ sessions. Then, a dose of $(A_j^m u)$ can be tolerated by this voxel in session $t$ if

$$z_{t,j}^m + A_j^m u + \rho_m (A_j^m u)^2 \leq \text{BED}_{\text{max}}^m, \quad j = 1, 2, \ldots, m.$$  

(4.3)

This implies that in order to verify the feasibility of $u$ in session $t$, the treatment planner must know $\mathbf{z}^{t,m} = (z_{1}^{t,m}, \ldots, z_{n_{m}}^{t,m})$. In other words, the treatment planner must track $\mathbf{z}^{t,m}$ as treatment evolves, via the update formula

$$z_{j}^{t+1,m} = z_{j}^{t,m} + A_j^m u + \rho_m (A_j^m u)^2.$$  

(4.4)

Similarly, let $\mathcal{M}_2 \subseteq \mathcal{M}$ be the set of indices of parallel OAR with mean dose constraints. These OAR can continue to function even if a sufficiently small proportion of voxels is damaged. Examples include parotid glands in head-and-neck cancer. Suppose that for $m \in \mathcal{M}$, mean dose $D_m$ can be tolerated by parallel OAR $O_m$ if it is delivered in $N_{\text{conv}}^m$.

---

1A third type of OAR constraints, namely the dose-volume constraints, are omitted here for simplicity. They can, however, be incorporated by using the constraint-generation method from [56].
equal-dose sessions. The BED corresponding to this mean dose equals

\[ \text{BED}_{\text{mean}}^m = D_{\text{mean}}^m (1 + \rho_m (D_{\text{mean}}^m / N_{\text{conv}}^m)). \] (4.5)

Let \( v^{t,m} \) denote the total mean BED delivered over all voxels in \( O_m \) in the first \( t - 1 \) sessions. Then, doses \( (A_j^m u) \) delivered in session \( t \) to voxels \( j \) in \( O_m \) can be tolerated by \( O_m \) if

\[ v^{t,m} + \frac{\sum_{j=1}^{n_m} (A_j^m u) + \rho_m \sum_{j=1}^{n_m} (A_j^m u)^2}{n_m} \leq \text{BED}_{\text{mean}}^m. \] (4.6)

This implies that in order to verify the feasibility of \( u \) in session \( t \), the treatment planner must know \( \vec{v}^{t,m} = (v^{t,m}_1, \ldots, v^{t,m}_{n_m}) \). Thus, the treatment planner must track \( \vec{v}^{t,m} \) as treatment evolves, via the update formula

\[ v^{t+1,m} = v^{t,m} + \frac{\sum_{j=1}^{n_m} (A_j^m u) + \rho_m \sum_{j=1}^{n_m} (A_j^m u)^2}{n_m}. \] (4.7)

Our formulation also includes smoothness constraints on fluence-maps. This ensures that the fluence-maps obtained by our model can be delivered in practice using a multi-leaf collimator. These constraints bound the absolute relative difference between intensities of each pair of nearest neighbor beamlets by a fraction \( \epsilon \). This can be written as \( Su \leq 0 \), where \( S \) is a block diagonal matrix with entries \((1 + \epsilon), (1 - \epsilon), 0, +1\) at appropriate locations (see [57]).

After observing tumor cell densities \( x_i^t \) in voxels \( i = 1, 2, \ldots, n \) in a functional image at the beginning of session \( t \), the treatment planner chooses the remaining number of sessions \( N_{\text{rem}}^t \) and a corresponding fluence-map \( u \) for each of these sessions by solving the problem

\[ (P_0^t) \min_{u, N_{\text{rem}}^t} \sum_{i=1}^n \nu x_i^t \exp \left(-N_{\text{rem}}^t (A_i u) + r (A_i u)^2\right) + \ln 2 / T_{\text{double}}) \] (4.8)

\[ z_{j}^{\ell+1,m} = z_{j}^{\ell,m} + (A_j^m u) + \rho_m (A_j^m u)^2, \quad j = 1, 2, \ldots, n_m, \quad m \in M_1, \quad \ell = t, \ldots, t + N_{\text{rem}}^t - 1, \] (4.9)
The objective in this problem is to minimize the TNTCR at the end of $N_{\text{rem}}^t$ additional treatment sessions. Note that the expression in this objective is calculated by a repeated application ($N_{\text{rem}}^t$ times) of the cell density update formula (4.1), and then summing the cell densities over all voxels. Equation (4.9) is simply the update formula (4.4) for sessions $t, t+1, \ldots, t + N_{\text{rem}}^t - 1$. Inequality (4.10) is the maximum dose constraint as explained in (4.3), written for sessions $t, t+1, \ldots, t + N_{\text{rem}}^t - 1$. Equation (4.11) is the update formula (4.7) for sessions $t, t+1, \ldots, t + N_{\text{rem}}^t - 1$. Inequality (4.12) is the mean dose constraint as explained in (4.6), written for sessions $t, t+1, \ldots, t + N_{\text{rem}}^t - 1$. Inequality (4.13) is the smoothness constraint.

Suppose $u^*, N_{\text{rem}}^t$ is an optimal solution to this problem. Then, the treatment planner administers fluence-map $u^*$ in session $t$; and employs formulas (4.4) and (4.7) with $u = u^*$ to update OAR BED values. The tumor then responds to $u^*$ and the cell densities evolve to their new values by the beginning of the next session. The treatment planner observes these cell densities in an image in the next session, and this process of imaging-optimizing-updating repeats until either $N_{\text{rem}}^t = 1$ is discovered to be optimal at some $t$ or the upper limit of $T_{\text{max}}$ sessions is reached. Specifically, the treatment planner does not “commit” to administering $N_{\text{rem}}^t$ sessions at the beginning of session $t$. The number $N_{\text{rem}}^t$ nevertheless plays an important role in planning through its effect on the choice of an optimal $u^*$ in
problem \((P^0_t)\). Also note that this approach does not rely on any assumptions about the uncertainty in the tumor’s response to radiation. It simply uses observed cell densities to plan treatment using the LQ model with estimated values of dose-response parameters.

It is worthwhile to distinguish this formulation from the optimal stopping approach that was originally envisioned in the doctoral dissertation of our collaborator Dr. Kim’s [36]. In that formulation, the treatment planner (at the beginning of each session) decided whether or not to stop treatment. It turned out that it was always optimal to continue treatment in their formulation as long as there was room in the OAR constraints. That is, as long as the OAR could tolerate additional dose. The treatment planner decided to stop only when faced with a “cost” of continuing treatment. Problem \((P^0_t)\) pursues a different approach in that the treatment planner attempts to answer a different question: what the treatment length should be at this particular session; in other words, would it be better to continue treatment for one more session, or two more sessions, or three more sessions, and so on. As such, in problem \((P^0_t)\), the treatment planner does not solve an optimal stopping problem, but rather, solves a treatment-length planning problem.

Problem \((P^0_t)\) can be simplified as follows. Consider any \(m \in \mathcal{M}_1\) and any voxel \(j\) in \(O_m\). Equation (4.9), and nonnegativity of the dose-deposition matrices and the fluence-maps imply that \(z_{j}^{\ell+1,m} \geq z_{j}^{\ell,m}\), for \(\ell = t, t + 1, \ldots, t + N_{\text{rem}} - 1\). Also note that the right hand side \(\text{BED}_{\text{max}}^m\) of constraint (4.10) does not depend on \(\ell\). Therefore, constraint (4.10) holds for \(\ell = t, t + 1, \ldots, t + N_{\text{rem}} - 1\) if and only if it holds when \(\ell = t + N_{\text{rem}} - 1\). Consequently, (4.9) and (4.10) can be replaced by a single constraint

\[
z_{j}^{t,m} + N_{\text{rem}}^t \left( (A_j^m u) + \rho_m (A_j^m u)^2 \right) \leq \text{BED}_{\text{max}}^m, \ j = 1, \ldots, n_m, \ m \in \mathcal{M}_1. \tag{4.17}
\]

By a similar logic, (4.11) and (4.12) can be replaced by a single constraint

\[
u_{t,m}^t + N_{\text{rem}}^t \left( \frac{\sum_{j=1}^{n_m} (A_j^m u) + \rho_m \sum_{j=1}^{n_m} (A_j^m u)^2}{n_m} \right) \leq \text{BED}_{\text{mean}}^m. \tag{4.18}
\]
Furthermore, since \((A_j^m u) \geq 0\), inequality (4.17) can be equivalently rewritten as the linear constraint

\[
A_j^m u \leq -1 + \sqrt{1 + 4\rho_m (\text{BED}^m_{\text{max}} - z_j^{t,m})/N_{\text{rem}}^t}, \quad j = 1, 2, \ldots, n_m, \quad m \in M_1,
\]  

by solving a quadratic equation. This discussion allows us to rewrite problem \((P^0_t)\) as

\[
(P_t) \quad \min_{u, N_{\text{rem}}^t} \sum_{i=1}^n vx_i^t \exp \left( -N_{\text{rem}}^t \left( \alpha_i^t [(A_i u) + r (A_i u)^2] + \ln 2/T_{\text{double}} \right) \right),
\]

\[
A_j^m u \leq -1 + \sqrt{1 + 4\rho_m (\text{BED}^m_{\text{max}} - z_j^{t,m})/N_{\text{rem}}^t}, \quad j = 1, 2, \ldots, n_m, \quad m \in M_1,
\]

\[
\sum_{j=1}^{n_m} (A_j^m u) + \rho_m \sum_{j=1}^{n_m} (A_j^m u)^2 \leq n_m \left( \frac{\text{BED}^m_{\text{mean}} - v^{t,m}}{N_{\text{rem}}^t} \right), \quad m \in M_2,
\]

\[
Su \leq 0,
\]

\[
u \geq 0,
\]

\[
N_{\text{rem}}^t \in \{1, 2, \ldots, T_{\text{max}} - t + 1 \}.
\]

This problem is convex if \(\alpha_i^t r \geq 2\) for all \(i\) (see [38, 56] for proof). This condition is believed to be met in practice for most tumors including head-and-neck and lung [73]. In that case, the problem can be solved efficiently via a log-barrier interior point algorithm with Newton’s method and backtracking line search as described in detail in [17, 56].

We performed computer simulations to compare the performance of this adaptive treatment-length planning method against a method that does not adapt the treatment length. Specifically, this base-case method solves problem \((P_t)\) in each session, but with one crucial difference: the minimization is not performed over \(N_{\text{rem}}^t\); instead, the total number of treatment sessions is fixed (before the treatment course begins) at a value \(N_{\text{guide}}\) recommended by existing one-size-fits-all guidelines [47]. Thus, at the beginning of session \(t\), a treatment planner
implementing this non-adaptive approach to treatment-length planning solves the problem

\[
(Q_t) \min_u \sum_{i=1}^n v x_i^t \exp \left( -\left( N_{\text{guide}} - t + 1 \right) \left( \alpha_i^t [ (A_i u) + r (A_i u)^2 ] + \ln \frac{2}{T_{\text{double}}} \right) \right),
\]

\[
A_j^m u \leq -1 + \frac{\sqrt{1 + 4 \rho_m (\text{BED}^m_{\text{max}} - z_j^m) / (N_{\text{guide}} - t + 1)}}{2 \rho_m}, \quad j = 1, 2, \ldots, n_m, \quad m \in M_1,
\]

\[
\sum_{j=1}^{n_m} (A_j^m u) + \rho_m \sum_{j=1}^{n_m} (A_j^m u)^2 \leq n_m \left( \frac{\text{BED}^m_{\text{mean}} - v_j^m}{N_{\text{guide}} - t + 1} \right), \quad m \in M_2.
\]

\[
Su \leq 0,
\]

\[
u \geq 0.
\]

Note that both methods have identical functional imaging requirements because they both adapt the fluence-maps \(u\) to the tumor cell density observed at the beginning of each session. Numerical results are presented in the next section.

### 4.3 Numerical results

We tested our approach on five phantom head-and-neck test cases from [54, 56, 57]. All cases used seven equally spaced coplanar beams. The beamlet resolution was 5 \(\times\) 5 \(\text{mm}^2\). All voxels were 5 \(\times\) 5 \(\times\) 5 \(\text{mm}^3\), leading to voxel volume \(\nu = 125\text{mm}^3\). All cases included two serial OAR (spinal cord and brainstem), and two parallel OAR (left and right parotids). The total number of voxels in the head-and-neck target and the total number of beamlets are shown in Table 4.1.

The number of conventional sessions \(N_{\text{conv}}^m\) was fixed at 35 for all OAR \(m \in M\). For the spinal cord and brain stem, the maximum tolerable doses \(D_{\text{max}}\) were set to 45 Gy and 50 Gy, respectively. The tolerable mean doses \(D_{\text{mean}}\) for the left and right parotids were set to 28 Gy. The \(\alpha/\beta\) ratios for all OARs were fixed at 3 Gy and the \(\alpha/\beta\) for tumor was fixed at \(r = 10\). We executed the algorithms for three different \(T_{\text{double}} = 2, 10, 20\) days, which represent
Table 4.1: Description of five head-and-neck cancer cases.

<table>
<thead>
<tr>
<th>Case #</th>
<th># of beamlets (k)</th>
<th># of tumor voxels (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1680</td>
<td>9096</td>
</tr>
<tr>
<td>2</td>
<td>1485</td>
<td>6384</td>
</tr>
<tr>
<td>3</td>
<td>1500</td>
<td>7248</td>
</tr>
<tr>
<td>4</td>
<td>1584</td>
<td>7350</td>
</tr>
<tr>
<td>5</td>
<td>1746</td>
<td>8640</td>
</tr>
</tbody>
</table>

fast, medium, and slowly proliferating tumors, respectively. All these values of problem parameters were based on the existing clinical literature [22, 24, 26, 27, 28, 33, 47, 73]. The maximum possible number of sessions $T_{\text{max}}$ was fixed at 35, the same as the conventional number of sessions. This choice embodies the idea that the treatment planner does not want to employ a treatment course that is longer than conventional. The number of sessions recommended by one-size-fits-all guidelines, which is denoted $N_{\text{guide}}$, was also fixed at the conventional value of 35 [22, 33, 47].

The values of $\alpha_t^i$ were sampled from a truncated normal distribution in the range $[0.1, 0.6]$ with mean 0.35 Gy$^{-1}$ and standard deviation 0.08 Gy$^{-1}$, respectively. These choices were motivated by typical values reported in the literature for head-and-neck tumors [27, 73].

For each $T_{\text{double}}$ value in each of the five cases, we ran the adaptive and the non-adaptive algorithms for 30 independent simulation runs. The resulting mean TNTCR was estimated by averaging the TNTCR values achieved in these simulations. Each run used an independent sample of size $n$ (the number of tumor voxels) from the aforementioned normal distribution in each treatment session, to simulate the tumor’s response to radiation.

Using a two-sided $t$-test at the 95% confidence level, we examined the null hypothesis $H_0$ that the mean TNTCR for the adaptive method $\mu_1$ is equal to that of the non-adaptive method $\mu_2$. That is, the tested hypothesis was $H_0 : \mu_1 = \mu_2$ vs. $H_1 : \mu_1 \neq \mu_2$. The percentage relative difference in average TNTCR attained by these two procedures over 30 independent
simulations was calculated as

\[
\text{RelDiff}_{\text{TC}}^{\square} = \frac{\sum_{\text{sim}=1}^{30} \text{TNTCR}^{\square}_{\text{Non-adaptive}}(\text{sim}) - \sum_{\text{sim}=1}^{30} \text{TNTCR}^{\square}_{\text{Adaptive}}(\text{sim})}{\sum_{\text{sim}=1}^{30} \text{TNTCR}^{\square}_{\text{Adaptive}}} \times 100, \quad (4.31)
\]

where TNTCR(sim) is the TNTCR for simulation sim = 1, 2, \ldots, 30, and \(\square\) denotes each combination of case and \(T_{\text{double}}\). We have used TC (tumor cells) as a shorthand for TNTCR in the subscript of RelDiff. The non-adaptive method is also referred to as the “Fixed N” method in some of our figures below.

Table 4.2 displays this percentage relative difference for all five cases and all \(T_{\text{double}}\) values. The symbol × in that table marks scenarios where the null hypothesis \(H_0\) was rejected. This implies that in those scenarios, the mean TNTCR for the adaptive and non-adaptive methods was not equal. Similarly, the symbol ✓ marks scenarios where there was no significant difference between the mean TNTCR of the adaptive and non-adaptive algorithms (\(H_0\) was not rejected). Out of the 15 different combinations tested, \(H_0\) was rejected in 10, and the TNTCR obtained by the adaptive algorithm was superior to that achieved by the non-adaptive method. Note that in the 5 scenarios where \(H_0\) was not rejected, the mean TNTCR of both algorithms are deemed equal. This implies that in all combinations tested, the adaptive method was at least as good as the non-adaptive method. The percentage relative difference in average TNTCR ranged from \([-2.45\%, 19.63\%]\), and the average over all 15 scenarios was 4.94%.

Note that there is a noticeable improvement in the performance of the adaptive method for Cases 3 and 5 as compared to Cases 1, 2, and 4. The most dominant case turned out to be Case 5 in which the average RelDiff_{TC} (over all values of \(T_{\text{double}}\)) was 11.42\%. This could be rooted in the fact that the anatomy of Cases 3 and 5 is a bit different from that of Cases 1, 2, and 4 (see [56]). The spinal cord and brainstem are closer to the tumor in Cases 1, 2, and 4 than in Cases 3 and 5. Thus, Cases 3 and 5 offer more leeway for improvement via
Table 4.2: Percentage relative difference in TNTCR between two methods. The second column under each \( T_{\text{double}} \) shows whether the difference between the means of two methods was statistically significant (\( \times \): significant; \( \checkmark \): not significant).

<table>
<thead>
<tr>
<th>Case</th>
<th>( T_{\text{double}} ) (days)</th>
<th>RelDiff_{TC}</th>
<th>( H_0 : \mu_1 = \mu_2 )</th>
<th>RelDiff_{TC}</th>
<th>( H_0 : \mu_1 = \mu_2 )</th>
<th>RelDiff_{TC}</th>
<th>( H_0 : \mu_1 = \mu_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>-2.45%</td>
<td>( \checkmark )</td>
<td>5.32%</td>
<td>( \times )</td>
<td>5.43%</td>
<td>( \times )</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>2.71%</td>
<td>( \checkmark )</td>
<td>-1.54%</td>
<td>( \checkmark )</td>
<td>5.71%</td>
<td>( \times )</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>3.73%</td>
<td>( \times )</td>
<td>5.32%</td>
<td>( \times )</td>
<td>9.38%</td>
<td>( \times )</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>-1.78%</td>
<td>( \checkmark )</td>
<td>2.45%</td>
<td>( \checkmark )</td>
<td>4.74%</td>
<td>( \times )</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>4.20%</td>
<td>( \times )</td>
<td>10.43%</td>
<td>( \times )</td>
<td>19.63%</td>
<td>( \times )</td>
</tr>
</tbody>
</table>

Another interesting trend in Table 4.2 is that the improvement achieved by the adaptive algorithm is larger for larger \( T_{\text{double}} \) values. This is better illustrated in Figure 4.1 for Cases 3 and 5, where the vertical separation between the TNTCR attained by the two methods increases as \( T_{\text{double}} \) increases. One possible explanation is that it is generally better to employ a longer treatment course for slower-growing tumors, that is, those with larger \( T_{\text{double}} \) values (see the literature on the fractionation problem reviewed in Section 4.1). The adaptive method thus has more opportunities to re-plan for these tumors. This can be verified by comparing the \( N^t_{\text{rem}} \) values computed by the adaptive algorithm for different \( T_{\text{double}} \) values, as depicted in Figure 4.2. This figure illustrates how the algorithm adapts at each session. For example, as can be seen in Figure 4.2a, when \( T_{\text{double}} = 20 \) days, \( N^t_{\text{rem}} = 8 \) for \( t = 1 \). That is, at the start of the treatment course, the treatment planner administers a fluence-map \( u^* \) that would be optimal if there were 8 more sessions in the course. At the start of session 2, after observing the cell densities in the latest functional image, it turns out that \( N^2_{\text{rem}} = 9 \). The treatment planner then administers a \( u^* \) that would be optimal if there were 9 more sessions in the course. This continues until session 15, where it is decided that treatment should be stopped at the end of that session. The figure also shows, as expected, that the eventual treatment-length increases with increasing \( T_{\text{double}} \).
Figure 4.1: Normalized TNTCR in each simulation run for Case 3 and Case 5 in rows and $T_{\text{double}} = 2, 10, 20$ days in columns.
Figure 4.2: Evolution of $N_{\text{rem}}^t$ (called “implemented $N$” on the $Y$ axis) over the treatment course for one representative simulation for Cases 1-5 in (a)-(e) for different $T_{\text{double}}$ values in days.
Table 4.3: Number of sessions \((N_{99})\) required by both algorithms to kill at least 99% of the total tumor cells.

<table>
<thead>
<tr>
<th>Case</th>
<th>(T_{\text{double}}) (days)</th>
<th>2</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adaptive Non-adaptive</td>
<td>Adaptive Non-adaptive</td>
<td>Adaptive Non-adaptive</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>10</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>10</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>11</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>10</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.4: Ultimate treatment length by the adaptive algorithm.

<table>
<thead>
<tr>
<th>Case</th>
<th>(T_{\text{double}})</th>
<th>2</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>11</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>12</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>12</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>11</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>11</td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>

The number of sessions needed for each algorithm to kill at least 99% of the tumor cells (denoted \(N_{99}\)) is reported in Table 4.3. The adaptive algorithm consistently needs between [2, 4] sessions (average 3.2), whereas the non-adaptive algorithm requires between [8, 16] sessions (average 10.9). Ultimate treatment length of the adaptive algorithm is reported in Table 4.4. The adaptive algorithm consistently needs between 4-5 sessions to terminate the treatment when \(T_{\text{double}}\) is 2 days. These numbers for \(T_{\text{double}} = 10\) and 20 are 11-12 and [14, 17]. Note that all these treatment lengths are much shorter than the 35 sessions of the nonadaptive method.

Another performance metric that might be of interest is the total average biological effect.
Table 4.5: Percentage relative difference in Tumor-BE between two methods. The second column under each $T_{\text{double}}$ shows whether the difference between the means of two methods was statistically significant ($\times$: significant; $\checkmark$: not significant).

<table>
<thead>
<tr>
<th>Case</th>
<th>$T_{\text{double}}$ (days)</th>
<th>$H_0 : \mu_1 = \mu_2$</th>
<th>RelDiff$_{\text{BE}}$</th>
<th>$H_0 : \mu_1 = \mu_2$</th>
<th>RelDiff$_{\text{BE}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>10</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>1</td>
<td>-2.57%</td>
<td>✓</td>
<td>4.01%</td>
<td>×</td>
<td>10.94%</td>
</tr>
<tr>
<td>2</td>
<td>7.93%</td>
<td>×</td>
<td>7.49%</td>
<td>×</td>
<td>10.32%</td>
</tr>
<tr>
<td>3</td>
<td>0.34%</td>
<td>✓</td>
<td>7.49%</td>
<td>×</td>
<td>12.51%</td>
</tr>
<tr>
<td>4</td>
<td>0.77%</td>
<td>✓</td>
<td>-1.50%</td>
<td>✓</td>
<td>5.87%</td>
</tr>
<tr>
<td>5</td>
<td>13.34%</td>
<td>×</td>
<td>10.68%</td>
<td>×</td>
<td>14.44%</td>
</tr>
</tbody>
</table>

(BE) of the dose delivered to the tumor. This metric can be calculated as follows:

$$\text{BE} = \sum_{t=1}^{T} \frac{\sum_{i=1}^{n} \alpha_i^t[A_i u^t + r(A_i u^t)^2]}{n}. \quad (4.32)$$

Although this metric was not explicitly optimized by the two algorithms, it is compared here to gain further insight. We again tested the hypothesis $H_0$ that the mean BE for both methods are equal. The result of these tests are reported in Table 4.5. Similar to Table 4.2, the adaptive method is able to outperform the non-adaptive method in 11 out of the 15 scenarios. A formula similar to (4.31) was employed to calculate the percentage relative difference in BE (denoted by RelDiff$_{\text{BE}}$) for both methods. The average percentage relative difference ranged from $[-2.57\%, 14.44\%]$ and the average over all 15 scenarios was 6.80%.

The trends discussed for Table 4.2 are also true in this table, which is not surprising, given the close relationship between BE and TNTCR. Figure 4.3 shows the total BE delivered to each tumor voxel over the treatment course. In a majority of the voxels, the total tumor BE delivered by the adaptive algorithm is larger compared to that by the non-adaptive method.

In summary, despite terminating treatment much earlier, the adaptive method was able to match or better the performance of the non-adaptive method, both in terms of TNTCR and BE, in all cases.
Figure 4.3: Normalized total tumor-BE over the treatment course in each voxel averaged over 30 independent simulations for Case 3 and Case 5 in rows and $T_{\text{double}} = 2, 10, 20$ days in columns.
4.4 Conclusions

In the existing optimization literature on spatiobiologically integrated radiotherapy, the length of the treatment course is determined and fixed before the course begins. Recent advances in functional imaging have paved the way for quantitatively tracking tumor cell densities in each voxel and adapting the treatment plan accordingly. Adaptive optimization models in spatiobiologically integrated radiotherapy have thus far focused on methods that employ such functional images to tune fluence-maps over the treatment course. The hope in these models is to deliver the right dose to the right patient at the right time, thereby bringing us closer to patient-response-specific radiotherapy planning.

In this chapter, we proposed a method to adapt treatment-length (in addition to adapting fluence-maps) based on the observed evolution of tumor cell densities. Performance of this adaptive method was benchmarked against a non-adaptive method that does not tune the treatment-length (but does adapt fluence-maps). The two methods were compared via computer simulations on five phantom head-and-neck cancer cases for three different tumor proliferation rates. Our simulations suggest that the adaptive method outperformed the non-adaptive method both in terms of TNTCR and tumor BE. This superior performance was despite the fact that the adaptive method utilized much shorter treatment courses.
Chapter 5

LEARNING TUMOR DOSE-RESPONSE UNCERTAINTY

5.1 Introduction

Existing theoretical studies investigates three types of spatiobiologically integrated formulations: deterministic [1, 57, 69, 67, 65, 68], robust (Section 2.2 of Chapter 2), and stochastic dynamic (Chapter 4 and [38, 39, 56]). In deterministic formulations, dose-response parameters of the LQ model are assumed to be known, tumor- and OAR-specific constants. Point-estimates for these parameter values are assumed to be available from previous population-based clinical studies. One limitation of such deterministic formulations is of course that they entirely ignore the uncertainty in these estimates. Furthermore, such estimates are not specific to the individual patient. Robust formulations attempt to address this by instead assuming that the parameter values are only known to belong to some uncertainty sets, for instance, intervals. The treatment planner then finds the best fluence-map that remains feasible no matter which specific values the parameters take from these uncertainty sets. This approach is often viewed as too conservative. Owing to recent advances in non-invasive functional imaging techniques such as Positron Emission Tomography (PET) or Magnetic Resonance Spectroscopic Imaging (MRSI) that at least in principle can monitor a tumor’s biological response over the treatment course, deterministic and robust formulations are categorized as non-adaptive. That is, they do not adapt the fluence-map to the evolution of the tumor’s biological response as observed in functional images acquired repeatedly over the treatment course. Stochastic dynamic formulations overcome this limitation by modeling the uncertainty in tumor-response via a probability distribution. This results in a stochastic control model, where the states include the tumor’s biological condition as observed in functional images and the control variables correspond to fluence-maps. One limitation
of such formulations is that the probability distribution of tumor-response uncertainty is assumed to be known at the beginning of the treatment course. This distribution would need to be estimated from population-based studies and hence may not represent an individual patient’s dose-response behavior. To address this limitation, a Bayesian framework that attempts to learn an individual patient’s dose-response while simultaneously calculating adaptive fluence-maps over the treatment course was briefly envisioned in the doctoral dissertation of our collaborator Dr. Saberian [53]. This chapter fully executes that vision and provides extensive numerical results to gain insight into the potential benefits of learning tumor-response.

Specifically, the stochastic control formulation in [38, 56] provides a starting point for this chapter. The treatment planner begins with a prior belief about the probability distribution of an uncertain tumor-response parameter. This prior is updated based on the uncertain evolution of tumor cell density as observed in functional images over the treatment course. The prior is chosen to be a conjugate to the dose-response probability distribution. This leads to a Bayesian stochastic control formulation wherein the state includes (hyper)parameters that characterize the prior and that can be updated using a simple formula. Exact solution of this problem is computationally intractable owing to its high-dimensional and continuous state-space and action-space. An approximate learning and optimization algorithm rooted in Certainty Equivalent Control (CEC) [9] is therefore proposed. This algorithm’s performance is evaluated against two other methods: (i) a “clairvoyant” CEC method from [38, 56], where the treatment planner is assumed to know the probability distribution of dose-response; and (ii) a “no learning” CEC approach from [38], which uses a fixed value of dose-response over the treatment course. Since the clairvoyant CEC method is currently the best known approach for approximate adaptive optimization of fluence-maps in stochastic dynamic spatiobiologically integrated problems, it serves as an idealized, hypothetical “gold-standard” for the learning approach that does not know (and hence must estimate) the dose-response distribution on the fly while simultaneously and adaptively optimizing fluence-maps. On the other extreme, the no learning approach is a simple CEC method for approximately
solving spatiobiologically integrated problems. It is something a practitioner without knowledge of stochastic control would implement, and hence serves as a natural benchmark. The three methods have identical functional imaging requirements. Numerical simulations using three dose-response probability distributions (symmetric, left-skewed, and right-skewed) are presented. The main conclusion in all three cases is that (i) there is a statistically significant difference between the tumor-kill achieved by the learning method and the no learning method; in particular, the learning method achieves a higher tumor-kill; and (ii) there is no statistically significant difference between the learning and the clairvoyant methods. This bodes well for the learning method, at least in theory.

5.2 Problem formulation

Spatiobiologically integrated mathematical formulations for adaptively optimizing fluence-maps are presented in this section. Section 5.2.1 focuses on a clairvoyant formulation, where the treatment planner is assumed to know the probability distribution of tumor-response uncertainty. A simpler version of this clairvoyant formulation was first envisioned in [38], and a more complicated version specifically tailored for adapting fluence-maps to the uncertain evolution of tumor hypoxia (lack of oxygen, which is a known cause of tumor radioresistance [59, 60, 61, 62]) was developed in [56]. Although the clairvoyant formulation is not the main topic of this chapter, its description is needed to fully understand the Bayesian learning extension in Section 5.2.2, where the treatment planner does not know the probability distribution of tumor-response uncertainty.

5.2.1 Clairvoyant stochastic control

The conceptual idea in the stochastic control formalism in [38, 56] is to view the tumor and OAR as a dynamic system whose state evolution over the treatment course is influenced by the control variables chosen by the treatment planner. The goal is to optimize some quantitative measure of treatment efficacy. Details of this formalism are presented here briefly for the clairvoyant case using notation borrowed from [56].
Consider a treatment course with $T$ sessions indexed by $t = 1, 2, \ldots, T$. The number of beamlets in the radiation field is $k$. The fluence-map, that is, the beamlet intensity vector, chosen by the treatment planner in the $t$th treatment session is denoted by $u^t \in \mathbb{R}^k_+$. These $u^t$, for $t = 1, 2, \ldots, T$, are the control variables.

The tumor consists of $n$ equal-volume voxels (each with volume $\nu$) indexed by $i = 1, 2, \ldots, n$. Let $A$ denote the $n \times k$ tumor dose-deposition coefficient matrix and let $A_i$ denote its $i$th row corresponding to the $i$th tumor voxel. According to the standard linear dose-deposition model, $A_i u^t$ is the dose deposited in the $i$th tumor voxel in the $t$th session. Let $\alpha^t_i$ and $\beta^t_i$ denote the tumor’s dose-response parameters for voxel $i$ in session $t$ as per the LQ model. Since it is common in the radiobiology literature to report $\alpha/\beta$ ratios as tissue-dependent constants (see [73], for instance), it will be convenient to express $\beta^t_i = r \alpha^t_i$. Here, $1/r$ is the $\alpha/\beta$ ratio. As in [38], $\alpha^t_i$ are modeled as independent and identically distributed (iid) random variables across $i$ and $t$. Suppose that the probability distribution of these random variables is categorical with $J$ possible values $\{b_1, b_2, \ldots, b_J\}$. Further, suppose that the probability that $\alpha^t_i$ equals $b_\ell$ is $p_\ell$, for $\ell = 1, 2, \ldots, J$. This distribution is denoted by categorical($\bar{p}, \bar{b}$). This specific choice for the distribution of $\alpha^t_i$ is not essential to describe the clairvoyant formulation in this section. The categorical distribution is the most general discrete distribution with finite support. It is therefore utilized here for concreteness. A continuous distribution could also be used with minimal changes to notation. In the clairvoyant formulation, it is assumed that the treatment planner knows the probabilities $\bar{p} = (p_1, p_2, \ldots, p_J)$ and the corresponding parameter values $\bar{b} = (b_1, b_2, \ldots, b_J)$.

The tumor state for voxel $i$ equals the cell density $x^t_i$ in that voxel as observed in a functional image taken prior to treatment session $t$. According to the LQ model, the tumor cell dynamics during session $t$ are then given by\(^1\)

$$x^{t+1}_i = x^t_i \exp(-\alpha^t_i [(A_i u^t) + r (A_i u^t)^2]), \quad i = 1, 2, \ldots, n. \quad (5.1)$$

\(^1\)A tumor proliferation term is omitted here for notational simplicity. It can be easily incorporated without any changes to the methodology.
The cell density vector \( \mathbf{x}^t = (x_1^t, x_2^t, \ldots, x_n^t) \in \mathbb{R}_+^n \) defines the state of the tumor at the beginning of session \( t \). As in [38, 56], the treatment planner’s objective is to minimize the expected total number of tumor cells remaining (TNTCR) at the end of \( T \) sessions, where 
\[
\text{TNTCR} = \sum_{i=1}^{n} \nu x_i^{T+1}.
\]

Let \( O_1, O_2, \ldots, O_M \) denote the \( M \) different OAR under consideration. Let \( \mathcal{M} = \{1, 2, \ldots, M\} \) be the set of indices of these OAR. For each \( m \in \mathcal{M}, n_m \) denotes the number of voxels in \( O_m \). These voxels are indexed by \( j = 1, 2, \ldots, n_m \). Let \( A^m \) be the \( n_m \times K \) dose deposition matrix for \( O_m \). Let \( A^m_j \) be the \( j \)th row of this matrix; this is the row corresponding to the \( j \)th voxel in \( O_m \). That is, \( A^m_j u^t \) is the dose delivered to the \( j \)th voxel in \( O_m \) in session \( t \). Let \( \alpha_m \) and \( \beta_m \) be the parameters of the LQ model for OAR \( O_m \) and define \( \rho_m = 1/(\alpha_m/\beta_m) \) for brevity. Then, the BED delivered to the \( j \)th voxel in \( O_m \) in the \( t \)th session is given by 
\[
A^m_j u^t + \rho_m (A^m_j u^t)^2.
\]

Two types of OAR constraints are considered: maximum dose (for serial OAR) and mean dose (for parallel OAR)\(^2\). Since this chapter is motivated by biological considerations, these constraints are expressed in terms of BED equivalents.

Let \( \mathcal{M}_1 \subseteq \mathcal{M} \) be the set of indices of serial OAR for which maximum dose constraints are needed. The functioning of these OAR is hindered even when a small region is damaged by radiation (e.g. spinal cord in head-and-neck cancer). Assume that a total dose \( D_{\text{max}}^m \) is known to be tolerated by each voxel in \( O_m \) for \( m \in \mathcal{M}_1 \), if administered in \( N_{\text{conv}}^m \) equal-dose sessions. The BED corresponding to this schedule equals \( \text{BED}^m_{\text{max}} = D_{\text{max}}^m (1 + \rho_m (D_{\text{max}}^m/N_{\text{conv}}^m)) \). Let \( z_{t,m} \) denote the BED delivered to voxel \( j \in O_m \) in the first \( t-1 \) sessions. Then, a dose of \( (A^m_j u^t) \) can be tolerated by the \( j \)th voxel in \( O_m \) in session \( t \) if 
\[
z_{j}^{t,m} + A_j^m u^t + \rho_m (A_j^m u^t)^2 \leq \text{BED}^m_{\text{max}}, \quad j = 1, 2, \ldots, m.
\] (5.2)

This implies that in order to test the feasibility of \( u^t \) in session \( t \), the treatment planner must

\(^2\)Dose-volume constraints are omitted here for simplicity; they can be incorporated by following the methodology in [56].
know $\mathbf{z}^t, m = (z_1^t, m, \ldots, z_{t,n}^t, m)$. Thus, for each $m \in \mathcal{M}_1$, $\mathbf{z}^t, m$ is defined as the state of $O_m$ at the beginning of session $t$.

Let $\mathcal{M}_2 \subseteq \mathcal{M}$ be the set of indices of parallel OAR for which mean dose constraints are needed. For these OAR, a sufficiently small portion can be damaged without affecting the organ’s function (e.g. parotid glands in head-and-neck cancer). Suppose that mean dose $D^m_m$ can be tolerated by $O_m$, for $m \in \mathcal{M}$, if administered in $N_{\text{conv}}^m$ equal-dose sessions. The BED corresponding to this mean dose is given by $\text{BED}^m_{\text{mean}} = D^m_{\text{mean}}(1 + \rho_m(D^m_{\text{mean}}/N_{\text{conv}}^m))$. Let $v^t, m$ denote the mean BED delivered in the first $t - 1$ sessions over all voxels in $O_m$. Then, doses $(A^m_j u^t)$ delivered to voxels $j \in N_m$ in session $t$ can be tolerated by $O_m$ if

$$v^t, m + \sum_{j=1}^{n_m}(A^m_j u^t) + \rho_m \sum_{j=1}^{n_m}(A^m_j u^t)^2 \leq \text{BED}^m_{\text{mean}}.$$  \hspace{1cm} (5.3)

Therefore, for each $m \in \mathcal{M}_2$, $v^t, m$ is defined as the state of $O_m$ at the beginning of session $t$.

A smoothness constraint is put on each radiation field. This bounds the absolute relative difference between intensities of each pair of nearest neighbor beamlets by a fraction $\epsilon$. This can be written as $Su^t \leq 0$, where $S$ is a block diagonal matrix with entries $(1 + \epsilon), (1 - \epsilon), 0, +1$ at appropriate locations (see [57]). This is done to ensure that the intensity profile is deliverable in practice using a multi-leaf collimator.

Let $|\mathcal{M}_1|$ and $|\mathcal{M}_2|$ denote the cardinalities of sets $\mathcal{M}_1$ and $\mathcal{M}_2$, respectively. Let $\mathbf{z}^t = (z_1^t, ..., z_{t,|\mathcal{M}_1|})$ and $\mathbf{v}^t = (v_1^t, ..., v_{t,|\mathcal{M}_2|})$. Thus, the combined state of all OAR is $[\mathbf{z}^t; \mathbf{v}^t]$. The set of fluence-maps $u^t \in \mathbb{R}_+^K$ that satisfy the maximum dose, mean dose, and smoothness constraints is denoted by $\mathcal{U}^t([\mathbf{z}^t; \mathbf{v}^t])$. In stochastic control parlance, a feasible policy assigns a fluence-map from the set $\mathcal{U}^t([\mathbf{z}^t; \mathbf{v}^t])$ to every possible tumor and OAR states $[\mathbf{x}^t; \mathbf{z}^t; \mathbf{v}^t]$ in each treatment session $t = 1, 2, \ldots, T$. The set of feasible policies is denoted by $\mathcal{P}$, and generic policies in this set are written as $\pi$.

Note that in the initial state $[\mathbf{x}^1; \mathbf{z}^1; \mathbf{v}^1]$, all components of $\mathbf{z}^1$ and $\mathbf{v}^1$ are zero since no dose is delivered prior to the first session. Let $J^1_{\pi}([\mathbf{x}^1; \mathbf{z}^1; \mathbf{v}^1])$ denote the expected TNTCR at the end of the treatment course if policy $\pi \in \mathcal{P}$ is implemented in sessions $t = 1, 2, \ldots, T$, at
starting in state \([\vec{x}^1; \vec{z}^1; v^1]\) at the beginning of the first session. The problem of minimizing the TNTCR can then be formulated as the stochastic control problem

\[
J^*_1([\vec{x}^1; \vec{z}^1; v^1]) = \min_{\pi \in \mathcal{P}} J^1_\pi([\vec{x}^1; \vec{z}^1; v^1]).
\] (5.4)

The standard approach for solving such problems, at least in principle, is to employ Bellman’s backward recursive algorithm of dynamic programming [9]. That is explained next.

Let \(J^t([\vec{x}^t; \vec{z}^t; \vec{v}^t])\), for all possible states \([\vec{x}^t; \vec{z}^t; \vec{v}^t]\) and for \(t = 1, 2, \ldots, T + 1\), denote the optimal cost-to-go functions. These cost-to-go functions can be obtained by solving, in the backward order \(t = T, T - 1, \ldots, 1\), the non-linear stochastic optimization problems

\[
(P_t) \quad J^t([\vec{x}; \vec{z}; \vec{v}]) = \min_{u^t \in U^t([\vec{z}; \vec{v}])} E_p \left( J^{t+1}([\vec{x}^{t+1}; \vec{z}^{t+1}; \vec{v}^{t+1}]) \right),
\] (5.5)

subject to

\[
x^{t+1}_i = x^t_i \exp(-\alpha^t_i [A^t_i u^t_i + r(A^t_i u^t)^2]), \quad i = 1, 2, \ldots, n, \] (5.6)

\[
z^{t+1}_j = z^t_j + (A^t_j u^t) + \rho_m (A^t_j u^t)^2, \quad j = 1, 2, \ldots, n, \quad m \in M_1, \] (5.7)

\[
v^{t+1}_m = v^t_m + \sum_{j=1}^{n_m} (A^t_j u^t) + \rho_m \sum_{j=1}^{n_m} (A^t_j u^t)^2, \quad m \in M_2, \] (5.8)

\[
Su^t \leq 0,
\] (5.9)

\[
u^t \geq 0,
\] (5.10)

for all possible states \([\vec{x}; \vec{z}; \vec{v}]\), starting with the boundary condition

\[
J^{T+1}([\vec{x}^{T+1}; \vec{z}^{T+1}; \vec{v}^{T+1}]) = \sum_{i=1}^{n} \nu x^T_i.
\] (5.11)

The optimal objective value \(J^*_1([\vec{x}^1; \vec{z}^1; v^1])\) of the clairvoyant stochastic control problem (5.4) equals the optimal cost-to-go \(J^1([\vec{x}^1; \vec{z}^1; v^1])\) as delivered by the above backward recursion algorithm.

Unfortunately, this backward recursion algorithm is not implementable because it re-
quires that the minimization in (5.5) be performed for an uncountable number of states. Discretization of states and/or actions is not a practical option either, owing to their high dimensions\(^3\). An approximate solution method that does not require discretization and exploits the structure of the clairvoyant stochastic control problem is described in Section 5.3.1.

### 5.2.2 Stochastic control with Bayesian learning of tumor-response uncertainty

The clairvoyant formulation assumes that the treatment planner knows the categorical distribution \(\vec{p} = (p_1, p_2, \ldots, p_J)\) of the parameter values \(\vec{b} = (b_1, b_2, \ldots, b_J)\). This assumption is relaxed here.

The treatment planner instead begins with a Dirichlet prior, with a hyperparameter vector \(\vec{a}^0 = (a^0_1, a^0_2, \ldots, a^0_J)\), on the unknown categorical distribution \(\vec{p}\). The Dirichlet distribution is conjugate to the categorical distribution. This means that the posterior distribution, after observing each tumor-voxel’s response, is also Dirichlet. Furthermore, the posterior hyperparameters are obtained via a simple update formula. In particular, if the hyperparameters at the beginning of session \(t\) are \(\vec{a}^t = (a^t_1, a^t_2, \ldots, a^t_J)\), and if the realized values of the random variables \(\alpha^t_i\) in that session are such that \(c^t_\ell\) of the values belong to category \(\ell\), for \(\ell = 1, 2, \ldots, J\), then the posterior hyperparameters are given by

\[
\vec{a}^{t+1} = (a^{t+1}_1, a^{t+1}_2, \ldots, a^{t+1}_J) = (a^t_1 + c^t_1, a^t_2 + c^t_2, \ldots, a^t_J + c^t_J).
\] (5.12)

Note that the realized values of the random variables \(\alpha^t_i\) are not observed, but rather are calculated by inverting Equation (5.1), given \(x^{t+1}_i, x^t_i\), and \(u^t\). That is,

\[
\alpha^t_i = \frac{-\ln(x^{t+1}_i/x^t_i)}{A_i u^t + r(A_i u^t)^2}.
\] (5.13)

In this calculation process, that is called “information update”, cell densities \(x^{t+1}_i\) and \(x^t_i\) are

\(^3\)The number of voxels could be in the tens of thousands and the number of beamlets could be several thousand.
observed in functional images before and after session $t$, and $u^t$ is chosen by the treatment planner in session $t$. Thus, by appending the hyperparameter vector $\vec{a}^t$ (called the information state) to the (biological) state $[\vec{x}^t; \vec{z}^t; \vec{v}^t]$ of the clairvoyant problem, the Bayesian stochastic control problem is formulated as

$$J_1^*([\vec{a}^1; \vec{x}^1; \vec{z}^1; \vec{v}^1]) = \min_{\pi \in \mathcal{P}} J_1^1([\vec{a}^1; \vec{x}^1; \vec{z}^1; \vec{v}^1]).$$

(5.14)

This generalization of the clairvoyant stochastic control problem (5.4), can in theory be solved via Bellman’s backward recursive algorithm of dynamic programming as explained next.

In particular, let $J^t([\vec{a}^t; \vec{x}^t; \vec{z}^t; \vec{v}^t])$, for all possible states $[\vec{a}^t; \vec{x}^t; \vec{z}^t; \vec{v}^t]$ and for $t = 1, 2, \ldots, T+1$, denote the optimal cost-to-go functions. These cost-to-go functions can be obtained by solving, in the backward order $t = T, T - 1, \ldots, 1$, the non-linear stochastic optimization problems

$$J^t([\vec{a}^t; \vec{x}^t; \vec{z}^t; \vec{v}^t]) = \min_{u^t \in U^t([\vec{z}^t; \vec{v}^t])} E_{\vec{a}^t} \left( J^{t+1}([\vec{a}^{t+1}; \vec{x}^{t+1}; \vec{z}^{t+1}; \vec{v}^{t+1}]) \right),$$

(5.15)

subject to

$$x_{i}^{t+1} = x_{i}^t \exp(-\alpha_i [(A_i u^t) + r(A_i u^t)^2]), \quad i = 1, 2, \ldots, n,$$

(5.16)

$$a^{t+1} = a^t + c^t,$$

(5.17)

$$z_{j}^{t+1,m} = z_{j}^t,m + (A_j^m u^t) + \rho_m (A_j^m u^t)^2, \quad j = 1, 2, \ldots, n_m, \quad m \in \mathcal{M}_1,$$

(5.18)

$$v_{t+1,m} = v_{t,m} + \frac{\sum_{j=1}^{n_m} (A_j^m u^t) + \rho_m \sum_{j=1}^{n_m} (A_j^m u^t)^2}{n_m}, \quad m \in \mathcal{M}_2,$$

(5.19)

$$Su^t \leq 0,$$

(5.20)

$$u^t \geq 0,$$

(5.21)
for all possible states \([\vec{a}; \vec{x}; \vec{z}; \vec{v}]\), starting with the boundary condition

\[
J^{T+1}(\vec{a}_{T+1}; \vec{x}_{T+1}; \vec{z}_{T+1}; \vec{v}_{T+1}) = \sum_{i=1}^{n} v x_{i}^{T+1}.
\] (5.23)

Again, the optimal objective value \(J^*_1(\vec{a}_1; \vec{x}_1; \vec{z}_1; \vec{v}_1)\) of the Bayesian stochastic control problem (5.14) equals the optimal cost-to-go \(J^1(\vec{a}_1; \vec{x}_1; \vec{z}_1; \vec{v}_1)\) as obtained by this backward recursion. Unfortunately, this backward recursion is even harder than the clairvoyant case \(P_t\) owing to the multi-dimensional information state \(\vec{a}_t\). In particular, similar to the clairvoyant case, the Bayesian stochastic control problem also cannot be solved exactly in practice. An approximate solution method is described in Section 5.3.2.

### 5.3 Solution methods

Approximate solution methods for the clairvoyant stochastic control problem (5.4), and the stochastic control problem with Bayesian learning (5.14) are described in this section. Both methods are rooted in certainty equivalent control for problems with \(T\) stages [9]. The idea in CEC is to replace all future uncertain quantities in a stochastic control problem with some nominal values, after observing the state at the beginning of stage \(t\). This results in a deterministic optimization problem with \(T - t + 1\) stages. This deterministic problem is solved (approximately or exactly) to obtain control variable values for stages \(t, t+1, \ldots, T\). Only the control variable for stage \(t\) is implemented and the rest are discarded. The system then evolves stochastically to a new state, and the process is repeated until the end of stage \(T\). Thus, in one complete run of CEC, a total of \(T\) deterministic optimization problems are solved; the first one includes \(T\) sessions, the second includes \(T - 1\) sessions, and ultimately, the last one involves only one session. CEC is particularly suitable when the original stochastic control problem has a continuous state-space and a continuous action-space, especially if the resulting deterministic optimization problems are convex. CEC has been shown to be effective in numerical experiments for various clairvoyant stochastic control problems in spatiobiologically integrated radiotherapy [30, 38, 56]. It is generalized in Section 5.3.2 to
the stochastic control problem with Bayesian learning.

5.3.1 Clairvoyant CEC [idealized gold-standard]

After observing state $[\tilde{x}^t; \tilde{z}^t; \tilde{v}^t]$ at the beginning of session $t$, the uncertainty in the clairvoyant stochastic control problem (5.4) lies in the future values $\alpha_i^t, \alpha_i^{t+1}, \ldots, \alpha_i^T$, for voxels $i = 1, 2, \ldots, n$. There are several potential ways to implement CEC, depending on what nominal values replace these uncertain quantities. The typical approach involves replacing these random variables with their expected values. This approach was implemented in [38, 56]. In preliminary numerical experiments for this chapter, a slightly different approach was found to perform better. Specifically, in the CEC algorithm in this section, the treatment planner samples $n$ iid numbers $\hat{\alpha}_i$, for $i = 1, 2, \ldots, n$, (from the categorical$(\vec{p}, \vec{b})$ distribution), and replaces the future uncertain values $\alpha_i^t, \alpha_i^{t+1}, \ldots, \alpha_i^T$ with $\hat{\alpha}_i$. This yields the non-linear, nonconvex deterministic optimization problem:

$$
(Q_0^t) \min_{u_1^t, \ldots, u_T} \sum_{i=1}^n \nu x_i^t \prod_{l=t}^T \exp \left( -\hat{\alpha}_i [(A_i u_l) + r(A_i u_l)^2] \right) \tag{5.24}
$$

subject to

$$
z_{j}^{\ell+1,m} = z_{j}^{\ell,m} + (A_j^m u_{\ell}) + \rho_m (A_j^m u_{\ell})^2, \quad j = 1, 2, \ldots, n_m, \ m \in M_1, \ \ell = t, t+1, T, \tag{5.25}
$$

$$
z_{j}^{\ell+1,m} \leq \text{BED}_{\text{max}}^m, \quad j = 1, 2, \ldots, n_m, \ m \in M_1, \ \ell = t, t+1, T, \tag{5.26}
$$

$$
v_{\ell+1,m} = v_{\ell,m} + \frac{\sum_{j=1}^{n_m} (A_j^m u_{\ell}) + \rho_m \sum_{j=1}^{n_m} (A_j^m u_{\ell})^2}{n_m}, \quad m \in M_2, \ \ell = t, t+1, T, \tag{5.27}
$$

$$
v_{\ell+1,m} \leq \text{BED}_{\text{mean}}^m, \quad m \in M_2, \ \ell = t, t+1, T, \tag{5.28}
$$

$$
S u_{\ell} \leq 0, \quad \ell = t, t+1, \ldots, T, \tag{5.29}
$$

$$
u_{\ell} \geq 0, \quad \ell = t, t+1, \ldots, T. \tag{5.30}
$$
This problem is very large in practice (tens of thousands of linear and quadratic constraints, and upwards of a hundred thousand variables [38, 56, 57]). As such, it is computationally intractable. A well-established, efficient, and effective approach from [38, 56, 57] for approximate solution is described next.

The idea in this approximation approach is to search within the class of time-invariant fluence-maps. That is, to set \( u^t = u^{t+1} = \ldots = u^T = u \), and thus, search for a solution of the form \((u, u, \ldots, u)\), where \( u \in \mathbb{R}^K_+ \). After some algebraic simplifications, this reduces the above problem to

\[
(Q_i^t) \quad \min_u \sum_{i=1}^{n} v x_i^t \exp\left(- (T - t + 1) (\hat{\alpha}_i [(A_i u) + r (A_i u)^2])\right),
\]  

subject to

\[
A^m_j u \leq \frac{-1 + \sqrt{1 + 4 \rho_m (\text{BED}_{\text{max}}^m - z_j^m) / (T - t + 1)}}{2 \rho_m}, \quad j = 1, 2, \ldots, n_m, \ m \in \mathcal{M}_1,
\]  

\[
\sum_{j=1}^{n_m} (A^m_j u) + \rho_m \sum_{j=1}^{n_m} (A^m_j u)^2 \leq n_m \left( \frac{\text{BED}_{\text{mean}}^m - v_{t,m}}{T - t + 1} \right), \quad m \in \mathcal{M}_2,
\]  

\[
Su \leq 0,
\]  

\[
u \geq 0.
\]  

This problem is convex if \( \hat{\alpha}_i r \geq 2 \) for all \( i \) (see [38, 56] for proof). This condition is believed to be met in practice for most tumors including head-and-neck and lung. In that case, the problem can be solved efficiently via a log-barrier interior point algorithm with Newton’s method and backtracking line search as described in detail in [56]. Its description is omitted here for brevity, but a high-level pseudocode for the resulting clairvoyant CEC procedure is listed in Algorithm 2 below.

In the numerical experiments in Section 5.4, this approach is termed **clairvoyant** for brevity.
Algorithm 2 Clairvoyant CEC

1: **Initialization**: Set $t = 1$; begin with a given initial state $[\vec{x}^1; \vec{z}^1; \vec{v}^1]$, and a fixed value $r$.
2: **while** $t \leq T$ **do**
3: \hspace{1em} Sample iid $\hat{\alpha}_i$, for $i = 1, \ldots, n$, from the categorical($\vec{p}, \vec{b}$) distribution;
4: \hspace{1em} Solve $(Q^1_t)$ using the log-barrier interior point algorithm from [56] to obtain fluence-map $u^*_t$;
5: \hspace{1em} Administer $u^t = u^*$; observe tumor state $\vec{x}^{t+1}$; calculate OAR state $[\vec{z}^{t+1}; \vec{v}^{t+1}]$ from (5.7)-(5.8);
6: \hspace{1em} Set $t \leftarrow t + 1$.
7: **end while**

This procedure is generalized to the stochastic control problem with Bayesian learning (5.14) next.

### 5.3.2 CEC with Bayesian learning

There are two sources of uncertainty in the Bayesian learning problem described in Section 5.2.2. The higher-level uncertainty arises because the treatment planner does not know the categorical probabilities $\vec{p}$. The lower-level uncertainty, which also exists in the clairvoyant problem, is in the realized values of the tumor’s dose-response parameters. The CEC approach in this section replaces both these uncertain quantities with their nominal values. In particular, at the beginning of session $t$, the unknown probabilities $p_1, \ldots, p_J$ are replaced by the componentwise expectations of the corresponding Dirichlet posterior: $\hat{p}_t^\ell = \frac{a_t^\ell}{\sum_{\ell=1}^J a_t^\ell}$. The treatment planner then samples $n$ iid numbers $\bar{\alpha}_i$, for $i = 1, 2, \ldots, n$, (from the categorical($\vec{\hat{p}}, \vec{b}$) distribution), and replaces the future uncertain values $\alpha_i^t, \alpha_i^{t+1}, \ldots, \alpha_i^T$ with $\bar{\alpha}_i$. This yields the problem

\[
(B_t^0) \min_u \nu \sum_{i=1}^n \prod_{t=1}^T \exp \left( -\bar{\alpha}_i [(A_i u^t) + r(A_i u^t)^2] \right), \tag{5.36}
\]

subject to (5.25) – (5.30),
which is identical in form to \((Q_0^t)\). Consequently, \((B_0^t)\) is also computationally intractable for reasons outlined in the context of \((Q_0^t)\). Similar to \((Q_0^t)\), this problem is solved approximately by searching for time-invariant solutions. This yields the problem

\[
(B_1^t) \min_u \sum_{i=1}^n v x_i^t \exp \left( -(T - t + 1)(\tilde{\alpha}_i [(A_i u) + r(A_i u)^2]) \right),
\]

subject to \((5.32) - (5.35)\),

which is identical in form to \((Q_1^t)\). Thus, similar to \((Q_1^t)\), the log-barrier interior point algorithm with Newton’s method and backtracking line search can be applied. A pseudocode for the overall CEC procedure for the Bayesian learning problem is described in Algorithm 3 below.

**Algorithm 3** CEC with Bayesian learning

1. **Initialization:** Set \(t = 1\); begin with a given initial state \([\vec{x}^1; \vec{z}^1; \vec{v}^1]\), and a fixed value \(r\); choose a hyperparameter vector \(\vec{a}_1\) for the initial Dirichlet prior.
2. **while** \(t \leq T\) **do**
3. \(\text{Let } \hat{\rho}_\ell = \frac{a_{\ell}}{\sum_{i=1}^n a_i}, \text{ for } \ell = 1, \ldots, J;\)
4. Sample \(\alpha_i\), for \(i = 1, \ldots, n\), from the categorical\((\hat{\rho}; \vec{b})\) distribution;
5. Solve \((B_1^t)\) using the log-barrier interior point algorithm from [56] to obtain fluence-map \(u^*_t;\)
6. Administer \(u^t = u^*_t\); observe tumor state \(\vec{x}^{t+1}\); calculate OAR state \([\vec{z}^{t+1}; \vec{v}^{t+1}]\) from \((5.7)-(5.8)\);
7. Calculate the “realized” \(\alpha^t_i\) from formula \((5.13)\);
8. Let \(c^t_\ell\) be the number of realized \(\alpha^t_i\) that equal \(b_\ell\), for \(\ell = 1, 2, \ldots, J;\)
9. Update the hyperparameter vector \(\vec{a}_{t+1}\) using formula \((5.12)\);
10. Set \(t \leftarrow t + 1.\)
11. **end while**

In the numerical experiments in Section 5.4, this is called the **learning** approach for brevity.
5.3.3 CEC with a fixed value of tumor $\alpha$ [existing benchmark]

The CEC method with Bayesian learning above will be compared against a simpler version of CEC that can be viewed as an existing benchmark. Here, the treatment planner simply uses a fixed value of tumor $\alpha$ (say something currently available in the literature) as the nominal value in the objective function of $(Q^1_t)$. After the simplification outlined in the context of $(Q^1_t)$, this yields

$$
(F^1_t) \min_u \sum_{i=1}^{n} v x_i^t \exp \left( -(T - t + 1)(\alpha [(A_i u) + r(A_i u)^2]) \right),
$$

subject to (5.32) – (5.35),

and the procedure listed in Algorithm 4.

**Algorithm 4** CEC with a fixed value of tumor $\alpha$ [existing benchmark]

1. **Initialization:** Set $t = 1$; begin with a given initial state $[x^1; z^1; v^1]$, and fixed values $\alpha, r$.
2. while $t \leq T$ do
3. \text{Set } \alpha_i^\ell = \alpha, \text{ for } i = 1, \ldots, n \text{ and } \ell = t, t+1, \ldots, T;
4. \text{Solve } (F^1_t) \text{ using the log-barrier interior point algorithm from [56] to obtain fluence-map } u^*;
5. \text{Administer } u^t = u^*; \text{ observe tumor state } x^{t+1}; \text{ calculate OAR state } [z^{t+1}; v^{t+1}] \text{ from (5.7)-(5.8)};
6. \text{Let } t \leftarrow t + 1.
7. end while

In the numerical experiments in Section 5.4, this is called the no learning approach for brevity.

5.4 Numerical results

The performance of the clairvoyant, learning, and no learning methods is compared here via numerical simulations.

A phantom head-and-neck cancer case with four OAR: brain stem, spinal cord, left and
right parotid glands, was used. Data for this case was obtained from [56]. This case includes seven radiation beams with the total number of beamlets \( k = 1680 \). The total number of tumor voxels was 9096. The number of conventional sessions \( N_{\text{conv}} \) was 35. For the spinal cord and brain stem, the maximum tolerable doses \( D_{\text{max}} \) were set to 45 Gy and 50 Gy, respectively. The tolerable mean doses \( D_{\text{mean}} \) for the left and right parotids were set to 28 Gy. The \( \alpha/\beta \) ratios for all OARs were fixed at 3 Gy and the \( \alpha/\beta \) for tumor was fixed at \( r = 10 \). The tumor’s \( \alpha_t \) values followed a categorical distribution with \( J = 51 \) possible values: \( \{0.1, 0.11, \ldots, 0.6\} \text{ Gy}^{-1} \); that is, \( \mathbf{b} = \{0.1, 0.11, \ldots, 0.6\} \). These values of the conventional treatment course length, tolerance doses, and radiobiological dose-response parameters were based on the existing clinical literature [22, 24, 26, 27, 33, 47, 73]. The number of sessions \( T \) was set to equal 35, the same as \( N_{\text{conv}} \). For Algorithm 4, \( \alpha \) was fixed at 0.35 since this is the commonly reported value for head-and-neck cancer in the aforementioned clinical literature.

The algorithms were compared on three different shapes of the categorical distribution. All three shapes were derived from truncated, discretized normal distributions over the range \([0.1, 0.6]\). The first was a symmetric distribution derived from a normal distribution with mean and standard deviation of 0.35 and 0.25/3, respectively. This is denoted \( \mathcal{N}(0.35, 0.25/3) \). The second was skewed to the right and was derived from \( \mathcal{N}(0.25, 0.05) \). The third was skewed to the left and was derived from \( \mathcal{N}(0.45, 0.05) \). Figure 5.1a shows the three distributions.

The initial Dirichlet prior hyperparameters were set to \( \mathbf{a} = (1, 1, \ldots, 1) \) for all three categorical distribution shapes. This corresponds to an uninformed prior, which assigns equal probabilities of 1/51 = 0.02 to each possible value in \( \{0.1, 0.11, \ldots, 0.6\} \). These initial uniform probabilities \( \hat{p}_t^1 = 0.02 \) for \( b_t \in \{0.1, 0.11, \ldots, 0.6\} \) are shown by a flat line of blue squares in Figures 5.1b-5.1d for the three categorical distribution shapes. The evolution of probabilities \( \hat{p}_t^t \), for \( t = 2, 3, \ldots, T \), in one simulation of the learning algorithm is also illustrated in those figures. Squares of distinct colors depict distinct sessions. The figures show that the estimated probabilities \( \hat{p}_t^t \) quickly emulate the true probabilities \( p_t \) within
about 5 sessions in all three cases.

The performance of the three algorithms was compared via two sets of null hypotheses. The first set of null hypotheses $H_0^\square$ was that $\text{TNTCR}_\square^{\text{clairvoyant}} = \text{TNTCR}_\square^{\text{learning}}$, where $\text{TNTCR}_\square$ denotes the expected TNTCR achieved by method $\square \in \{\text{clairvoyant}, \text{learning}\}$ when $\square$ belongs to the set $\{\text{symmetric, right-skewed, left-skewed}\}$. A $t$-test at a .05 significance level using 30 independent simulations of the two algorithms did not reject this null hypothesis for any of the three categorical distributions. This suggests that the learning algorithm performed as well as the clairvoyant, which is an idealized gold-standard. This is not unexpected, given that the categorical distribution estimated by the learning algorithm quickly approaches the true distribution as shown in Figures 5.1b-5.1d. The second set of hypotheses $G_0^\square$ was $\text{TNTCR}_\square^{\text{no learning}} = \text{TNTCR}_\square^{\text{learning}}$, where $\square$ belongs to the set $\{\text{symmetric, right-skewed, left-skewed}\}$. Again, a $t$-test at a .05 significance level using 30 independent simulations of the two algorithms rejected this null hypothesis for each of the three categorical distributions. This suggests that the learning algorithm performed differently than the no learning method. The percentage relative difference in average TNTCR attained by these two procedures over 30 independent simulations was calculated as

$$\text{RelDiff}_{\text{TNTCR}}^\square = \frac{\sum_{\text{sim}=1}^{30} \text{TNTCR}_\square^{\text{no learning}}(\text{sim}) - \sum_{\text{sim}=1}^{30} \text{TNTCR}_\square^{\text{learning}}(\text{sim})}{\sum_{\text{sim}=1}^{30} \text{TNTCR}_\square^{\text{learning}}} \times 100, \quad (5.39)$$

where $\text{TNTCR}(\text{sim})$ is the TNTCR for simulation $\text{sim} = 1, 2, \ldots, 30$, and $\square$ belongs to the set $\{\text{symmetric, right-skewed, left-skewed}\}$. Table 5.1 displays this percentage relative difference for all three categorical distributions.
Figure 5.1: (a) Three probability distributions used in the algorithm; Learning the probability vector over 35 treatment sessions for the (b) Symmetric distribution $N(0.35, 0.25/3)$, (c) right-skewed $N(0.25, 0.05)$ and (d) Left-skewed $N(0.45, 0.05)$ distributions.
Table 5.1: Percentage relative difference between average TNTCR for the no learning and learning methods per formula (5.39).

<table>
<thead>
<tr>
<th>Distribution</th>
<th>RelDiff\textsubscript{TNTCR}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric</td>
<td>23.32%</td>
</tr>
<tr>
<td>Right-skewed</td>
<td>20.45%</td>
</tr>
<tr>
<td>Left-skewed</td>
<td>18.19%</td>
</tr>
</tbody>
</table>

Figure 5.2 shows the TNTCR attained in each of the 30 simulations for all three algorithms and all three categorical distributions. In all cases, the TNTCR values achieved by the learning method appear comparable with those of the clairvoyant method (consistent with the \( t \)-test for the first set of hypotheses). The TNTCR reached by the no learning method appears higher than that with the learning method in every single simulation.

Two other performance metrics related to the TNTCR are perhaps also of interest to researchers in this area. The first one is the expected total (over \( T \) treatment sessions) average (over all tumor voxels) dose delivered to the tumor. The second one is the expected (with respect to the true categorical distribution of the iid dose-response parameters \( \alpha_t^i \)) total average biological effect (BE) of the dose delivered to the tumor. Here, this total average BE is defined as

\[
BE = \sum_{t=1}^{T} \frac{\sum_{i=1}^{n} \alpha_t^i [A_i u^t + r(A_i u^t)^2]}{n}. \tag{5.40}
\]

Although these two metrics were not explicitly optimized by the three solution methods, they are compared here to gain further insight. In particular, the total average dose and BE were averaged over 30 independent simulations. The percentage relative difference between these averages for the no learning and learning methods were calculated using formulas similar to (5.39). The results are summarized in Table 5.2. The table shows that the learning method administers higher dose and BE than the no learning method in all three cases. A \( t \)-test as before confirmed that this difference between the two methods was statistically significant.
Figure 5.2: TNTCR in 30 independent simulations for (a) Symmetric distribution derived from $N(0.35, 0.25/3)$, (b) right-skewed distribution derived from $N(0.25, 0.05)$, and (d) left-skewed distribution derived from $N(0.45, 0.05)$. 
in all three cases. In fact, Figures 5.3 and 5.4 show that the learning method administers a higher tumor-dose and tumor-BE in every simulation in all three cases. As is perhaps apparent from these figures, the difference between the learning and the clairvoyant methods was not statistically significant according to a \( t \)-test, and hence it is not reported in Table 5.2. These observations are consistent with Table 5.1 and Figure 5.2.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>RelDiff(_{\text{Dose}})</th>
<th>RelDiff(_{\text{BE}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric</td>
<td>8.91%</td>
<td>10.21%</td>
</tr>
<tr>
<td>Right-skewed</td>
<td>11.83%</td>
<td>12.57%</td>
</tr>
<tr>
<td>Left-skewed</td>
<td>6.43%</td>
<td>5.43%</td>
</tr>
</tbody>
</table>

Table 5.2: Percentage relative difference between average (over 30 simulations) total (over 35 sessions) average (over all tumor voxels) dose and BE delivered by the no learning and learning methods.

To gain further insight into the three methods, Figure 5.5 displays the average (over voxels) tumor-BE in each treatment session, averaged over 30 independent simulations. This figure shows that the learning method closely tracks the tumor-BE administered by the clairvoyant method, whereas the no learning method does not. The difference between the learning/clairvoyant pair and the no learning method is more stark in the symmetric and the right-skewed cases than in the left-skewed case. In fact, this observation applies to all tables and figures in this chapter. The precise reason for this is not entirely clear, but one reason is because the tumor-dose response parameter \( \alpha \) is generally higher in the left-skewed case (recall Figure 5.1). That is, the tumor is more radiosensitive, and hence a naive planning approach such as the one without learning could work somewhat satisfactorily. In other words, learning might help more in the case of patient- and tumor-specific spatiotemporal heterogeneity in radioresistance, although more research would be needed to verify this conjecture.
5.5 Conclusions

This chapter provides a theoretical framework for learning the probability distribution of a tumor’s dose-response uncertainty in spatiobiologically integrated individualized radiotherapy. This framework is rooted in the field of Bayesian stochastic control for simultaneous learning of problem parameters and optimization of decision variables. Since exact solution of the resulting formulation is computationally intractable, an approximation scheme based on CEC was proposed. This was termed CEC with Bayesian learning, and it was compared with two other “extreme” algorithms. On the one extreme was a clairvoyant CEC algorithm, where the treatment planner was assumed to know the probability distribution of the tumor’s dose-response uncertainty. This served as an idealized gold-standard for the learning algorithm. On the other extreme was a CEC algorithm, where the treatment planner simply uses a typical value of the dose-response parameter from the literature. This is probably what practitioners would do today, if they were to administer spatiobiologically integrated radiotherapy. This therefore served as a benchmark. Numerical simulations with a phantom head-and-neck case showed that in terms of the TNTCR objective, CEC with Bayesian learning was comparable to clairvoyant CEC, and better than the benchmark CEC.

The formulation in this chapter has some limitations on the theoretical side. The first is the assumption that $\alpha_i^t$ are iid across $i$ and $t$. This assumption can be relaxed. For instance, the tumor could be divided into sub-regions, with different probability distributions for dose-response parameters in different sub-regions. The Bayesian framework can be extended to this case. The assumption of independence across voxels can also be relaxed by introducing spatial correlation among dose-response parameters. This was done in the clairvoyant formulation for adapting to hypoxia in [56]. That clairvoyant model in [56] also incorporated temporal correlations in dose-response parameters using a first order vector autoregressive process. A similar approach could be combined with Bayesian learning here. These extensions would call for the estimation of more parameters with fewer data points. This would slow down learning, which might cause the TNTCR for the learning method to drift higher.
than the clairvoyant one.
Figure 5.3: Total (in 35 sessions) average (over all voxels) tumor-BE in 30 independent simulations for (a) Symmetric distribution derived from $N(0.35, 0.25/3)$, (b) right-skewed distribution derived from $N(0.25, 0.05)$, and (d) left-skewed distribution derived from $N(0.45, 0.05)$. 
Figure 5.4: Total (in 35 sessions) average (over all voxels) tumor-BE in 30 independent simulations for (a) Symmetric distribution derived from $N(0.35, 0.25/3)$, (b) right-skewed distribution derived from $N(0.25, 0.05)$, and (d) left-skewed distribution derived from $N(0.45, 0.05)$. 
Figure 5.5: Average (over voxels) tumor-BE across 35 treatment sessions, averaged over 30 independent simulations for (a) Symmetric distribution derived from $\mathcal{N}(0.35, 0.25/3)$, (b) right-skewed distribution derived from $\mathcal{N}(0.25, 0.05)$, and (d) left-skewed distribution derived from $\mathcal{N}(0.45, 0.05)$. 
Chapter 6

FUTURE WORK

Similar to all existing optimization formulations for spatiobiologically separated or integrated radiotherapy, one fundamental limitation of this entire dissertation is its reliance on the LQ dose-response model. Although the LQ model is currently the standard radiobiological framework for mathematically evaluating dose-response, some practitioners are skeptical about its utility in clinical decision-making [28, 33]. Until a better-accepted radiobiological framework becomes available, however, theoretical research will likely continue to rely on the LQ model. If another mathematical model proves more accurate in the future, the general frameworks and solution approaches offered in this thesis will still remain valid, as the core of the proposed algorithms does not depend on the specific mathematical model being used. However, in such a case, other technical issues such as the convexity of the model and appropriate algorithms to discover the solutions may need to be re-examined.

There are currently no prevalent imaging techniques that can quantitatively measure damage to the OAR within the LQ framework. Thus, the research in Chapters 4 and 5 cannot be extended to adapt fluence-maps to the observed dose-response of the OAR within the LQ context.

The formulations in Chapters 4 and 5 assumed that a functional image is acquired at the beginning of every session. This assumption can be relaxed via simple changes to our notation and formulation without any substantial changes to our methodology as discussed in [30, 36]. In particular, our adaptive methods can be easily extended to the case where functional images are acquired only at a few time-points in the treatment course. Since the methods compared in these chapters employ identical imaging frequencies, the reported conclusions of the hypothesis tests are unlikely to change.
The quality, availability, safety, and cost of (repeated) functional images are currently not favorable for a clinical implementation of adaptive spatiobiologically integrated radiotherapy as discussed in [37, 38]. Some practitioners remain hopeful that this might change [63, 64, 70, 76]. More research and clinical studies would be needed before functional imaging techniques can be successfully combined with mathematical optimization models such as the ones presented in Chapters 4 and 5.

In developing our models in Chapters 4 and 5, we assumed that the tumor-response parameters are independent and identically distributed across voxels. This assumption can be relaxed by dividing the tumor volume into separate regions, each with its own set of tumor-response parameter-distributions. This change will increase the burden on the proposed algorithms. For instance, in Chapter 5, several distributions will have to be learned by the algorithm.

There are several potentially fruitful directions for extending this dissertation. Some of these are outlined below.

6.1 Uncertainty in dose deposition matrix

This dissertation ignores all uncertainties in the components $a_{ij}$ of the dose-deposition matrices $A$. Recall that each component $a_{ij}$ denotes the dose deposited in voxel $i$ by beamlet $j$ of unit intensity. The values of these components depend on the interactions of many complex factors and are in fact not known to the treatment planner. These include the patient’s setup position (which can vary from fraction-to-fraction and within fraction), internal organ movements, and approximate physics-based simulations of the dose-deposition profile of each beamlet inside the patient’s body. As a result, treatment planners, as we also did, usually employ a ‘nominal’ dose-deposition matrix based on intricate dose calculations for treatment planning purposes [32].

One possible way to explicitly incorporate such uncertainties in the components of various dose-deposition matrices could be as follows. We could model a dose-deposition matrix as a random matrix with correlated entries and then enforce that each BED constraint be met
with a sufficiently high probability. This would lead to a computationally demanding chance constrained formulation that might provide opportunities for future research.

6.2 Adaptive fractionation with imperfect information

Chapters 4 and 5 assumed that a “perfect” map of tumor cell density is available to the treatment planner via quantitative functional imaging. This does not hold in practice. It would be interesting in the future to generalize the original stochastic control formulations in [36, 53] for adaptive spatiobiologically integrated radiotherapy, and the work in Chapters 4 and 5 to the case of “imperfect information” [9]. This will lead to a partially observable Markov decision process [40] formulation of the adaptive fractionation problem and could provide an interesting avenue for future research.
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