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Linear structural equation models (SEMs) are multivariate models which encode direct causal effects. We focus on SEMs in which unobserved latent variables have been marginalized and only observed variables are explicitly modeled. In this thesis, we study three problems where the distribution of the stochastic errors in the SEMs, and thus the corresponding data, are non-Gaussian. Throughout, we utilize graphical models to represent the causal structure.

First, we consider estimation of model parameters using an empirical likelihood framework when the causal structure is known. Asymptotically, under very mild conditions on the error distributions, this approach yields normal estimators and well calibrated confidence intervals and hypothesis tests. However, the procedure can be computationally expensive and suffer from poor performance when the sample size is small. We propose several modifications to a naive procedure and show that empirical likelihood can be an attractive alternative to existing methods when the data is non-Gaussian. The models considered in this section correspond to general mixed graphs.

We then consider the problem of estimating the underlying structure. Most of the previous work on causal discovery focuses on estimating an equivalence class of graphs rather than a specific graph. However, Shimizu et al. (2006) show that under certain conditions, when the errors are non-Gaussian, the exact causal structure can be identified. We extend
these results in two ways.

In Chapter 3, we show that when there is no unobserved confounding and the causal structure is suitably sparse, the identification results can be extended to the high-dimensional setting where the number of variables exceed the number of observations. The models considered correspond to directed acyclic graphs (DAGs) with bounded in-degree.

In Chapter 4, we show that non-Gaussian errors also allow for identification of the specific graph when unobserved confounding occurs in a restricted way. In particular, we consider the case where the underlying model corresponds to a bow-free acyclic path diagram (BAP). The proposed method consistently estimates the underlying structure, and unlike previous results does not require the number of latent variables or distribution of the errors to be specified in advance.
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Chapter 1
INTRODUCTION

Structural equation models are popular multivariate statistical models which directly encode causal structure. They are used in a variety of scientific settings including biology (Liu et al., 2008), ecology (Grace et al., 2016), neuroscience (Burghy et al., 2012), political science (Thrien and Nol, 2000), psychology (van der Linden, 2018), public health (Calis et al., 2008), and sociology (Matsueda and Heimer, 1987). Much of the previous work in this area assumes that the data follow a Gaussian distribution; however, in this thesis we consider the case where this assumption does not hold. In this opening chapter we give a brief review of linear structural equation models, introduce notation and terminology for graphical models, and close with a road map for the remainder of the thesis.

1.1 Linear structural equation models

In this work, we consider structural equation models (SEMs) where each variable is a linear function of the other variables and a stochastic error term. Often, some of the variables are latent (Bollen, 1989); however, in this work, we focus on SEMs in which the effects of latent variables—if present—have been marginalized out. Adopting the dominant linear paradigm, we will thus be concerned with models in which linear functions relate only observed variables, but error terms may be dependent. Such models are sometimes referred to as semi-Markovian (Shpitser and Pearl, 2006). Avoiding any explicit specification of latent confounding, the models play an important role in exploration of cause-effect structures (Colombo et al., 2012; Pearl, 2009; Richardson and Spirtes, 2002; Spirtes et al., 2000; Wermuth, 2011).

Formally, let $Y_1, \ldots, Y_n \in \mathbb{R}^p$ be a multivariate sample with each observation indexed by a set $V$ with $|V| = p$. So, $Y_i = (Y_{vi})_{v \in V}$ with each $Y_{vi}$ real-valued. Now consider the system
of structural equations

\[ Y_{vi} = \mu_v + \sum_{u \in V \setminus v} \beta_{vu} Y_{ui} + \varepsilon_{vi}, \quad v \in V, \quad i = 1, \ldots, n, \quad (1.1) \]

where the \( \mu_v \) and \( \beta_{vu} \) are unknown parameters and the \( \varepsilon_{vi} \) are random errors. Define vectors \( \varepsilon_i = (\varepsilon_{vi})_{v \in V} \) and \( \mu = (\mu_v)_{v \in V} \), and a matrix \( B = (\beta_{vu})_{v,u \in V} \) with \( \beta_{vu} = 0 \) if \( v = u \).

We assume that the error vectors \( \varepsilon_i \) are independent and identically distributed, have zero means, and have covariance matrix \( \mathbb{E}(\varepsilon_i \varepsilon_i^T) = \Omega = (\omega_{vu})_{u,v \in V} \). However, we do not specify any parametric form for their distribution. For each \( i \), the equations in (1.1) can be written as

\[ Y_i = \mu + BY_i + \varepsilon_i. \quad (1.2) \]

If \( (I - B) \) is non-singular, then this system is solved uniquely by

\[ Y_i = (I - B)^{-1}(\mu + \varepsilon_i). \quad (1.3) \]

This solution has mean vector \( (I - B)^{-1}\mu \) and covariance matrix

\[ \Sigma(B, \Omega) := (I - B)^{-1}\Omega(I - B)^{-T}. \quad (1.4) \]

Note that Equations 1.1 and 1.2 are not simply algebraic equivalences, but can also be viewed as assignment operators which define a causal structure. Specific models are now obtained by hypothesizing that a particular collection of coefficients \( \beta_{vu} \) and error covariances \( \omega_{vu} \) are zero. Throughout this work, the primary parameters of interest will be \( B \) and \( \Omega \), or the zero/non-zero pattern in \( B \) and \( \Omega \), so we will typically assume that \( \mu = 0 \). If this is not the case, one could simply consider \( \tilde{Y}_i = Y_i - \bar{Y} \) without loss of generality. We will let \( Y = (Y_1^T, \ldots, Y_n^T) \) be an \( n \times p \) matrix where each row corresponds to a single sample and each column corresponds to an observed variable.

**Example 1.1.** Suppose each week, we observe for various graduate students, indexed by \( i \),
the cups of coffee consumed $Y_{ci}$, the pages written $Y_{pi}$, and the hours slept $Y_{si}$. If we believe that the sleeping less causes more coffee to be consumed, more coffee consumed causes more pages to be written, more pages written allows one to sleep better at night, and that there are no other causal effects between the observed set of variables, we might posit the following linear SEM:

$$
Y_{ci} = \beta_{cs} Y_{si} + \varepsilon_{ci} \\
Y_{pi} = \beta_{pc} Y_{ci} + \varepsilon_{pi} \\
Y_{si} = \beta_{sp} Y_{pi} + \varepsilon_{si}.
$$

such that $Y_i = (Y_{ci}, Y_{pi}, Y_{si}) = (I - B)^{-1} \varepsilon_i$ with

$$
B = \begin{bmatrix}
0 & 0 & \beta_{cs} \\
\beta_{pc} & 0 & 0 \\
0 & \beta_{sp} & 0
\end{bmatrix}.
$$

Furthermore, if we believe that there are unobserved factors, such as miles hiked (or more likely, episodes watched), which may confound the relationship between pages written and hours slept, we might allow $\varepsilon_{pi}$ and $\varepsilon_{si}$ to be correlated such that $E(\varepsilon_i \varepsilon_i^T) = \Omega$ with

$$
\Omega = \begin{bmatrix}
\omega_{cc} & 0 & 0 \\
0 & \omega_{pp} & \omega_{ps} \\
0 & \omega_{ps} & \omega_{ss}
\end{bmatrix}.
$$

1.2 Graphical models

Throughout this thesis, we will use a natural graphical representation of mixed graphs/path diagrams that originates in work of Wright (1921). In particular, the causal structure of an SEM can be conveniently represented by the path diagram/mixed graph triple $G = (V, E_\rightarrow, E_{\leftrightarrow})$. Here, the vertex set $V$ yields a correspondence between the nodes of the graph and the observed variables. The set $E_\rightarrow \subset V \times V$ is a set of directed edges $u \rightarrow v$, also
denoted by the ordered pair \((u,v)\), which encode that variable \(u\) may have a direct effect on variable \(v\). The set \(E_{\leftrightarrow} \subset V \times V\) comprises bidirected edges \(u \leftrightarrow v\), also denoted by the unordered pair \(\{u,v\}\), that indicate the errors \(\varepsilon_{ui}\) and \(\varepsilon_{vi}\) may be correlated possibly due to unobserved confounding. A sequence of directed edges \(v_1 \rightarrow v_2 \rightarrow \ldots \rightarrow v_t\) is a directed path from \(v_1\) to \(v_t\) and a directed path which originates and ends at the same node, i.e. \(v_1 = v_t\), is called a directed cycle. If two nodes \(u,v \in V\), have both a directed and bidirected edge between them, we say there is a bow between \(u\) and \(v\).

Define the parents of node \(v\) as the set \(\text{pa}(v) = \{u \in V : u \rightarrow v \in E_{\rightarrow}\}\) and the ancestors of node \(v\) as an\((v)\), the set of nodes \(u\) for which there exists a directed path from \(u\) to \(v\). We let An\((v) = \text{an}(v) \cup \{v\}\). Similarly, define the children of node \(v\) as the set ch\((v) = \{u \in V : v \rightarrow u \in E_{\rightarrow}\}\) and the descendants of node \(v\) as de\((v)\), the set of nodes \(u\) for which there exists a directed path from \(v\) to \(u\). Define the siblings of \(v\) as the set sib\((v) = \{u \in V : u \leftrightarrow v \in E_{\leftrightarrow}\}\). Bidirected edges have no orientation, and \(v \in \text{sib}(u)\) if and only if \(u \in \text{sib}(v)\). Note that we do not permit self edges, so \((v,v) \notin E_{\rightarrow}\) and \(\{v,v\} \notin E_{\leftrightarrow}\).

If there are no directed cycles, such that there does not exist a pair \(u,v \in V\) where \(v \in \text{an}(u)\) and \(u \in \text{an}(v)\), then we refer to the graph as acyclic. Furthermore, if there are no bows, we refer to the graph as bow-free. Finally, if there are no bidirected edges so that \(E_{\leftrightarrow} = \emptyset\), we refer to the graph as a directed graph. Graphs which are acyclic and directed or acyclic and bow-free are of particular interest and referred to as directed acyclic graphs (DAGs) and bow-free acyclic path diagrams (BAPs) respectively.

Each graph \(G\) induces a model through the requirement that

\[
B \in \mathcal{B}(G) := \left\{B \in \mathbb{R}^{V \times V} : \det(I - B) \neq 0, \; \beta_{vu} = 0 \text{ if } u \notin \text{pa}(v)\right\},
\]

\[
\Omega \in \mathcal{W}(G) := \left\{\Omega \in \mathbb{R}^{V \times V} : \Omega \text{ pos. def.}, \; \omega_{vu} = \omega_{uv} = 0 \text{ if } v \notin \text{sib}(u) \text{ and } u \neq v\right\}.
\]

We let \(\mathcal{P}_G\) be the set of distributions consistent with a graph, such that for \(Y_i = (I - B)^{-1}\varepsilon_i\)

\[
\mathcal{P}_G := \{P : Y_i \sim P; \; \mathbb{E}(\varepsilon_i) = 0; \; \mathbb{E}(\varepsilon_i \varepsilon_i^T) = \Omega; \; B \in \mathcal{B}(G) \text{ and } \Omega \in \mathcal{W}(G)\}.
\]
Example 1.1 (continued). We can represent the posited SEM between coffee, pages, and sleep with the following graph. Note that there is a bow between pages and sleep and all three nodes form a directed cycle.

Given the correspondence between a node $v \in V$ and the random variable $Y_v$, we will at times let $v$ stand in for $Y_v$; for instance, when stating stochastic independence relations. For a detailed exposition of graphical models, we refer readers to Lauritzen (1996).

1.3 Thesis outline

Typically, when working with SEMs, a researcher may be interested in some or all of the following tasks:

(i) Given graph $G$, estimate the free elements of $B$ and $\Omega$.

(ii) Given $G$ and estimates of $B$ and $\Omega$, form confidence intervals or perform hypothesis tests.

(iii) Given observational data $Y$, posit a graph $G$ which corresponds to the underlying causal structure.

In Chapter 2, we consider tasks (i) and (ii) when the errors, $\varepsilon$ do not follow a Gaussian distribution. In particular, we consider general mixed graphs, which may have cycles or bows, and use an empirical likelihood estimation procedure to estimate the free elements of $B$ and $\Omega$, form asymptotically correct confidence intervals, and perform goodness of fit tests. The empirical likelihood procedure does not assume an explicit distribution for the errors, and yields consistent estimates and asymptotically correct procedures under very mild conditions. However, it is a computationally intensive procedure and can suffer from poor
performance at small sample sizes. Thus, we propose several modifications to a naive empirical likelihood approach including a profiled formulation, adjusted empirical likelihood to improve computational convergence at small sample sizes, and extended empirical likelihood to improve confidence interval coverage and goodness of fit calibration at small sample sizes. We show in simulations that the use of empirical likelihood may be an attractive alternative to existing methods when the data are non-Gaussian.

While the work in Chapter 2 develops a method which tolerates non-Gaussian errors, the work in Chapters 3 and 4 exploits the non-Gaussian errors for causal discovery described in Task (iii). In general, when the data are Gaussian, causal discovery methods are not able to discover a specific graph, but can only recover the underlying structure up to an equivalence class. However, it has been previously shown that when the errors are non-Gaussian, exact causal structure can be determined from observational data (Shimizu et al., 2006). We begin Chapter 3, with a brief review of these results in the case where there are no directed cycles or unobserved confounding. This corresponds to the case where the model can be represented by a directed acyclic graph (DAG). We show that under additional assumptions, the underlying causal structure can be discovered in the high dimensional case where the number of variables $p$ may be comparable or larger than the number of observations $n$. This guarantee also applies to hub-graphs, graphs with large maximum out-degree.

In Chapter 4, we relax the assumption of no unobserved confounding, and consider the case of bow-free acyclic path diagrams (BAPs). These models relax the assumptions made in Chapter 3, and allow for latent confounding, albeit in a structured way. We show that the non-Gaussian identification results for DAGs also extend to BAPs. That is, when the errors are non-Gaussian, the exact causal graph, not simply an equivalence class, can be recovered from observational data. We propose a method that consistently estimates the underlying structure, which unlike previous work, does not require specification of the number of latent variables or parametric error distribution.

We close with Chapter 5, which discusses the work and presents open problems and possible avenues for future work.
Chapter 2

EMPIRICAL LIKELIHOOD ESTIMATION FOR SEMS WITH DEPENDENT ERRORS

2.1 Introduction

In this chapter, we assume that the causal structure and confounded variables in a SEM are fixed, i.e. the graph structure $G = \{V; E_\to, E_\leftrightarrow\}$ is known. This could be due to prior scientific knowledge or the result of some discovery algorithm similar those discussed in subsequent chapters. In this context, a researcher might be interested in point estimates for the linear coefficients in $B$ and covariances in $\Omega$, creating confidence intervals for the point estimates, performing hypothesis tests, or comparing two competing models.

We do not restrict the structure of the graph and consider general mixed graphs (except for unidentifiable graphs discussed in Theorem 2.1), allowing for both bows and directed cycles.

2.1.1 Previous work

Often, the errors in a SEM, and consequently also the observations $Y_i$, are assumed to be multivariate Gaussian which yield maximum likelihood estimates (MLEs) and corresponding tests and confidence intervals calibrated by the Gaussian likelihood. Under this assumption, the Gaussian likelihood is typically maximized using generic optimization methods; as done in the popular packages sem (Fox et al., 2017) and lavaan (Rosseel, 2012) for R (R Core Team, 2017). The coordinate-descent methods proposed by Drton et al. (2009) and Drton et al. (2017) can be a useful computational alternative that largely avoids convergence issues.

As a less parametric method, generalized least squares (GLS) does not explicitly assume Gaussianity, but instead minimizes a discrepancy (which is weighted by the sample precision)
between the sample covariance and the covariance implied by the parameters. Although the estimates are slightly more robust to distributional misspecification, they are still asymptotically equivalent to the Gaussian MLEs (Olsson et al., 2000). When multivariate Gaussianity is inappropriate, MLEs and GLS generally lose statistical efficiency and yield incorrectly calibrated confidence intervals.

Weighted least squares methods (WLS)—also called asymptotically distribution free—weight the discrepancy between the observed and hypothesized covariance structure by explicitly estimated fourth moments. Although WLS estimates are consistent and produce asymptotically correct confidence intervals even with non-Gaussian errors, the estimation of higher order moments may come at a loss of statistical efficiency and cause convergence issues, which has limited their use (Muthen and Kaplan, 1992).

Chaudhuri et al. (2007) propose using the empirical likelihood (EL) of Owen (2001) to estimate a covariance matrix with structural zeros. In our setup, this corresponds to the special case of a mixed graph with no directed edges. Kolenikov and Yuan (2009) use EL to estimate the parameters of a linear SEM. In contrast to the mixed graph formulation, Kolenikov and Yuan (2009) consider the case where the latent variable structure is explicitly modeled and all errors are independent. The EL approach is appealing as it gives consistent estimates and asymptotically correct confidence intervals even when the errors are not multivariate Gaussian. However, EL can present numerous practical difficulties when the sample size is small relative to the number of parameters or estimating equations used. Moreover, standard implementation of EL methods is computationally feasible only for systems with a handful of variables. We believe that these issues have prevented application of EL to linear SEMs beyond what was done by Kolenikov and Yuan (2009).

2.1.2 Contribution

In this chapter, we apply the empirical likelihood framework to SEMs represented by mixed graphs and propose several modifications to a naive approach which address the most salient practical concerns:
(i) We show that in the mixed graph setting, the covariance parameters $\Omega$ can be profiled out. This greatly reduces the computational burden by reducing the number of estimating equations imposed and parameters directly estimated. It also naturally encodes the positive definite constraint on $\Omega$ and yields a positive definite estimate of $\Omega$ for any point $B$ with a well defined empirical likelihood.

(ii) When maximizing the empirical likelihood, we leverage a recent insight and directly incorporate gradient information in a quasi-Newton procedure instead of the typical derivative-free approaches to empirical likelihood optimization. This again yields substantial computational savings.

(iii) We use the adjusted empirical likelihood (AEL), first proposed by Chen et al. (2008). This adjustment ensures that an empirical likelihood and corresponding gradient is well defined for every value in the parameter space.

(iv) We apply the idea of extended empirical likelihood (EEL), which furnishes drastically improved coverage of confidence intervals at small sample sizes (Tsao and Wu, 2014).

Our simulations show that with these proposed modifications, empirical likelihood becomes an attractive alternative for practitioners concerned with non-Gaussianity in structural equation modeling.

2.2 Review of empirical likelihood

We first give a review of the empirical likelihood framework which gives estimates and calibrates confidence intervals via maximization of the empirical likelihood function (Owen, 2001).

Let $Y = (Y_1^T, \ldots, Y_n^T)$ be a sample from a $p$-variate distribution $P$ belonging to a non-/semiparametric statistical model $\mathcal{M}$. Let $\Delta_n$ be the $n-1$ dimensional probability simplex. For $\delta = (\delta_1, \ldots, \delta_n) \in \Delta_n$, define the log-empirical likelihood $\ell(\delta; Y) = \sum_{i=1}^{n} \log(\delta_i)$. This is the log-likelihood of the sample under the discrete distribution with mass $\delta_i$ at each point $Y_i$. Suppose we are interested in a parameter $\theta = \theta(P)$ taking values in $\Theta \subseteq \mathbb{R}^d$ such that
for a map $F : \mathbb{R}^p \times \mathbb{R}^d \mapsto \mathbb{R}^q$ we have $\mathbb{E}_P F(Y_i, \theta(P)) = 0$ for all $P \in \mathcal{M}$. The log-empirical likelihood at a given parameter value $\theta$ is then

$$
\ell(\theta; Y) = \max_{\delta \in \Delta_\theta} \ell(\delta; Y) = \max_{\delta \in \Delta_\theta} \sum_{i=1}^n \log(\delta_i),
$$

where the feasible set

$$
\Delta_\theta = \left\{ \delta \in \Delta_n : \sum_{i=1}^n \delta_i F(Y_i, \theta) = 0 \right\}
$$

reflects that the expectation of $F(\cdot; \theta)$ vanishes for distributions compatible with $\theta$.

The empirical likelihood (EL) from (2.1) provides a basis for statistical inference. Maximizing it over $\theta \in \Theta$ yields the maximum empirical likelihood estimator

$$
\hat{\theta} = \arg \max_{\theta} \ell(\theta; Y)
$$

that we refer to as MELE. Ratios of the EL yield empirical likelihood ratio statistics. Owen (1988) derives an EL analogue of Wilk’s Theorem, and the result was expanded to the general estimating equation framework by Qin and Lawless (1994). The specific regularity conditions needed are discussed in Section 2.3.3, and the results imply under very general conditions that the MELE is consistent and asymptotically normal. In addition, EL ratio statistics have limiting $\chi^2$ distributions that can be used to calibrate statistical tests and create confidence intervals or regions. For a detailed exposition of these ideas, we refer readers to Owen (2001).

The nice theoretical properties for EL, however, come at a high practical cost. The practical issues become particularly pressing for applications to linear SEMs, for which the number of parameters and estimating equations generally grow on the order of $p^2$, where $p = |V|$ is the number of variables considered. We describe three difficulties that complicate the direct use of EL for SEMs:

(i) For some values $\theta$, the origin may be outside the convex hull of \{ $F(Y_i, \theta) : i = 1, \ldots, n$ \}, in which case the feasible set $\Delta_\theta$ from (2.2) is empty and the EL at $\theta$ is zero. This
“convex hull problem” occurs more often when the sample size is small relative to the number of estimating equations or when the data is skewed. As discussed by Grendár and Judge (2009), it is possible that $\Delta_{\theta} = \emptyset$ for all parameter vectors $\theta$, which is known as the “empty set problem”. In addition, the log-EL is typically not a convex function (Chaudhuri et al., 2017), and finding an initial point that has well-defined EL and is in the basin of attraction of the MELE can be difficult.

(ii) The optimization problem defining the log-EL $\ell(\theta; Y)$ from (2.1) is typically solved iteratively through its dual. Although this problem is convex, it can be computationally burdensome when the number of estimating equations, which corresponds to the number of dual variables, is large.

(iii) Confidence intervals based on the asymptotic normal variance and $\chi^2$ likelihood ratio calibration have been shown to often undercover at small sample sizes (Tsao and Wu, 2014).

2.3 Empirical likelihood for SEMs

We now turn to the application of EL to SEMs. For expository simplicity, we assume throughout that our observations are centered. In other words, the intercept parameter vector $\mu$ for (1.2) is zero, so that $\mathbb{E}(Y_i) = 0$. However, our ideas extend straightforwardly to the case where we also make inference about $\mu \neq 0$.

2.3.1 Profiled formulation

Consider the linear SEM given by a mixed graph $G = (V, E_{\rightarrow}, E_{\leftrightarrow})$. The general framework laid out in Section 2.2 can be applied directly to such a model by taking the covariance matrix of the observations $Y_i$ as the general parameter $\theta$. We may then define an EL at a pair of parameter matrices $(B, \Omega)$ as the EL at the covariance matrix $\Sigma(B, \Omega)$ from (1.4). In such a direct application to the linear SEM, the log-EL function $\ell(B, \Omega; Y)$ is the maximum
of the log-EL $\ell(\delta; Y)$ over the set
\[
\Delta_{\Sigma(B,\Omega)} = \left\{ \delta \in \Delta_n : \sum_{i=1}^{n} \delta_i Y_i = 0, \sum_{i=1}^{n} \delta_i \left[ \text{vech} \left( Y_i Y_i^T \right) - \text{vech} \Sigma(B,\Omega) \right] = 0 \right\}.
\] (2.4)

Here, vech is the half-vectorization operator for symmetric matrices. Under this formulation, there are $p$ constraints for the mean and $p(p+1)/2$ covariance constraints, and the MELE is computed by optimization with respect to the pair of $p \times p$ matrices $(B, \Omega)$, with $\Omega$ restricted to be positive definite.

Inspection of the covariance constraints reveals that a great simplification is possible by profiling out $\Omega$. Indeed, the covariance constraint yields an explicit solution for $\Omega$ given $B$, $Y$, and $\delta$. Specifically, with $D = \text{diag}(\delta_1, \ldots, \delta_n)$, we have
\[
Y^T DY = \Sigma(B,\Omega) = (I - B)^{-1}\Omega(I - B)^{-T} \iff (I - B)Y^T DY(I - B)^T = \Omega.
\] (2.5)

The entries of $\Omega$ are either constrained to be zero or freely varying. No constraints arise from the freely varying entries, and we may base estimation of $B$ on only the structural zeros in $\Omega$, that is,
\[
\{(I - B)Y^T DY(I - B)^T\}_{uv} = 0 \quad \forall \{u,v\} \notin E_{\leftrightarrow}.
\]

Once a solution for $B$ is found, we may simply compute $\Omega = \Omega(B)$ by setting
\[
\omega_{uv} = \{(I - B)Y^T DY(I - B)^T\}_{uv}
\]
for $u = v$ or $\{u,v\} \in E_{\leftrightarrow}$. The profile log-EL in this approach is the function
\[
\ell(B; Y) = \max_{\delta \in \Delta_B} \ell(\delta; Y)
\] (2.6)
obtained from the set of weight vectors

\[ \Delta_B = \{ \delta \in \Delta_n : \sum_{i=1}^{n} \delta_i Y_i = 0, \sum_{i=1}^{n} \delta_i \left( Y_{vi} - \sum_{s \in \text{pa}(v)} \beta_{vs} Y_{si} \right) \left( Y_{ui} - \sum_{t \in \text{pa}(u)} \beta_{ut} Y_{ti} \right) = 0 \ \forall \{v, u\} \notin E_{\leftrightarrow} \} . \]

The MELE \( \hat{B} \) is found by maximizing \( \ell(B; Y) \) over the set \( B(G) \) from (1.8), and then \( \hat{\Omega} = \Omega(\hat{B}) \). We emphasize that there are now only \( p(p-1)/2 - |E_{\leftrightarrow}| \) covariance constraints, and only the matrix \( B \) needs to be optimized. This leads to the somewhat odd observation that adding parameters (specifically bidirected edges) actually decreases the computational burden. Even when \( |E_{\leftrightarrow}| = 0 \), there is still a benefit due to the profiled variance parameters.

Following a standard strategy, we perform an outer and inner maximization (Owen, 2001) as

\[ \max_{B \in \mathcal{B}} \ell(B; Y) = \max_{B \in \mathcal{B}} \max_{\delta \in \Delta_B} \ell(\delta; Y). \]  

(2.8)

First, we evaluate \( \ell(B; Y) \), that is, solve the “inner maximization” in (2.6) at a fixed \( B \), through the dual problem. Strong duality holds because the constraints in (2.7) are linear in the weights \( \delta_i \). Let \( F(Y_i, B) \) be the map with coordinates \( F_v(Y_i, B) = Y_{iv} \) for \( v \in V \) and \( F_{uv}(Y_i, B) = f_u(Y_i, B) f_v(Y_i, B) \) for each nonedge \( \{u, v\} \notin E_{\leftrightarrow} \), where \( f_v(Y_i, B) = Y_{vi} - \sum_{s \in \text{pa}(v)} \beta_{vs} Y_{si} \). With dual variables \( \alpha \in \mathbb{R} \) and \( \lambda \in \mathbb{R}^{p+p(p-1)/2-|E_{\leftrightarrow}|} \), the Lagrangian for the inner optimization over \( \Delta_B \) is

\[ L_B(\delta, \alpha, \lambda) = -\sum_{i=1}^{n} \log(\delta_i) + \alpha \left( \sum_{i=1}^{n} \delta_i - 1 \right) + n \sum_{i=1}^{n} \delta_i \left( \sum_{v \in V} \lambda_v F_v(Y_i, B) + \sum_{\{u, v\} \notin E_{\leftrightarrow}} \lambda_{uv} F_{uv}(Y_i, B) \right) . \]

(2.9)

Combining the first order conditions for \( \delta_i \) with the constraint that \( \sum_i \delta_i = 1 \) implies that
\[ \alpha = n \text{ at the global maximum. Maximizing over the weights, with } \alpha = n, \text{ we find} \]

\[ \hat{\delta}_i = \frac{1}{n} \left( 1 + \sum_{v \in V} \lambda_v F_v(Y_i, B) + \sum_{\{u,v\} \notin E_{es}} \lambda_{uv} F_{uv}(Y_i, B) \right), \]

and substitution into \( L_B \) yields a convex dual function of \( \lambda \). We optimize it via Newton-Raphson with a backtracking line search to ensure \( 0 \leq \delta_i \leq 1 \).

In the “outer maximization”, we optimize \( \ell(B; Y) \) with respect to \( B \) using a gradient based quasi-Newton method. Although we can only evaluate \( \ell(B; Y) \) numerically, once we have the optimal dual variables \( \lambda \) and the corresponding weights from (2.10), we can analytically compute the gradient of \( \ell(B; Y) \) as

\[ \nabla \ell(B; Y) = -\lambda^T \sum_{i=1}^{n} \hat{\delta}_i \nabla F(Y_i, B); \]

see Chaudhuri et al. (2017) for further discussion of the properties of the gradient of the log empirical likelihood. The Hessian, however, cannot be computed in closed form, so we use BFGS which builds an approximate Hessian via the gradient.

Although both formulations yield the same MELE, the profile approach from (2.6) and (2.7) drastically eases difficulties (i) and (ii) discussed in Section 2.2 as the number of estimating equations for the covariance is reduced to \( p + p(p - 1)/2 - |E_{es}| \). This reduces the number of dual variables to optimize in the inner maximization. Moreover, when profiled, the outer maximization searches over only \( B \in \mathcal{B}(G) \) while the naive direct formulation from (2.4) requires a search over both \( B \in \mathcal{B}(G) \) and \( \Omega \in \mathcal{W}(G); \) in particular, positive definiteness of \( \Omega \) needs to be respected in the naive optimization. Finally, satisfying the convex hull condition for the error covariances typically requires a simultaneous good choice of \( B \) and \( \Omega \). The directed edge weights can be easily initialized with regression estimates, but the covariance parameters are typically more difficult to specify. In Section 2.4, we show that the computational advantages produce substantial gains in computation time and converge to a valid stationary point at a much higher proportion of the time even when the sample
size is small.

2.3.2 Small sample improvements

In addition to reformulating the optimization problem, we make two modifications to improve the performance of EL for SEMs. We apply *adjusted empirical likelihood* (AEL) to improve the search for a MELE and use *extended empirical likelihood* (EEL) to improve the coverage of confidence intervals.

*Chen et al. (2008)* proposed AEL to alleviate the convex hull problem mentioned in difficulty (i) above. The adjustment amounts to adding a pseudo-observation whose contribution to the estimating equations is

\[ F_{n+1}(B) = -a_n \bar{F}(B) = -a_n \frac{1}{n} \sum_{i=1}^{n} F(Y_i, B) \]

for a choice of \( a_n > 0 \). Adding this term ensures that no matter the value of \( B \), the set of feasible weight vectors, now in \( \Delta_{n+1} \), is non-empty. Hence, the log-AEL \( \ell^a(B; Y) \) and its gradient

\[
\nabla \ell^a(B; Y) = -\lambda T \sum_{i=1}^{n} \left[ \delta_i + \left( -\frac{a_n}{n} \right) \tilde{\delta}_{n+1} \right] \nabla F(Y_i, B) \tag{2.12}
\]

are well defined across the entire parameter space. *Chen et al. (2008)* show that AEL retains the asymptotic properties of the original EL when \( a_n = o(n^{2/3}) \), and suggest \( a_n = \log(n)/2 \). We adopt this choice.

The terms in our covariance constraint are products, \( F_{uv}(Y_i, B) = g_v(Y_i, B)g_u(Y_i, B) \). This is generally not true for the added term \( F_{n+1}(B) \) and it is not straightforward how to define an appropriately sparse and positive definite matrix \( \Omega(B) \) using AEL weights. Thus, we propose finding an estimate \( \hat{B} \) that maximizes the AEL and computing \( \hat{\Omega} = \Omega(\hat{B}) \) based on weights from recalculating the original EL at \( \hat{B} \). As demonstrated in our numerical experiments, this approach alleviates some convergence issues but, of course, the original EL may be zero at the AEL maximizer \( \hat{B} \), in which case we do not have an estimate of \( \Omega \) and say that the AEL procedure has not converged.

To address undercoverage of confidence regions for smaller samples, as described in difficulty (iii), we adopt the EEL of *Tsao and Wu (2014)* who show that their \( \chi^2 \)-calibrated EEL...
confidence regions outperform those from the original EL. Assuming the MELE $\hat{B}$ exists, a positive EEL may be defined for any matrix $B \in \mathcal{B}(G)$ by taking the original EL at a convex combination of $B$ and $\hat{B}$. Specifically, the log-EEL suggested by Tsao and Wu (2014) is

$$\ell^e(B; Y) = \ell(h^{-1}(B, Y), Y)$$

for $h(B, Y) = \hat{B} + \gamma(n, \ell(\theta; Y))(B - \hat{B})$ with $\gamma(n, \ell(B; Y)) = \left(1 + \frac{2(-n \log(n) - \ell(B; Y))}{2n}\right)$.

2.3.3 Asymptotic distribution of empirical likelihood estimators

It follows from Qin and Lawless (1994, Theorem 1) that under the following assumptions, MELEs are asymptotically normal and empirical likelihood ratios converge to $\chi^2$ limits. The same is true for the modifications from Section 2.3.2.

**Proposition 2.1.** Let $G = (V, E_{\rightarrow}, E_{\leftrightarrow})$ be a mixed graph, let $B_0 \in \mathcal{B}(G)$ and $\Omega_0 \in \mathcal{W}(G)$. Let $\epsilon$ be a zero-mean random vector with covariance matrix $\Omega_0$. Assume that:

(a) The Jacobian of the parametrization $(B, \Omega) \mapsto \Sigma(B, \Omega)$ defined on $\mathcal{B}(G) \times \mathcal{W}(G)$ has full rank at $(B_0, \Omega_0)$.

(b) The joint distribution of $\epsilon$ and $\epsilon^{(2)} = (\epsilon_v \epsilon_u : v, u \in V)$ is non-degenerate and has finite third moments.

If $Y_1, \ldots, Y_n$ is an i.i.d. sample from the distribution determined by $(B_0, \Omega_0, \epsilon)$, i.e., the distribution of $(I - B_0)^{-1} \epsilon$, then the MELE $\hat{\theta} = (\text{vech} [\hat{B}], \text{vech} [\Omega(\hat{B})])$ is asymptotically normal with

$$\sqrt{n}(\hat{\theta} - \theta_0) \rightarrow N(0, V), \quad V^{-1} = \mathbb{E} \left(\frac{\partial F(Y, \theta_0)}{\partial \theta}\right)^T \mathbb{E}[F(Y, \theta_0)F(Y, \theta_0)^T]^{-1} \mathbb{E} \left(\frac{\partial F(Y, \theta_0)}{\partial \theta}\right).$$

Here, $F$ is given by the estimating equations corresponding to the naive formulation in (2.4). Furthermore, EL ratio statistics have $\chi^2$ limits. In particular, for $q = p + p(p + 1)/2$ and
\[ d = |E_{\rightarrow}| + |E_{\leftrightarrow}| + p, \text{ we have} \]

\[ 2 \left( -n \log(n) - \ell(\hat{\theta}; Y) \right) \rightarrow \chi^2_{q-d}, \quad 2 \left[ \ell(\hat{\theta}; Y) - \ell(\theta_0; Y) \right] \rightarrow \chi^2_d. \quad (2.15) \]

**Proof.** We recall our notation \( \theta = (B, \Omega) \) and \( \theta_0 = (B_0, \Omega_0) \). Based on the right-most expression in (2.5), the considered naive/direct estimating equations may be based on the function \( F(y, B) \) with coordinates

\[
F_v(y, B) = y_v, \quad F_{uv}(y, B) = \left( y_v - \sum_{s \in \text{pa}(v)} \beta_{vs} y_s \right) \left( y_u - \sum_{t \in \text{pa}(u)} \beta_{ut} y_t \right) - \omega_{uv},
\]

for \( v \in V \) and \( \{u, v\} \in V \times V \), respectively.

Our claim follows from Theorem 1 of Qin and Lawless (1994) under the following conditions:

1. \( \mathbb{E}(F(Y_i, \theta_0)F(Y_i, \theta_0)^T) \) is positive definite.
2. In a neighborhood of the d-dimensional parameter \( \theta_0 \), the derivative \( \frac{\partial F(y, \theta)}{\partial \theta} \) is continuous, and \( \| \frac{\partial F(y, \theta)}{\partial \theta} \| \) and \( \| F(y, \theta) \|^3 \) are bounded by an integrable function \( M_1(y) \).
3. \( \mathbb{E} \left( \frac{\partial F(Y_i, \theta_0)}{\partial \theta} \right) \) has rank \( d \).
4. \( \frac{\partial^2 F(y, \theta)}{\partial \theta \partial \theta^T} \) is continuous and \( \| \frac{\partial^2 F(y, \theta)}{\partial \theta \partial \theta^T} \| \) is bounded by an integrable function \( M_2(y) \) in a neighborhood of the true parameter \( \theta_0 \).

Here, \( \| \cdot \| \) denotes the Euclidean norm.

Noting that \( F_{uv}(Y_i, B_0) = \epsilon_v \epsilon_u - \omega_{uv} \), condition (1) is an immediate consequence of assumption (b) in our proposition. Condition (3) is implied by assumption (a). With polynomial estimating equations, all derivatives in conditions (2) and (4) exist. Now, \( F \) and its first and second partial derivatives are at most quadratic functions of \( Y_i \), which in turn is a linear function of a realization of the error vector \( \epsilon \). Local bounds on the concerned quantities are easily obtained and assumption (b) ensures their integrability. \( \Box \)

If the rank condition from (a) holds, then the rational map \( (B, \Omega) \mapsto \Sigma(B, \Omega) \) has full
rank Jacobian at almost all choices of \((B, \Omega)\), and the map is generically finite-to-one. There is thus a connection to local/finite identifiability of \((B, \Omega)\) from the covariance matrix. For state-of-the-art methods for determining identifiability see Foygel et al. (2012); Chen (2016); Drton and Weihs (2016).

\section*{2.4 Numerical results}

We now show a series of numerical experiments to evaluate the effectiveness of the proposed methods and compare the results to existing methods.

\subsection*{2.4.1 Convergence of optimizers for naive vs profile formulation}

We first compare the naive/direct procedure which explicitly estimates \(B\) and \(\Omega\) to the profiled procedure which only involves \(B\). For both procedures, we use the original EL and adjusted EL. We also consider a hybrid method, which first finds the maximum AEL point to initialize a search which then uses original EL. We randomly generate acyclic mixed graphs with 8 nodes, 10 directed edges, and 6 bidirected edges. We randomly select directed edges \(u \to v\) from all pairs such that \(u < v\) and then select bidirected edges \(u \leftrightarrow v\) from the remaining unselected pairs. This setup ensures that \((B, \Omega)\) are generically identifiable from \(\Sigma(B, \Omega)\) by the result of Brito and Pearl (2002).

We generate random true parameter matrices \(B = (\beta_{uv})\) and \(\Omega = (\omega_{uv})\) as follows. The coefficients \(\beta_{uv}\) are drawn uniformly from \((-1, -0.2) \cup (0.2, 1)\). For \(\Omega\), we draw off-diagonal elements \(\omega_{uv} = \omega_{vu}, u \neq v\), uniformly from \((-0.8, -0.3) \cup (0.3, 0.8)\). We then use exponential draws to set \(\omega_{vv} = \sum_{u \neq v} |\omega_{uv}| + 1 + \exp(1)\).

We consider errors from four distributions. First, we generate centered multivariate Gaussian errors with covariance matrix \(\Omega\). Second, we generate them from a multivariate \(T\)-distribution with 4 degrees of freedom, which we denote by \(T_4\), again with expectation zero and covariance matrix \(\Omega\). Third, we consider log-normal errors. In this case, we simulate a multivariate Gaussian vector \(Z\), centered and with covariance matrix equal to the correlation matrix \(C\) that corresponds to \(\Omega\). We then set the error vector to \(\epsilon = \exp(Z) - \sqrt{\epsilon}\), which
yields covariance matrix $\epsilon(\exp(C) - 1)$. Finally, in order to draw a multivariate distribution with recentered gamma marginals and covariance $\Omega$, we follow the steps:

1. Draw $\epsilon_v \sim \text{gamma}(\text{shape} = \omega_{vv} - \sum_{v \neq u} |\omega_{uv}|, \text{scale} = 1)$.
2. For each $\{u, v\} \in E_{\epsilon^v}$, generate $\delta_{uvi} \sim \text{gamma}(\text{shape} = |\omega_{uv}|, \text{scale} = 1)$ and a random sign $\xi_{uv} \in \{-1, 1\}$.
3. If $\omega_{uv} > 0$, add $\xi_{uv} \delta_{uvi}$ to $\epsilon_{ui}$ and $\epsilon_{vi}$. If $\omega_{uv} < 0$, add $\xi_{uv} \delta_{uvi}$ to $\epsilon_{ui}$ and $-\xi_{uv} \delta_{uvi}$ to $\epsilon_{vi}$.
4. Subtract the true mean from each error term so that it has mean 0.

All optimizations are initialized with a procedure from Drton et al. (2017), where the free elements of $B$ are calculated via least squares. The resulting residuals are used to initialize the non-zero values $\omega_{uv}$. If a row is not diagonally dominant, the off-diagonal elements are scaled so that $\sum_{j \neq i} |\omega_{ij}| < 0.9 \times \omega_{ii}$ to ensure $\Omega$ is positive definite.

Figure 2.1 shows that in all cases the profiled formulation converges at least as often as the naive formulation. AEL converges more often than original EL, and the hybrid procedure converges the most often. Even at a sample size of $n = 100$, the profiled problem converges nearly every single time, except in the case of log-normal errors. Figure 2.2 shows that the profiled form can be up to 40 times faster on average than the naive form.

2.4.2 Estimation error

We now explore the estimation errors resulting from different approaches. We compare both original EL and AEL to the Gaussian MLE computed as in Drton et al. (2017), GLS, and WLS. The latter two estimates are computed using the R package lavaan (Rosseel, 2012). We also include a hybrid procedure that finds the Gaussian MLE $\hat{B}$ and then uses the resulting residuals and the maximum EL weights at $\hat{B}$ to form an estimate $\hat{\Omega} = (I - \hat{B})^T YDY^t (I - \hat{B})^t$. Note that the $T_4$ distribution does not have finite 6th moments, so the limiting distributions from Proposition 2.1 may not hold; however, all estimation procedures still appear to be consistent.
Proceeding as in Section 2.4.1, we generate 1000 graphs for each error distribution and sample size. To measure estimation accuracy, we average the relative error \( \frac{\| \text{vech}(\hat{\Sigma}) - \text{vech}(\Sigma) \|^2}{\| \text{vech}(\Sigma) \|^2} \) for \( \Sigma(B, \Omega) \) across each of the simulation runs in which all methods converge; recall Figure 2.1. The results are shown in Figure 2.3.

In general, there is no substantial difference in accuracy between the adjusted and original empirical likelihood methods. For the Gaussian case, MLE and GLS perform better than the methods which do not assume Gaussianity, but the improvement is slight. In the \( T_4 \) and log-normal case, the EL procedures perform substantially better than the other methods. Finally, for the gamma case, the hybrid method seems to outperform the other methods, followed closely by the EL methods; however, the differences between the methods are not substantial.
In Figure 2.4, all methods converge more than 95% of the time in all distributions, except for the log-normal case. In this case, the WLS procedure still only converges roughly 90% at $n = 1000$.

### 2.4.3 Confidence regions

We examine the coverage frequencies of joint confidence regions for the parameters $\beta_{uv}$ and $\omega_{uv}$. We construct Wald regions using the estimates of $\text{Var}(\hat{\theta})$ from the Gaussian MLE, GLS, and WLS. We also calculate a sandwich variance estimator using the Gaussian likelihood as the estimating equations and the asymptotic EL variance via Qin and Lawless (1994).
Figure 2.3: Log mean relative squared estimation error in $\Sigma$ over 1000 simulations, plotted versus the sample size. Average is only taken on simulations in which all methods converged. A- adjusted EL; E- empirical likelihood; G- generalized least squares; H- hybrid Gauss/EL; M- Gaussian MLE; W- weighted least squares.

Alternatively, we calculate the EL at $(B_0, \Omega_0)$ using original EL, EEL, AEL. We then compare the resulting EL ratio to its asymptotic $\chi^2$ distribution. If a method does not converge, we count this as a case in which the confidence region does not cover the true parameters.

At each sample size and error distribution, we construct 1000 graphs with 6 nodes, 8 directed edges and 4 bidirected edges from the procedure described in Section 2.4.1. For the $T$ distribution, we increase the degrees of freedom to 7 to ensure Proposition 2.1 applies. The coverage rates for 90% confidence intervals are shown in Figure 2.5. Based on the displayed results, regions obtained from the Gaussian MLE and GLS can only be recommended when the errors are (close to) Gaussian. The EEL method performs the best, staying close to
the parametric methods in the Gaussian case and doing the best in most non-Gaussian
scenarios. The sandwich method is another good choice. However, we also observe that in
order to achieve nominal coverage levels very large sample sizes may be required.

2.4.4 Protein signaling network

Sachs et al. (2005, Figure 2) present a signaling network of 11 observed molecules and 13
unobserved molecules. The black edges in Figure 2.6 give a plausible mixed graph representa-
tion of that network and was also considered by Drton et al. (2017). A log-transformation
of the available protein expression data improves Gaussianity but leaves the distribution
of some of the variables skewed and/or multimodal. We consider two separate tests; each compares the SEM sub-model corresponding to the graph of black edges against a full model which adds one of the two red edges also shown in Figure 2.6. Note that the added red edge from Mek → PKA induces a directed cycle. For the log-transformed data, we perform a Gaussian as well as an empirical likelihood ratio test. For the test involving the directed edge Mek → PKA, the Gaussian LR is .416 (p-value = .52) and the ELR is 4.379 (p-value = .04). For the test involving the bidirected edge Akt ↔ PIP2, the Gaussian LR is 15.216 (p-value < .001) and the ELR is .782 (p-value = .37). While we do not have a certified gold standard network, and the implicit assumption of linearity may not be appropriate for all postulated relationships, these examples present situations in which the Gaussian assumption
is particularly inappropriate and may cause concerns for a practitioner.

2.5 Discussion

In this chapter, we showed that EL methods are an attractive alternative for estimation and testing of non-Gaussian linear SEMs. Our approach of profiling out the error covariance matrix $\Omega$ drastically reduces computational effort and creates a far more tractable and reliable estimation procedure. Furthermore, we showed that the use of AEL may further improve convergence of optimizers, particularly, when the sample size is small and the errors are skewed. EEL was seen to drastically improve the coverage rate of the joint confidence intervals.

Our EL methods are applicable under very few distributional assumptions, all the while allowing statistical inference in close to analogy to parametric modeling. When the data is non-Gaussian, the modified EL methods outperform the other methods we considered in almost all scenarios we explored. This concerns the proportion of times a valid estimate is returned, statistical efficiency, and also confidence region coverage. While there remains significant room for improvement in the design of confidence regions, we conclude that EL
methods are a valuable tool for applications of linear SEMs to non-Gaussian data.
Chapter 3

CAUSAL DISCOVERY OF HIGH-DIMENSIONAL DIRECTED ACYCLIC GRAPHS

3.1 Introduction

Randomized experiments are the gold standard for inferring causal relationships. However, experiments can be expensive and time consuming, unethical, or simply impossible given available technology. Observational studies thus remain an important source of information for many problems, and proposing causal relationships based on analysis of observational data is valuable for hypothesis generation and accelerating scientific discovery. In this chapter, we consider the case where the underlying causal structure is unknown and is actually the target of estimation. In this framework, positing causal structure is equivalent to selecting an appropriate graph, and we propose a method which can recover the exact causal structure from observational data even when the number of variables, \( p \), exceeds the number of samples, \( n \).

We restrict the focus of this chapter to directed acyclic graphs (DAGs). When compared to the previous setting, there are two main restrictions. First, we assume \( E_{\epsilon_i} = \emptyset \), so that there is no unobserved confounding. This assumption is sometimes referred to as causal sufficiency (Spirtes et al., 2000). Under this assumption, the elements of the error vectors \( \epsilon_i \) are mutually independent and jointly follow the product distribution \( \otimes_{\epsilon_i} P_v \) where \( P_v \) is the univariate distribution of \( \epsilon_{vi} \). We also assume that the graph \( G \) corresponding to the true model does not contain any directed cycles. This implies that there exists some ordering of the variables, \( \sigma \), such that \( \beta_{vu} \) is constrained to be zero unless \( \sigma(u) < \sigma(v) \). Note that in this setting, \( u \in an(v) \) implies \( v \notin an(u) \).
3.1.1 Previous work

In general, discovery of causal structure from observational data is difficult because of the super-exponential set of possible models, some of which may be indistinguishable from others. This can be especially complicated in settings where the number of variables, $p$, is comparable or even exceeds the number of samples, $n$. Despite the inherent difficulty of inferring the structure of a causal model from observational data, many methods for causal discovery have been developed and have seen fruitful applications; see Drton and Maathuis (2017) for an overview of general structure learning approaches. In particular, the celebrated PC algorithm (Spirtes et al., 2000) is a constraint-based method which first discovers a set of conditional independence relationships and then identifies the associated Markov equivalence class. Such an equivalence class contains all acyclic digraphs that are compatible with given conditional independence relationships. Kalisch and Bühlmann (2007) show if the maximum total degree of the graph is controlled and the data is Gaussian, then in the high-dimensional setting the PC algorithm can consistently recover the Markov equivalence class of the true generating model. Harris and Drton (2013) extend the result to Gaussian copula models using rank correlations.

Aside from constraint based methods, Chickering (2002) proposes Greedy Equivalent Search (GES), which consistently identifies the global maximum under certain conditions on the scoring function. Nandy et al. (2015) show that GES is also consistent in the high dimensional setting if the underlying structure is suitably sparse.

The previously mentioned methods are able to consistently identify a Markov equivalence class. Within a Markov equivalence class, the presence or absence of an edge between any pair of nodes is the same for all graphs; however, in general, the orientation of the edges may differ, resulting in a set of possible graphs which grows exponentially with the number of nodes; see Steinsky (2013) and He et al. (2015) for results on the size and number of Markov equivalence classes. Figure 3.1 shows all 3 node graphs with two edges such that nodes 1 and 2 as well as nodes 2 and 3 are adjacent. In model (a), variables 1 and 3 are
Figure 3.1: The Markov equivalence class of graph (a) is a singleton. However, graph (b), (c) and (d) are Markov equivalent.

marginally independent, while in models (b), (c), and (d), 1 and 3 are only conditionally independent given 2. Hence, model (a) can be distinguished from models (b), (c), and (d) using conditional independence tests; however, models (b), (c), and (d) are mutually indistinguishable. Although Maathuis et al. (2009) provide a procedure for bounding the size of a causal effect over graphs within an equivalence class, scientific interpretation of the set of possibly conflicting graphs can be difficult.

In contrast, it has been shown that under various additional assumptions, the exact graph structure, not simply the equivalence class, can be recovered from observational data. Loh and Bühlmann (2014) and Peters and Bühlmann (2014) show that when the variances of $\varepsilon$ are equal (or known up to ratios), the exact graph can be recovered.

Shimizu et al. (2006) show when the data follow a linear non-Gaussian acyclic model (LiNGAM), which corresponds exactly to our DAG setting with non-Gaussian errors, the exact graph structure, not just the equivalence class, can be uniquely identified from observational data. In this setting, models (a), (b), (c), and (d) from Figure 3.1 would all be mutually distinguishable. Shimizu et al. (2006) appeal to results on independent component analysis (ICA), a procedure which finds a linear transformation of the data that minimizes the mutual information (Comon, 1994). In subsequent work, Shimizu et al. (2011) propose the DirectLiNGAM method which iteratively selects a causal ordering by computing pairwise statistics. Hyvärinen and Smith (2013) extend this work by proposing new pairwise test statistics. However, all of the proposed methods are inconsistent in high-dimensional settings that allow the number of variables to scale as fast or faster than the sample size.

In contrast to the ICA proof of Shimizu et al. (2006), we consider a more algebraic
approach and show that specific polynomials of the moments of $Y$ vanish for some of the graphs, but in general, not for others. For example, suppose the errors of SEM $\varepsilon$ have mean 0, are mutually independent, and $\mathbb{E}(\varepsilon_v^3) \neq 0$ for $v = 1, 2, 3$. Then model (b) implies

$$
\frac{\mathbb{E}(Y_1^2Y_2)}{\mathbb{E}(Y_1^3)} = \frac{\mathbb{E}(\varepsilon_1^3(\beta_{21}\varepsilon_1 + \varepsilon_2))}{\mathbb{E}(\varepsilon_1^3)} = \beta_{21} \frac{\mathbb{E}(\varepsilon_1^3)}{\mathbb{E}(\varepsilon_1^3)} = \frac{\mathbb{E}(Y_1Y_2)}{\mathbb{E}(Y_1^2)},
$$

so that

$$
\mathbb{E}(Y_1^2Y_2)\mathbb{E}(Y_1^2) - \mathbb{E}(Y_1^3)\mathbb{E}(Y_1Y_2) = 0.
$$

However, models (c) implies

$$
\frac{\mathbb{E}(Y_1^2Y_2)}{\mathbb{E}(Y_1^3)} = \frac{\mathbb{E}((\varepsilon_1 + \beta_{12}\varepsilon_2)^2\varepsilon_2))}{\mathbb{E}((\varepsilon_1 + \beta_{12}\varepsilon_2)^3)} = \frac{\beta_{12}^2\mathbb{E}(\varepsilon_2^3)}{\mathbb{E}((\varepsilon_1 + \beta_{12}\varepsilon_2)^3)} = \frac{\beta_{12}\mathbb{E}(\varepsilon_2^3)}{\mathbb{E}((\varepsilon_1 + \beta_{12}\varepsilon_2)^2)},
$$

so that in general

$$
\mathbb{E}(Y_1^2Y_2)\mathbb{E}(Y_1^2) - \mathbb{E}(Y_1^3)\mathbb{E}(Y_1Y_2) \neq 0.
$$

The analysis of similar polynomials of other moments could be used to mutually distinguish all other graphs.

### 3.1.2 Contribution

In this chapter, we consider the LiNGAM case, as in Shimizu et al. (2006). We propose a modified DirectLiNGAM algorithm and show under certain conditions and choice of tuning parameter, that it consistently recovers a single graph corresponding to the generating mechanism, even in the high-dimensional setting and under slight model misspecification. For the method, we propose a new test statistic which encodes causal direction and is suitable for
the high-dimensional case. Most notably, our theoretical analysis considers restricting the maximum in-degree of the graph and assumes that the data follow a log-concave distribution. Our theoretical guarantees also apply to hub graphs where the maximum out-degree may grow with the size of the graph. This corresponds to many observed biological networks (Hao et al., 2012) which do not satisfy the conditions needed for high-dimensional consistency of the PC algorithm (Kalisch and Bühlmann, 2007).

3.2 Causal discovery setup

Before we introduce the discovery algorithm, we make a few useful definitions, and, in particular, define our test statistic.

3.2.1 Parental faithfulness

For \( v_j \in V \), let \( l = (v_1, v_2, \ldots, v_z) \) be a directed path in \( G \), so \((v_j, v_{j+1}) \in E\) for all \( j \). Given coefficients \((\beta_{vu})_{(u,v) \in E}\), the path weight of \( l \) is

\[
W(l) = \prod_{j=1}^{z-1} \beta_{v_{j+1},v_j}.
\]

Let \( \mathcal{L}_{v,u} \) be the set of all directed paths from \( u \) to \( v \). The total effect of \( u \) on \( v \) is

\[
\pi_{vu} = \sum_{l \in \mathcal{L}_{v,u}} W(l). \tag{3.1}
\]

The total direct effect also characterizes the conditional mean where

\[
\pi_{vu} = \mathbb{E}(Y_v|Y_u = y + 1) - \mathbb{E}(Y_v|Y_u = y)
\]

and \( \pi_{vu} = 0 \) unless \( u \in \text{An}(v) \). By convention, we let \( \pi_{vv} = 1 \). We can also conveniently calculate \( \pi_{vu} \) without enumerating all paths by inverting \( I - B \). Indeed, the matrix of total effects \( \Pi = (\pi_{vu})_{u,v \in V} \) is \( \Pi = (I - B)^{-1} \).
An important approach to causal discovery begins by inferring relations such as conditional independence and then determines graphs compatible with empirically found relations. For this approach to succeed it is important that the considered relations correspond to structure in the graph $G$ as opposed to special choice of parameters such as the coefficients $\beta_{vu}$. In the context of conditional independence, the assumption that any relation present in an underlying joint distribution $P \in \mathcal{P}(G)$ corresponds to the absence of certain paths in $G$ is known as the faithfulness assumption; see Uhler et al. (2013) for a detailed discussion of this assumption. For the purpose of our work, we define a weaker condition which we refer to as parental faithfulness. In particular, if $u \in \text{pa}(v)$, we require that the total effect of $u$ on $v$ does not vanish when we modify the considered distribution by regressing $v$ onto any set of its non-descendants.

Formally, let $\Sigma = \mathbb{E}_P(Y_i Y_i')$ be the covariance matrix of the, for convenience, centered random vector $Y_i \sim P$. Let $\Sigma_{CC}$ be the principal sub-matrix for a choice of indices $C \subseteq V$, and for given $v \in V \setminus C$, let $\Sigma_{Cv}$ be the sub-vector comprised of the entries in places $(c,v)$ for $c \in C$. Let

$$
\beta_{vC} := (\beta_{vc.C})_{c \in C} = (\Sigma_{CC})^{-1}\Sigma_{Cv}
$$

be the population regression coefficients when $v$ is regressed onto $C$. The quantity $\beta_{vc.C}$ is defined even if $(c,v) \notin E$, and in general $\beta_{vc.C} \neq \beta_{vc}$ even if $(c,v) \in E$. A pair $(u,v) \in E$ is parentally faithful if for any set $C \subseteq V \setminus \{\text{de}(v), v, u\}$, the residual total effect

$$
\pi_{vu,C} := \pi_{vu} - \sum_{c \in C} \beta_{vc.C} \pi_{cu} \neq 0.
$$

If this holds for every pair $(u,v) \in E$, we say that the joint distribution $P$ is parentally faithful with respect to $G$. The condition also trivially implies that $\beta_{vu} \neq 0$ if $(u,v) \in E$. Clearly, parental faithfulness only pertains to the linear coefficients and errors variances, and the choices for which parental faithfulness fails form a set of (Lebesgue) measure zero. The concept is exemplified in Figure 3.2.
Figure 3.2: In (a), the choice \( \beta_{31} = \beta_{21} = 1 \) and \( \beta_{32} = -1 \) results in parental unfaithfulness because \( \pi_{31,0} = 0 \). In (b), the choice \( \beta_{31} = \beta_{32} = \beta_{42} = 1 \), \( \beta_{41} = 2 \), and \( \mathbb{E}(\varepsilon_1^2) = \mathbb{E}(\varepsilon_2^2) = \mathbb{E}(\varepsilon_3^2) = 1 \) results in parental unfaithfulness because \( \pi_{42,0} = 0 \).

3.2.2 Test statistic

In general, reliable determination of the causal direction between \( u \) and \( v \) requires all confounding to be removed. The DirectLiNGAM method of Shimizu et al. (2011) achieves this by adjusting \( v \) and \( u \) for all \( x \) such that \( \sigma(x) < \sigma(v) \) and \( \sigma(x) < \sigma(u) \). However, this results in adjusting for a growing set of variables and propagates error proportional to the number of variables, rendering high-dimensional estimation inconsistent, or impossible when the size of the adjustment set exceeds the sample size. On the other hand, if error propagation is limited by restricting the size of the adjustment sets, this may result in cases where confounding is not completely removed. The method we present below provides a solution to this problem via the use of a test statistic that can simultaneously certify causal direction and a lack of confounding.

Shimizu et al. (2011) calculate the kernel based mutual information between \( v \) and the residuals of \( u \) when it is regressed onto \( v \). Under the suitable version of faithfulness, the corresponding population information is positive if and only if \( v \in \text{de}(u) \) or there is uncontrolled confounding between \( v \) and \( u \), that is, \( u \) and \( v \) have a common ancestor even when certain edges are removed from the graph. Hence, the mutual information can be used to test the hypothesis that \( v \notin \text{de}(u) \) versus the hypothesis that \( v \in \text{de}(u) \) or there is confounding between \( u \) and \( v \). Unfortunately, calculating the mutual information can be quite computationally burdensome, so Hyvärinen and Smith (2013) propose a different parameter
\( R_{vu} \). Without confounding, \( R_{vu} \) is positive if \( v \) is an ancestor of \( u \) and negative if \( u \) is an ancestor of \( v \). With confounding, however, the parameter can take either sign, so it cannot be reliably used if we remain uncertain about whether or not confounding occurs.

We propose a parameter and corresponding statistic which possesses the same properties as the mutual information used by Shimizu et al. (2011). However, it is computationally inexpensive and can be used tractably, even in very large graphs, similar to the statistic of Hyvärinen and Smith (2013). Our statistic is also a rational function of the sample moments of \( Y \) which facilitates analysis of error propagation.

Using the population regression coefficients \( \beta_{vc,C} \) from (3.2), define for any \( i \) the residual

\[
Y_{vi,C} = Y_{vi} - \sum_{c \in C} \beta_{vc,C} Y_{ci}
\]

from the regression of \( v \) onto the set \( C \).

**Theorem 3.1.** Let \( P \in \mathcal{P}(G) \) be a distribution in the model given by an acyclic digraph \( G \), and let \( Y_i \sim P \). For \( K > 2 \), two distinct nodes \( u \) and \( v \), and any set \( C \subseteq V \setminus \{u,v\} \), define

\[
\tau_{v,C \rightarrow u}^{(K)} := \mathbb{E}_P(Y_{vi,C}^{-1}Y_{ui})\mathbb{E}_P(Y_{vi,C}^2) - \mathbb{E}_P(Y_{vi,C}^{K})\mathbb{E}_P(Y_{vi,C}Y_{ui}).
\]  

(i) If \( u \notin \text{pa}(v) \) and \( \text{pa}(v) \subseteq C \subseteq V \setminus \{\text{de}(v),v,u\} \), then

\[
\tau_{v,C \rightarrow u}^{(K)} = 0.
\]

(ii) Suppose \( P \) is parentally faithful with respect to \( G \). If \( u \in \text{pa}(v) \) and \( C \subseteq V \setminus \{\text{de}(v),v,u\} \), then for generic error moments up to order \( K > 2 \), we have

\[
\tau_{v,C \rightarrow u}^{(K)} \neq 0.
\]

Estimators \( \hat{\tau}_{v,C \rightarrow u}^{(K)} \) of the parameter from (3.4) are naturally obtained from empirical regression coefficients and empirical moments.
In Theorem 3.1(ii), the term *generic* indicates that the set of error moments for which this statement does not hold has measure zero. Given that there is a finite number of sets \( C \subset V \), the union of all exceptional sets is also a null set. A detailed proof of Theorem 3.1 is included in the Appendix. Claim (i) can be shown via direct calculation, and we give a brief sketch of (ii) here. For fixed coefficients \((\beta_{vu})(u,v)\in E\) and set \( C \subset V \), \( \tau_{v,C\rightarrow u}^{(K)} \) is a rational function of the error moments. Thus existence of a single choice of error moments for which \( \tau_{v,C\rightarrow u}^{(K)} \neq 0 \) is sufficient to show that the statement holds for generic error moments. As the argument boils down to showing that a certain polynomial is not the zero polynomial (Okamoto, 1973), the choice considered need not necessarily be realizable by a particular distribution. In particular, we choose all moments of order less than \( K \) equal to those of the centered Gaussian distribution with variance \( \sigma^2_v = \mathbb{E}(\varepsilon^2_v) \), but for the \( K \)th moment we add an offset \( \eta_v > 0 \), so

\[
\mathbb{E}(\varepsilon^K_v) = \begin{cases} 
\eta_v & \text{if } K \text{ is odd,} \\
(K-1)!!\sigma^K_v + \eta_v & \text{if } K \text{ is even,}
\end{cases}
\] (3.5)

where \((K-1)!!\) is a double factorial. If there is no confounding between \( Y_{v,C} \) and \( Y_u \), that is, no ancestor of \( u \) is the source of a directed path to \( v \) that avoids \( C \cup \{u\} \), then

\[
\tau_{v,C\rightarrow u}^{(K)} = \pi_{vu,C} (\pi_{vu,C}^{K-2} \eta_u \sigma^2_v - \eta_v \sigma^2_u)
\] (3.6)

with \( \pi_{vu,C} \) being the residual total effect from (3.3). By the assumed parental faithfulness, \( \pi_{vu,C} \neq 0 \), and a choice of \( \eta_u \neq \frac{\eta_v \sigma^2_u}{\pi_{vu,C} \sigma^2_v} \) thus implies \( \tau_{v,C\rightarrow u}^{(K)} \neq 0 \). A more involved but similar argument can be made in the case of confounding.

**Corollary 3.1.** Let \( P_v \) and \( P_u \) be two distributions that each have all moments up to order \( K \) equal to those of some Gaussian distribution. Then there exists a graph \( G \), for which \( u \in \text{pa}(v) \), and distributions \( P \) which are parentally faithful with respect to \( G \), but

\[
\tau_{v,C\rightarrow u}^{(K)} = 0
\]
for some set $C \subseteq V \setminus \{\text{de}(v), v, u\}$.

Proof. The moments of $P_v$ and $P_u$ satisfy (3.5) with $\eta_v = \eta_u = 0$. Consequently, if there exists a set $C$ such that there is no confounding between $Y_{v,C}$ and $Y_u$, then $\tau_{v,C\to u}$ satisfies (3.6), the right-hand side of which is zero when $\eta_v = \eta_u = 0$. \hfill \Box

Corollary 3.1 confirms that indeed the null set to be avoided in Theorem 3.1(ii) contains any point for which all error moments are consistent with some Gaussian distribution. Thus, our identification of causal direction requires that the error moments of order at most $K$ be inconsistent with all Gaussian distributions. In practice, we consider the case $K = 3, 4$. We refer readers to Hoyer et al. (2008a) for a full characterization of when graphs with both Gaussian and non-Gaussian errors are identifiable.

We now define $P_{F_K}(G)$ to be the subset of $P(G)$ comprised of those joint distributions $P$ for which $\tau_{v,C\to u}^{(K)} \neq 0$ whenever $u \in \text{pa}(v)$ and $C \subseteq V \setminus \{\{u, v\} \cup \text{de}(v)\}$. For fixed graph $G$, the set of linear coefficients and error moments up to order $K$ that induce an element of $P(G) \setminus P_{F_K}(G)$ has measure zero. This set difference includes distributions which are not parentally faithful with respect to $G$ and distributions for which there exist a parent/child pair for which both error distributions have Gaussian moments up to order $K$.

We now state a corollary about a parameter which can be used to test whether some node $v$ has a parent in some set $V_2 \subset V$.

**Corollary 3.2.** Let $P \in P(G)$, let $v \in V$, and consider two disjoint sets $V_1, V_2 \subseteq V \setminus \{v\}$. For a chosen non-negative integer $J$, define

$$T_1^{(K)}(v, V_1, V_2) := \min_{C \in V_1(J)} \max_{u \in V_2} |\tau_{v,C\to u}^{(K)}|,$$

$$T_2^{(K)}(v, V_1, V_2) := \max_{u \in V_2} \min_{C \in V_1(J)} |\tau_{v,C\to u}^{(K)}|,$$

where $V_1(J) = \{C \subseteq V_1 : |C| = J\}$ if $J \leq |V_1|$ and $V_1(J) = V_1$ if $J \geq |V_1|$.

(i) If $|\text{pa}(v)| \leq J$ and $\text{pa}(v) \subseteq V_1 \subseteq V \setminus \text{de}(v)$, then $T_1^{(K)}(v, V_1, V_2) = T_2^{(K)}(v, V_1, V_2) = 0$. 


(ii) Suppose $\beta_{vu} \neq 0$ for all $u \in \text{pa}(v)$. If $V_2 = \{\text{de}(V_2) \cup V_2\}$ and $\text{pa}(v) \cap V_2 \neq \emptyset$, then for generic error moments of order up to $K$, we have $T_1^{(K)}(v, V_1, V_2) > 0$ and $T_2^{(K)}(v, V_1, V_2) > 0$.

Proof. Statement (i) follows immediately from Theorem 3.1. Now consider Statement (ii). Since, $\text{pa}(v) \cap V_2 \neq \emptyset$, but $V_2 = \{\text{de}(V_2) \cup V_2\}$, there must exist some $u \in \text{pa}(v) \cap V_2$ such that $\text{de}(u) \cap \text{pa}(v) = \emptyset$. For that $u$ and any $C \subseteq V_1$, the residual total effect is

$$\pi_{vu,C} = \beta_{vu} - \sum_{c \in C} \beta_{vc,C} \pi_{cu} = \beta_{vu}$$

because the assumed fact $\text{de}(V_2) \cap V_1 = \emptyset$ implies that $\pi_{cu} = 0$ for all $c \in C$. In addition, $\text{de}(v) \cap \text{pa}(v) = \emptyset$ implies that $\pi_{vu} = \beta_{vu}$ and we have assumed $\pi_{vu,C} = \beta_{vu} \neq 0$. Now, $\pi_{vu,C} = \beta_{vu} \neq 0$ by assumption. Thus, as shown in Theorem 3.1, generic error moments will ensure that $|\tau^{(K)}_{v,C \rightarrow u}| > 0$, which in turn implies that $T_1^{(K)}(v, V_1, V_2) > 0$ and $T_2^{(K)}(v, V_1, V_2) > 0$.

Note that Theorem 3.1(ii) requires parental faithfulness since we consider arbitrary $u \in \text{pa}(v)$, whereas Corollary 3.2(ii) only requires that $\beta_{uv} \neq 0$ since we take the max over a set which contains all of its own descendants. Statistics $\hat{T}_j^{(K)}(v, V_1, V_2)$ estimating $T_j^{(K)}(v, V_1, V_2)$ for $j = 1, 2$ can be calculated from the sample moment based estimates $\hat{\tau}_{v,C \rightarrow u}$. In the remainder of the chapter, when making statements which apply to both parameters or corresponding statistics, we drop the subscript 1 or 2 and simply write $T$ or $\hat{T}$. In addition, as we will always fix $K$, in later sections we also lighten notation by omitting the superscript, so writing $T(v, V_1, V_2)$, $\tau_{v,C \rightarrow u}$ and $\hat{\tau}_{v,C \rightarrow u}$.

3.3 Graph estimation algorithm

We now present a modified DirectLiNGAM algorithm which estimates the underlying causal structure. At each step, we identify a root, a node without a parent; then recur on the sub-graph induced by removing the identified root. After step $z$, we will then have a $z$-tuple,
\( \Theta^{(z)} \), which is the topological ordering of the roots identified so far, and \( \Psi^{(z)} = V \setminus \Theta^{(z)} \), which are the remaining unordered nodes. We say that \( \Theta^{(z)} \) is consistent with a valid ordering of \( G \) if for every \( s, t \leq z, s < t \) only if \( \Theta^{(z)}_t \) is not an ancestor of \( \Theta^{(z)}_s \) and \( \Theta^{(z)} \cap \text{de}(\Psi^{(z)}) = \emptyset \).

For each step, we select the next node in a causal ordering by selecting the node with the smallest test statistic \( \hat{T}(v, C_v^{(z)}, \Psi^{(z-1)}) \) for some \( C_v^{(z)} \subseteq \Theta^{(z-1)} \).

**Algorithm 1 Estimate Graph**

1: \( \Theta^{(0)} = \emptyset; \Psi^{(0)} = [p] \);
2: for \( z = 1, \ldots, p \) do
3:   for \( v \in \Psi^{(z-1)} \) do
4:      Select the set of possible parents \( C_v^{(z)} \subseteq \Theta^{(z-1)} \)
5:      Compute \( \hat{T}(v, C_v^{(z)}, \Psi^{(z-1)}) \)
6:   end for
7:   \( r = \arg\min_{v \in \Psi^{(z-1)}} \hat{T}(v, C_v^{(z)}, \Psi^{(z-1)}) \)
8:   \( \Theta^{(z)} = (\Theta^{(z-1)}, \{r\}) \)
9:   \( \Psi^{(z)} = \Psi^{(z-1)} \setminus \{r\} \)
10: end for
11: Prune ancestors to form parents \( C^*_v \) for all \( v \in V \)
12: return \( \Theta^{(p)} \) as the topological ordering; \( \{C^*_v\}_{v \in V} \) as the set of parents

In contrast to the DirectLiNGAM method, the proposed algorithm does not adjust for all non-descendants, but only for subsets of limited size. This is required for meaningful regression residuals when the number of variables exceeds the sample size and also limits error propagation from the estimated linear coefficients; however, it results in higher computational burden. If we naively allow \( C_v^{(z)} = \Theta^{(z-1)} \), the number of subsets \( C \subseteq C^{(z)} \) such that \( |C| = J \) grow at \( O(z^J) \), presenting an enormous computational effort even for moderate values of \( p \) and \( J \). Thus, we reduce computation by pruning nodes which are not parents of \( v \) by letting

\[
C_v^{(z)} = \left\{ p \in \Theta^{(z-1)} : \min_{C \subseteq \Theta^{(z-1)} \setminus \{p\}, |C| \leq J} \hat{T}_{v, C \rightarrow p} > g^{(z)} \right\}
\]  

(3.10)

for some cut-off \( g^{(z)} \). In practice, specifying an explicit value for \( g^{(z)} \) a priori can be difficult,
so we use a data-driven rising cut-off \( g^{(z)} = \max(g^{(z-1)}, \alpha \hat{T}(r, C_r^{(z)}, \Psi^{(z-1)})) \) where \( r \) is the root selected at step \( z \) and \( \alpha \) is a non-negative tuning parameter. A larger value of \( \alpha \) prunes more aggressively, decreasing the computational effort. However, setting \( \alpha \) too large could result in incorrect estimates if some parent of \( v \) is incorrectly pruned from \( C_v^{(z)} \). Section 3.3.1 further discusses selecting an appropriate \( \alpha \).

For fixed \( C_v^{(z)} \), \( \Psi^{(z-1)} \), and \( v \), the signs of \( T_1 \) (min-max) and \( T_2 \) (max-in) will always agree, so both could be used to certify whether \( \pa(v) \cap \Psi^{(z-1)} = \emptyset \). However, when the parameters are positive, \( T_1 \geq T_2 \), so the min-max statistic may be more robust to sampling error when testing if the parameter is non-zero. However, it comes at a greater computational cost. At each step, \( \Psi^{(z)} \) decreases by a single node and \( C_v^{(z)} \) may grow by a single node. If the \( |\Psi|^2 \) values of \( \min_{C \in \mathcal{C}_i^{(z-1)}} \hat{T}_{v,C \rightarrow u} \) values have been stored, updating \( \hat{T}_2 \), the max-min, only requires testing the \( \binom{|C_v^{(z)}|}{J-1} \) subsets of \( C_v^{(z)} \) which include \( C_v^{(z-1)} \setminus C_v^{(z)} \), the variable selected at the previous step. Updating the min-max statistic without redundant computation would require storing the \( \mathcal{O}(|\Psi|^2 z^J) \) values of \( \tau_{v,C \rightarrow u} \). In practice, we completely recompute \( \hat{T}_1 \) at each step. Section 3.4 demonstrates this trade-off between computational burden and robustness on simulated data.

### 3.3.1 Deterministic statement

In Theorem 3.2 we make a deterministic statement about sufficient conditions for which Algorithm 1 will output a specific graph \( G \) when given data \( Y \in \mathbb{R}^{n \times p} \). We assume each row of \( Y \), \( Y_i \sim P_Y \), but we allow model misspecification so that \( P_Y \) may not be in \( \mathcal{P}(G) \) for any acyclic digraph \( G \). However, we require that the sample moments of \( Y \) are close enough to the population moments for some distribution \( P \in \mathcal{P}(G) \). For notational convenience, for \( H \subseteq V \) and \( \alpha \in \mathbb{R}^{|H|} \), let \( \hat{m}_{H,\alpha} = \frac{1}{n} \sum_{i} \left( \prod_{v \in H} Y_{vi}^{\alpha_v} \right) \) denote a sample moment estimated from data \( Y \), and let \( m_{H,\alpha} = \mathbb{E}_P \left( \prod_{v \in H} Z_v^{\alpha_v} \right) \) denote a population moment for \( Z \sim P \).

**Condition (C1).** For some \( p \)-variate distribution \( P \), there exists a DAG \( G \) with \( |\pa(v)| \leq J \) for all \( v \in V \) such that:
(a) For all $v, u \in V$ and $C \subseteq V \setminus \{u, v\}$ with $|C| \leq J$ and $C \cap \text{de}(v) = \emptyset$; if $u \in \text{pa}(v)$ then the population quantities for $P$

$$|\tau_{v, C \rightarrow u}^{(K)}| > \gamma,$$

for some constant $\gamma > 0$.

(b) For all $v, u \in V$ and $C \subseteq V \setminus \{v, u\}$ with $|C| \leq J$ and $\text{pa}(v) \subseteq C \subseteq V \setminus \text{de}(v)$, if $u \notin \text{pa}(v)$, then the population quantities for $P$ satisfy

$$\tau_{v, C \rightarrow u}^{(K)} = 0.$$

Condition (C2). The population covariance of $P$ has minimum eigenvalue $\lambda_{\min} > 0$.

Condition (C3). All population moments of $P$ up to degree $K$, $m_{V, \alpha}$ for $|\alpha| \leq K$, are bounded by a constant $\infty > M > \max(1, \lambda_{\min}/J)$ for positive integer $J$.

Condition (C4). All sample moments of $Y$ up to degree $K$, $\hat{m}_{V, \alpha}$ for $|\alpha| \leq K$, are within $\delta_1$ of the corresponding population values of $P$ with $\delta_1 < \lambda_{\min}/(2J)$.

The constraint in Condition (C3) that $M > \max(1, \lambda_{\min}/J)$ is only used to facilitate simplification of the error bounds, and not otherwise necessary. Condition (C1) is a faithfulness type assumption on $P$, and in Theorem 3.2 we make a further assumption on $\gamma$ which ensures strong faithfulness. However, it is not strictly stronger or weaker than the typical strong faithfulness type assumption used in the Gaussian case. In particular the condition requires the linear coefficients and error moments to be jointly “sufficiently parentally faithful” and “sufficiently non-Gaussian,” so even if the linear coefficients would not have otherwise satisfied strong faithfulness, sufficiently non-Gaussian moments could still ensure the strong faithfulness condition holds. Also, since we first make a deterministic statement, we do not actually make any assumption about the sample moments of $Y$ being close to the true moments of $Y \sim P_Y$, but instead require that the sample moments are close to the true moments of some $P$, which may not be equivalent to $P_Y$.

Theorem 3.2. For some $p$-variate distribution $P$ and data $Y = (Y_1, \ldots, Y_n)$:
(i) Suppose (C1) holds. Then there exists a DAG $G$ such that $P \in \mathcal{P}_{F_K}(G)$ and $G$ is unique such that $P \notin \mathcal{P}_{F_K}(\tilde{G})$ for any other DAG $\tilde{G}$ with maximum in-degree $\leq J$.

(ii) Furthermore, suppose (C1)-(C4) hold for constants which satisfy

$$\gamma / 2 > \delta_3 := 4M\delta_1 \left[ 16(3^K)(J + K)^K J^{(K+4)/2} M^{K+1} \right] \lambda_{\text{min}}^{K+1} + 2 \left( \delta_1 \left[ 16(3^K)(J + K)^K J^{(K+4)/2} M^{K+1} \right] \lambda_{\text{min}}^{K+1} \right)^2.$$  \hspace{1cm} (3.11)

Then with pruning parameter $g = \gamma / 2$, Algorithm 1 will output $\hat{G} = G$.

The main result of Theorem 3.2 is part (ii). The identifiability of a DAG from infinite data was previously shown by Shimizu et al. (2006) by appealing to results for independent component analysis; however, our direct analysis of rational functions of $Y$ allows for an explicit tolerance for how sample moments of $Y$ may deviate from the corresponding population moments of $P$. This implicitly allows for model misspecification, which is addressed more explicitly in Corollary 3.3. The proof requires Lemmas 3.1, 3.2 and 3.3 which we develop before presenting the proof of Theorem 3.2. Recall that $\beta_{vC}$ are the population level coefficients when $v$ is regressed onto $C$ and let $\hat{\beta}_{vC}$ denote the coefficients estimated from $Y$.

**Lemma 3.1.** Suppose that (C2), (C3), and (C4) hold. Then for any $v \in V$ and $C \subseteq V$ and $|C| \leq J$,

$$\|\hat{\beta}_{vC} - \beta_{vC}\|_\infty < \delta_2 = 4J^{3/2}M\delta_1 \lambda_{\text{min}}^2.$$

The proof of Lemma 3.1 uses well known results for matrix inversion and is given in the appendix. Recall, that $Y_{vi.C} = Y_{vi} - \sum_{c \in C} \beta_{vc.C} Y_{ci}$. Let $Z_{v.C}$ denote the analogous quantity for $Z \sim P$, and let $\hat{Y}_{vi.C} = Y_{vi} - \sum_{c \in C} \hat{\beta}_{vc.C} Y_{ci}$.

**Lemma 3.2.** Suppose that (C2), (C3), and (C4) hold. Let $s, r$ be non-negative integers such that $s + r \leq K$, and let $Z \sim P$. For any $v, u \in V$ and $C \subseteq V \setminus \{u, v\}$ such that $|C| \leq J$,

$$\left| \frac{1}{n} \sum_i \hat{Y}_{vi.C}^s Y_{ui}^r - \mathbb{E}(Z_{v.C}^s Z_u^r) \right| < \delta_1 \Phi(J, K, M, \lambda_{\text{min}}).$$
where
\[
\Phi(J, K, M, \lambda_{\text{min}}) = \left[ 16(3^K)(J + K)^K \frac{J(K+4)/2}{\lambda_{\text{min}}^{K+1}} \right].
\]

**Proof.** For \( a \in \mathbb{Z}_{\geq 0}^{(|C| + 1)} \), let \( \binom{s}{a} = \frac{s!}{a_1!a_2! \cdots a_{|C|+1}!} \) be the multinomial coefficient. Define the map \( f \) as
\[
f(\beta_{vC}, \{m_{V,\alpha}\}_{|\alpha|=s+r}) = \mathbb{E}_P(Z_v^sZ_u^r) = \mathbb{E}_P \left( \left( Z_v - \sum_{c \in C} \beta_{vc}Z_c \right)^s Z_u^r \right) = \left( Z_u \sum_{|a|=s} \binom{s}{a} \prod_{c \in C} (-\beta_{vc}Z_c)^{a_c} Z_v^a \right) \]
\[
= \sum_{|a|=s} \left[ \binom{s}{a} m_{(C,v,u),(a,r)} \prod_{c \in C} (-\beta_{vc}Z_c)^{a_c} \right].
\]

Since \( a \) is of length \(|C| + 1\), there are \( \binom{|C|+1+s-1}{|C|+1-1} \) moments we consider. By Condition (C3) and (C4), each of the sample moments of \( Y \) is restricted to \( (-M - \delta_1, M + \delta_1) \), and as shown in (A.17) each of the \( \hat{\beta}_{vz.C} \) is restricted to \( \left( -\sqrt{JM / \lambda_{\text{min}}} - \delta_2, \sqrt{JM / \lambda_{\text{min}}} + \delta_2 \right) \). In this domain, the partial derivatives of \( f \) are bounded with
\[
\left| \frac{\partial f}{m_{V,a}} \right| \leq s! \left( \frac{\sqrt{JM}}{\lambda_{\text{min}}} + \delta_2 \right)^s, \quad \text{and}
\]
\[
\left| \frac{\partial f}{\partial \beta_{vz.C}} \right| \leq \sum_{|a|=s \atop a_z > 0} \binom{s}{a} \left| m_{(C,v,u),(a,r)} (-\beta_{vz.C})^{a_z-1} \prod_{c \in C \setminus z} (-\beta_{vc}Z_c)^{a_c} \right| \leq \sum_{|a|=s \atop a_z > 0} \binom{s}{a} s \left( M + \delta_1 \right) \left( \frac{\sqrt{JM}}{\lambda_{\text{min}}} + \delta_2 \right)^{s-1}
\]
\[
\leq (|C| + 1)^s \left( M + \delta_1 \right) \left( \frac{\sqrt{JM}}{\lambda_{\text{min}}} + \delta_2 \right)^{s-1}.
\]

Then by the mean value theorem for some \( \left( \tilde{\beta}_{vC}; \{\tilde{m}_{V,\alpha}\}_{|\alpha|=s+r} \right) \), a convex combination of
\[(\hat{\beta}_{vC}, \{\hat{m}_{V,\alpha}\}_{|\alpha| = s+r}) \text{ and } (\beta_{vC}, \{m_{V,\alpha}\}_{|\alpha| = s+r}),\]

\[
|f(\beta_{vC}, \{m_{V,\alpha}\}_{|\alpha| = s+r}) - f(\hat{\beta}_{vC}, \{\hat{m}_{V,\alpha}\}_{|\alpha| = s+r})| \leq |\nabla f(\tilde{\beta}_{vC}, \{\tilde{m}_{V,\alpha}\}_{|\alpha| = s+r}) - \nabla f(\hat{\beta}_{vC}, \{\hat{m}_{V,\alpha}\}_{|\alpha| = s+r})| \leq |C|\delta_2 \max \left| \frac{\partial f}{\partial \beta_{vz,C}} \right| + (|C| + s) \delta_1 \max \left| \frac{\partial f}{m_{V,\alpha}} \right|
\]

where \(\nabla_\beta\) and \(\nabla_m\) indicate the gradient with respect to the linear coefficients and moments, respectively. The last inequality follows from Hölder’s inequality. Plugging in \(\delta_2\) from Lemma 3.1 yields

\[
\left(\frac{|C| + s}{|C|}\right) \delta_1 \max \left| \frac{\partial f}{m_{V,\alpha}} \right| + |C|\delta_2 \max \left| \frac{\partial f}{\beta_{vz,C}} \right| \leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s \left(M + \delta_1\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s \left(M + \delta_1\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]

\[
\leq \left(\frac{|C| + s}{|C|}\right) \delta_1 \left(\frac{3\sqrt{\lambda_M}}{\lambda_{\min}}\right)^s + |C|\left(\frac{4\sqrt{J}M\delta_1}{\lambda_{\min}} + 4\frac{J^{3/2}M\delta_1}{\lambda_{\min}}\right)^{s-1}
\]
\[ \leq \delta_1 \left[ 8(J + K)^J K \left( \frac{3\sqrt{JM}}{\lambda_{\min}} \right)^K \left( 1 + \frac{JM}{\lambda_{\min}} \right) \right] \]
\[ \leq \delta_1 \left[ 16(J + K)^J K \left( \frac{3\sqrt{JM}}{\lambda_{\min}} \right)^K \left( \frac{JM}{\lambda_{\min}} \right) \right] \]
\[ = \delta_1 \left[ 16(3^K)(J + K)^K K \frac{J(K+4)/2 M^{K+1}}{\lambda_{\min}^{K+1}} \right]. \]

The second inequality holds because we assumed \( J\delta_1/\lambda_{\min} < 1/2 \); the third inequality holds because we assumed \( \delta_1 < M \); the fourth inequality holds because we assumed \(|C| \leq J\) and \( s \leq K \); the fifth inequality holds because we assumed \( JM/\lambda_{\min} > 1 \).

We can now deduce that the distance between \( \hat{\tau}_{v.C \rightarrow u} \) and \( \tau_{v.C \rightarrow u} \) is bounded, which we formally state in the following lemma.

**Lemma 3.3.** Suppose that (C2), (C3), and (C4) hold. Then

\[ |\hat{\tau}_{v.C \rightarrow u} - \tau_{v.C \rightarrow u}| < 4M\delta_1 \Phi(J, K, M, \lambda_{\min}) + 2(\delta_1 \Phi(J, K, M, \lambda_{\min}))^2 = \delta_3 \]

for the function \( \Phi(J, K, M, \lambda_{\min}) \) given in Lemma 3.2.

The proof of Lemma 3.3 is given in the appendix. Using Lemmas 3.1-3.3, we now give a proof of Theorem 3.2.

**Proof.** We first show Theorem 3.2(ii) through induction. By Lemma 3.3 and assuming (3.11), each of the sample statistics \( \hat{\tau}_{v.C \rightarrow u} \) is within \( \delta_3 < \gamma/2 \) of the corresponding population quantity. Thus, any statistic corresponding to a parameter with value 0 is less than \( \gamma/2 \) and by (C1) and the condition on \( \gamma \) in (3.11), all statistics corresponding to a non-zero parameter are greater than \( \gamma/2 \).

Recall that, \( \Theta^{(z)} \), is a topological ordering of nodes, and assume for some step \( z \), that \( \Theta^{(z-1)} \) is consistent with a valid ordering of \( G \). Let \( R^{(z)} = \{v \in \Psi^{(z-1)} : \text{an}(r) \subseteq \Theta^{(z-1)}\} \) so
that any \( r \in R^{(z)} \) is a root in the subgraph induced by \( \Psi^{(z-1)} \) and \( \Theta^{(z)} = (\Theta^{(z-1)}, \{r\}) \) would still be consistent with \( G \).

Setting \( g = \gamma/2 \) does not incorrectly prune any parents, so \( \text{pa}(r) = \mathcal{C}_r^{(z)} \) which in turn implies \( \hat{T}(r, \mathcal{C}_r^{(z)}, \Psi^{(z-1)}) < \gamma/2 \) for any \( r \in R^{(z)} \). Similarly, for any \( v \in \Psi^{(z-1)} \setminus R^{(z)} \), there exists a \( u \in \Psi^{(z-1)} \) such that \( |\hat{\tau}_{v.C \to u}| > \gamma/2 \) for all \( C \subseteq \Theta^{(z-1)} \). Thus,

\[
\hat{T}(r, \mathcal{C}_r^{(z)}, \Psi^{(z-1)}) < \hat{T}(v, \mathcal{C}_v^{(z)}, \Psi^{(z-1)})
\]

for every \( r \in R^{(z)} \) and \( v \in \Psi^{(z-1)} \setminus R^{(z)} \), so \( \text{arg min}_{v \in \Psi^{(z-1)}} \hat{T}(v, \mathcal{C}_v^{(z)}, \Psi^{(z-1)}) \) must be in \( R^{(z)} \) and \( \Theta^{(z)} \) remains consistent with \( G \). The base case for \( z = 1 \) is trivially satisfied since \( \Theta^{(0)} = \emptyset \).

For Theorem 3.2(i), \( P \in \mathcal{P}_{F_K}(G) \) follows directly from the definition. To show uniqueness, we use population quantities so that \( \delta_1 = 0 \) which in turn implies \( \delta_3 = 0 \). Then for any \( \gamma > 0 \), Algorithm 1 will return \( G \). Thus, by 3.2(ii), \( G \) must be unique. \( \square \)

**Remark.** Under the conditions of Theorem 3.2, for \( \alpha \leq 1 \), the tuning parameter described in Section 3.3, the algorithm will return a topological ordering consistent with \( G \), but \( \hat{E} \) may be a superset of \( E \). However, there exists some \( \alpha \geq 1 \) which will recover the exact graph.

The statement in Theorem 3.2 concerned an explicit cut-off \( g \); however, in practice we specify a tuning parameter \( \alpha \) which is easier to interpret and tune. Letting \( \alpha = 1 \) ensures that under the specified conditions, the cut-off \( g^{(z)} < \gamma/2 \), so no parents will be incorrectly pruned and the estimated topological ordering will still be correct. This, however, may not remove all ancestors which are not parents so the estimated edge set may still a superset of the true edge set. Specifically, letting

\[
\alpha = \frac{\min_v \min_{a \in \text{pa}(v)} \min_{C \cap \text{de}(v) = \emptyset} \hat{\tau}_{v.C \to a}}{\max_v \max_{a \in \text{an}(v) \setminus \text{pa}(v)} \min_{C \cap \text{de}(v) = \emptyset} \hat{\tau}_{v.C \to a}} \tag{3.17}
\]

which under the assumptions is strictly greater than 1, will correctly prune ancestors and not parents. However, setting \( \alpha \) too large may result in an incorrect estimate of the ordering since
a true parent may be errantly pruned. Thus, in practice we advocate a more conservative approach of setting $\alpha \leq 1$ which anecdotally is more robust to sampling error and violations of strong faithfulness.

**Remark.** Suppose $P_Y \in \mathcal{P}(G)$ but is not necessarily parentally faithful with respect to $G$. If $\alpha = 0$ and $\beta_{vu} \neq 0$ for any $(u,v) \in E$, then for generic error moments a correct ordering will still be recovered consistently as $\delta_1 \to 0$.

Note that Corollary 3.2(ii) holds even without parental faithfulness. So for generic error moments, $\gamma > 0$ such that $T(v, C_{\Theta}^{z-1}, \Phi^{z-1}) > \gamma$ for all $v \in \Phi^{z-1} \setminus R^{(z)}$ for all steps $z$. However, without parental faithfulness, a parent node may be errantly pruned if $\alpha > 0$. So to ensure Corollary 3.2(i) holds, we need $\text{pa}(r) \subseteq C_{\Theta}^{z-1}$ for all $r \in R^{(z)}$. This is satisfied by letting $C_{\Theta}^{z-1} = \Theta^{z-1}$. For fixed $\gamma$, since $\delta_3 \to 0$ as $\delta_1 \to 0$, then there exists some $\delta_1$ sufficiently small so that $\gamma > 2\delta_3$.

### 3.3.2 High-dimensional consistency

We now consider a sequence of graphs, observations, and distributions indexed by the number of variables $p$: $G^{(p)}$, $Y^{(p)}$, $P_Y^{(p)}$, and $P^{(p)}$. For notational brevity, we do not explicitly include the index $p$ in the notation. The following corollary states conditions sufficient for the deterministic conditions of Theorem 3.2 to hold with probability tending to 1. We make explicit assumptions on $P_Y$ and let $m_{V,\alpha}^*$ denote the population moments of $P_Y$. Again, we allow for misspecification, but make assumptions about the $L^\infty$ distance between population moments of $P_Y$ and some $P \in \mathcal{P}_{FK}(G)$.

**Condition (C5).** $P_Y$ is a log-concave distribution.

**Condition (C6).** All population moments of $P_Y$ up to degree $2K$, $m_{V,\alpha}^*$ for $|\alpha| \leq 2K$, are bounded by $M - \xi > \max(1, \lambda_{\min}/J)$.

**Condition (C7).** Each population moment of $Y$ up to degree $2K$, $m_{V,\alpha}^*$ for $|\alpha| \leq 2K$, is within $\xi$ of the corresponding population moment of $P$. 
When $Y$ is actually generated from a recursive linear structural equation model, (C7) trivially holds with $\xi = 0$ and log-concave errors imply that $Y$ is log-concave. The first condition in Corollary 3.3 shows how $n$ must grow relative to $p$, and the second assumption shows how $\xi$ may scale relative to the other quantities.

**Corollary 3.3.** For a sequence of distributions $P$ and data $Y$ assume (C1), (C2), (C5), (C6), and (C7) hold. For pruning parameter $g = \gamma / 2$, Algorithm 1 will return the graph $\hat{G} = G$ with probability tending to 1 if

$$\frac{\log(p)}{n^{1/(2K)}} \frac{J^{5/2} K^{5/2} M^2}{\gamma^{1/2} \lambda_{\min}^{3/2}} \to 0, \quad \text{and} \quad \frac{3^K K^{K+1} J^{(3K)/2+2} M^{K+2}}{\gamma \lambda_{\min}^{K+1}} \to 0$$

(3.18) (3.19)

when $p \to \infty$ and $\gamma, \lambda_{\min} < 1 < M$.

**Proof.** (C6) and (C7) directly imply (C3). It remains to be shown that (C4) and (3.11) hold for the $\gamma$ specified in (C1). Solving the inequality in Lemma 3.3 for $\delta_1$ shows (3.11) will be satisfied if the sample moments of $Y$ are within $\delta$ of the population moments of $Y$ for some $\delta$ such that $\delta + \xi \leq \delta_1$ with $\delta_1$ less than

$$\min \left( -8M\Phi + \sqrt{(8M\Phi)^2 + 16\Phi^2\gamma}, \frac{\lambda_{\min}}{2J}, M \right) = \min \left( \frac{\sqrt{M^2 + \gamma/4} - M}{\Phi}, \frac{\lambda_{\min}}{2J} \right)$$

(3.20)

for $\Phi$ defined in (3.12). Since $J, K, M > 1$, $\gamma, \lambda_{\min} < 1$ ensure that first term is the relevant term. We further simplify the expression since

$$\sqrt{M^2 + \gamma/4} \geq M + \gamma \min_{t \in (0, \gamma)} \frac{\partial \sqrt{M^2 + \gamma/4}}{\partial \gamma} \bigg|_{\gamma = t} = M + \frac{\gamma}{8\sqrt{M^2 + \gamma/4}}.$$

Thus, the conditions of Theorem 3.2 will be satisfied if

$$\delta + \xi \leq \frac{\gamma}{8\sqrt{M^2 + \gamma/4}} =: \delta_4.$$
Specifically, we analyze the case when $\xi < \delta_4/2$ and $|\hat{m}_{V,a} - m_{V,a}| < \delta < \delta_4/2$ for all $|a| \leq K$. If $Y_v$ follows a log-concave distribution, we can directly apply Lemma B.3 of Lin et al. (2016) which states for $f$, some $K$ degree polynomial of log-concave random variables $Y = Y_1, \ldots, Y_n$, and some absolute constant, $L$, if

$$\frac{2}{L} \left( \frac{\delta}{(e) \sqrt{\text{var}[f(Y)]]} \right)^{1/K} \geq 2$$

then

$$\Pr (|f(Y) - \mathbb{E}[f(Y)]| > \delta) \leq \exp \left( \frac{-2}{L} \left( \frac{\delta}{\sqrt{\text{var}[f(Y)]]} \right)^{1/K} \right).$$

Letting $f(Y)$ be the sample moments of $Y$ up to degree $K$, (C6) implies the variance is bounded by $M/n$. Since there are $\binom{p+K}{p}$ moments with degree at most $K$ (which is less than $p^K$ when $p > 2$), then by a union bound, when $0 < \xi < \delta_4/2$,

$$\Pr \left( \hat{G} = G \right) \geq 1 - \Pr (|\hat{m}_{V,a} - m_{V,a}| > \delta_4/2 \text{ for any } |a| \leq K)$$

$$\geq 1 - p^K \exp \left[ \frac{-2}{L} \left\{ \frac{\delta_4/2}{(M/n)^{1/2}} \right\}^{1/K} \right]$$

when

$$\frac{2n^{1/(2K)}}{L} \left( \frac{\delta_4/2}{(e) M^{1/2}} \right)^{1/K} \geq 2.$$ 

In the asymptotic regime, where $p$, is increasing,

$$\frac{LM^{1/(2K)}K \log(p)}{(\delta_4/2)^{1/K} n^{1/(2K)}} \to 0$$

implies that the inequality in (3.24) will be satisfied and

$$p^K \exp \left[ \frac{-2}{L} \left\{ \frac{\delta_4/2}{(M/n)^{1/2}} \right\}^{1/K} \right] \to 0.$$
Plugging in the expression for $\delta_4$, we find

\[
\frac{LM^{1/(2K)}K \log(p)}{(\delta_4/2)^{1/K} 2n^{1/(2K)}} = \frac{LM^{1/(2K)}K \log(p)}{2n^{1/(2K)}} \times \left(\frac{16\sqrt{M^2 + \gamma/4} (16(3^K)(J + K)^K J^{(K+1)/2} M^{K+1})}{\gamma^{K+1}_{\min}}\right)^{1/K}.
\]

Assuming that $\gamma < M$, then this quantity is

\[
\sim O\left(\frac{\log(p)}{n^{1/(2K)}} \times \frac{J^{5/2} K^{5/2} M^2}{\gamma^{1/2} \lambda^{3/2}_{\min}}\right).
\]

In addition, $\xi < \delta_4/2$ will be satisfied if $\frac{2\xi}{\delta_4} \to 0$. This quantity

\[
\frac{2\xi}{\delta_4} = 2\xi \left(\frac{16\sqrt{M^2 + \gamma/4} (16(3^K)(J + K)^K J^{(K+1)/2} M^{K+1})}{\gamma^{K+1}_{\min}}\right); \tag{3.27}
\]

and when again assuming that $\gamma < M$, this quantity is

\[
O\left(\frac{3K K^{K+1} J^{(3K)/2+2} M^{K+2}}{\gamma^{K+1}_{\min}}\right).
\]

\[\square\]

### 3.4 Numerical results

#### 3.4.1 Simulations: low dimensional performance

We first compare the proposed method using: (1) min-max $\hat{T}_1$ and (2) max-min $\hat{T}_2$ against (3) DirectLiNGAM (Shimizu et al., 2011) and (4) Pairwise LiNGAM (Hyvärinen and Smith, 2013). We randomly generate graphs and corresponding data with the following procedure. For each node $v = 2, \ldots, p$, select the number of parents $d_v$ uniformly from $1, \ldots, \min(v, J)$. We always include edge $(v − 1, v)$ to ensure that the ordering is unique and draw $\beta_{v,v−1}$ uniformly from $(-1, -0.5) \cup (0.5, 1)$. The remaining $d_v − 1$ parents are selected uniformly
from \([v - 2]\) and the corresponding edges are set to \(\pm 1/5\). The \(n\) error terms for variable \(v\) are generated by first drawing a standard deviation \(\sigma_v \sim \text{unif}(0.8, 1)\) and then drawing \(\varepsilon_{vn} \sim \sigma_v \text{unif}(-\sqrt{3}, \sqrt{3})\).

We fix the max in-degree \(J = 3\), let \(p = 5, 10, 15, 20\), and let \(n = 50p\) and \(n = 10p\). Since \(\gamma/2\) is not known, we set \(\alpha = .8\) to ensure that at least the topological ordering can be recovered consistently. We compare the accuracy of the graph estimation algorithms by measuring Kendall’s Tau between the returned ordering and the true ordering. The procedure is repeated 500 times for each setting of \(p\) and \(n\).

The simulation results are shown in Figure 3.3. In the low-dimensional case with \(n = 50p\), the Pairwise LiNGAM and DirectLiNGAM methods outperform the proposed method (with either statistic). However, in the medium dimensional case of \(n = 10p\), we see that the proposed method begins to outperform the low dimensional methods.

Comparing the \(T_1\), the min-max, against \(T_2\), the max-min, it appears that the min-max does outperform the max-min. However, in Figure 3.4, we observe a large difference in computational effort. We also include the cases where \(p = 40, 80\) for further contrast. In the
remaining simulations, we use the max-min statistic, $T_2$. The proposed method compares
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Figure 3.4: Each bar represents the results from 500 randomly drawn graphs and data with $n = 50p$. In each group from the left (light) represents min-max, $\hat{T}_1$ and the right (dark) max-min, $\hat{T}_2$. The y-axis is on a log scale

quite favorably to the DirectLiNGAM method in computational effort because of the expensive kernel mutual information calculation, and is comparable to the Pairwise LiNGAM. However, we do not otherwise present a direct timing comparison because DirectLiNGAM and Pairwise LiNGAM are both implemented in Matlab while our proposed method is implemented in R (R Core Team, 2017) and C++ using Rcpp (Eddelbuettel and François, 2011; Eddelbuettel and Sanderson, 2014).

3.4.2 Simulations: high-dimensional consistency

To show high-dimensional consistency for general graphs, we generate the graph and coefficients as described in Section 3.4.1. We let $p = 100, 200, 500, 1000, 1500$, $n = 3/4p$, and the maximum in-degree $J = 2$. We also consider the case where the graph may contain hub nodes, nodes with very large out-degree. Under our non-Gaussian setting, we only make assumptions about the in-degree, while the PC algorithm under Gaussian errors requires the maximum total degree (both in and out) to grow sub-linearly (Kalisch and Bühlmann, 2007). However, in gene regulatory networks, there are often hub nodes which have a very high out-
degree and regulate many downstream genes (Hao et al., 2012). We generate random graphs with hubs using the following procedure. We first include a directed edge from $v - 1$ to $v$ for all nodes $v = 2 \ldots p$ and draw the edge weight uniformly from $(-1, -0.65) \cup (0.65, 1)$. The standard deviations for each of the error terms is drawn uniformly from $(0.8, 1)$. We then set nodes $\{1, 2, 3\}$ as hubs and include an edge with weight $\pm 1/5$ to each non-hub node from a random hub. Thus, the degree for each of the hub nodes grows linearly with $p$, but the in-degree remains bounded by 2. Again, we let $p = 100, 200, 500, 1000, 1500$ and $n = 3/4p$. For both the general graph and hub graph cases, the results for 20 simulations at each value of $p = 100, 200, 500, 1000$ and 10 simulations for $p = 1500$ are shown in Figure 3.5.

![Figure 3.5](image)

Figure 3.5: Each boxplot represents the results of 20 simulations for $p < 1500$ and 10 simulations for $p = 1500$. The top panels show results from randomly drawn DAGs while the bottom panel shows results from DAGs constructed to have hub structure.

3.4.3 Data example: high-dimensional performance

We apply the proposed high-dimensional LiNGAM method to estimate causal structure in the stocks which comprise the Standard and Poor’s 500. Specifically, we consider the
percentage increase/decrease for each company’s share price for each trading day between Jan 2007 to Sep 2017. After removing companies for which data is not available for the entire period, we are left with $p = 442$; we also scale and center the data so that each variable has mean 0 and variance 1. Because we believe the causal structure may vary over time and the observations may only be approximately identically distributed for short periods, we estimate causal structure for each of the following periods separately: 2007-2009, 2010-2011, 2012-2013, 2014-2015, 2016-2017 (ending in September). Across these periods, the sample size, $n$, ranges from 425 to 755; we let $J = 3$ for each time period. This is a setting where the only data we can gather is observational and high-dimensional.

It is worth noting that we only consider the daily percentage change of each company’s stock price; thus, the causal structure we are modeling may not be a representation of longer term economic level causal effects, but rather short term trading structure. In addition, the underlying structure is unlikely to be causally sufficient or acyclic. Nonetheless, when using the sector of each individual company to assess the estimated causal structure, we still find that the method recovers interpretable structure. We first consider the most recent Jan 2016 - Sep 2017 period. In the estimated topological ordering, 160 of the companies directly follow another company in the same sector. When arranging the companies randomly, the probability of 160 or more matches is roughly 0. Figure 3.6 shows a box-plot for the estimated topological ordering of the companies within each sector, and the sectors are sorted top to bottom by median ordering (top is cause, bottom is effect). Near the top, we see utilities, energy, real estate, and finance. Since energy is an input for almost every other sector, intuitively price movements in energy should be causally upstream of other sectors. The estimated ordering of utilities might seem surprising since utility companies typically trade with very little volatility; however, utility stocks are typically thought of as a proxy for bond prices. Thus, the estimated ordering may reflect the fact that changes in utility stocks capture much of the causal effect of changing interest rates, which had stayed constant for much of 2011-2015 but began moving again in 2016. Real estate and finance are two other sectors which are highly impacted by interest rates and are estimated to be early in the
causal ordering as well.

In Figure 3.7, we have ranked each sector by the median topological ordering for each period. We can see that the orderings are relatively stable over time, but there are a few notable changes. In particular, we see that in 2007, real estate was estimated to be the “root sector” while finance is in the middle. This aligns with the idea that the root of the 2008 financial crisis was actually caused by failing mortgage backed securities in real estate, which had a causal effect on finance. However, over time, real estate has moved more downstream.

3.5 Discussion

We have shown when the errors in a linear structural equation model are non-Gaussian, the underlying graph can be estimated consistently in the high-dimensional setting. The proofs for consistency involve our specific test statistic and log concave errors; however, a similar analysis could be used for other test statistics which are Lipschitz continuous in the sample moments over a bounded domain, can distinguish causal direction, and indicate the presence of confounding. This would include a normalized version of the proposed test statistics which
accounts for the scaling of the data. In addition, the result would apply directly to other classes of distributions for which the sample moments concentrate at an exponential rate.

The proposed algorithm requires two inputs: a bound on the in-degree and a pruning parameter $\alpha$. Typically a bound on the in-degree is unknown, but a reasonable upper bound may be used instead. The pruning parameter $\alpha$ plays a similar role to the nominal level for each conditional independence test in the PC algorithm. Both have a direct effect on the sparsity of the estimated graph and also regulate the maximum size of conditioning sets.

In (3.11), we have made a key restriction that the error moments must be adequately different from the moments of any Gaussian and the edge weights must be strongly parentally faithful. In practice, this is a difficult condition to satisfy, and Uhler et al. (2013) show strong faithfulness type restrictions can be problematic in practice. However, even if the distribution is not strongly parentally faithful, we can still consistently recover the correct ordering as long as each individual linear coefficient is non-zero and the errors are sufficiently non-Gaussian. Sokol et al. (2014) consider identifiability of independent component analysis for fixed $p$ when the error terms are Gaussians contaminated with non-Gaussian noise. In particular, when

Figure 3.7: Sectors ranked across period by median estimated topological ordering.
the effect of the non-Gaussian contamination decreases at an adequately slow rate, the entire mixing matrix is identifiable asymptotically. In our analysis, the measure of non-Gaussianity is treated by our assumptions on $\gamma$. Our results suggest that the results of Sokol et al. (2014) can also be extended to the asymptotic regime where the number of variables is increasing.

The modified procedure we propose retains the existing benefits of the DirectLiNGAM procedure. In particular, the output of algorithm is independent of the ordering of the variables in the input data. In the low-dimensional setting, the order of the variables is not typically a large issue, but in the high-dimensional case, the output of causal discovery methods may be highly dependent on ordering (Colombo and Maathuis, 2014). In addition, any edges (or non-edges) known in advance can be easily incorporated into the search procedure. Loh and Bühlmann (2014) show that the precision matrix recovers the moralized graph even with non-Gaussian errors. This could potentially be used as a pre-processing step to greatly decrease computational effort.
Chapter 4

CAUSAL DISCOVERY OF BOW-FREE ACYCLIC GRAPHS

4.1 Introduction

In this chapter, we also focus on causal discovery; however, instead of the high-dimensional DAG setting of Chapter 3, we relax the assumption of causal sufficiency and allow for latent confounding. In particular, we focus on discovering causal structure for SEMs which correspond to bow-free acyclic path diagrams (BAPs). Recall that a BAP is a graph $G = \{V, E_\rightarrow, E_{\leftrightarrow}\}$ where the directed portion $E_\rightarrow$ is acyclic and there is at most one edge between any pair of nodes $u, v \in V$.

![Figure 4.1](image)

Figure 4.1: (a) is a bow-free acyclic path diagram (BAP), while (b) and (c) are not. In (b), there is a bow between nodes 1 and 3, while in (c), there is a directed cycle $1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 1$.

4.1.1 Previous work

Previous works on causal discovery with latent variables typically use constraint based methods which test conditional independence relationships. In particular, most of the work focuses on maximal ancestral graphs (MAGs). MAGs can be used to represent causal structure, but can also be used to represent Markov structure which may not necessarily correspond to directly to causality. MAGs are graphs with directed, bidirected, and undirected edges—which
encode the presence of latent selection variables. A graph is *ancestral* if an arrowhead on an edge from $u$ to $v$ implies that $v \not\in \text{an}(u)$. Similar to BAPs, MAGs have at most one edge between any pair of nodes (i.e., the graph is also bow-free) and are acyclic. However, the ancestral restriction precludes a sibling of $v$ from also being an ancestor of $v$. An ancestral graph is also *maximal* if for any two nodes $u, v$ which are not adjacent in $G$, there exists some set $Z$ in the set of observed variables such that $u \perp \perp v \mid Z$. A graph which is not maximal cannot be distinguished from a corresponding maximal graph via conditional independence relations. Figure 4.2 gives an example from Richardson and Spirtes (2002) of a graph which is ancestral but not maximal. MAGs are a useful class of graphs because they are closed (with respect to conditional independence relations) under marginalization and conditioning. However, when precluding selection variables (i.e., considering MAGs without undirected edges), as we do here, BAPs are a generalization of MAGs.

Spirtes et al. (2000) modify the PC-algorithm–originally designed for discovering DAG structure—to discover MAGs, and the proposed Fast Causal Inference (FCI) consistently discovers a *partial ancestral graph* (PAG). Like a CPDAG, the PAG represents an equivalence class of ancestral graphs which satisfy the same set of conditional independencies (Ali et al., 2009). Zhang (2008) added additional orientation rules such that the output of FCI is complete. Colombo et al. (2012) introduce Really Fast Causal Inference (RFCI) which requires a polynomial (of the variables considered) number of conditional independence tests in a sparse setting. Although it is not necessarily complete, it is sound, even in the high dimensional setting. Finally, Claassen et al. (2013) introduce FCI+, which is both complete and sound under a polynomial number of conditional independence tests if the degree of the graph is bounded.

A few greedy search approaches for causal discovery with latent variables have also been proposed which assume Gaussian errors. Triantafillou and Tsamardinos (2016) give a greedy algorithm for learning MAGs. In simulations, they show that the greedy search compares favorably to constraint based algorithms which can be more susceptible to propagated error.

In addition, Nowzohour et al. (2017) propose a greedy search procedure for discovering
Gaussian linear SEMs parameterized by BAPs by maximizing a BIC type score. Despite the relative dearth of work, BAPs are an important class of graphs which can give a more refined representation of causal structure which cannot be captured by conditional independence alone. Brito and Pearl (2002) show for linear structural equation models, when the graph is known and corresponds to a BAP, the directed and bidirected edge weights can be uniquely identified. However, complications can arise when a graph is not ancestrally. For instance, there is no known graphical characterization of a Markov equivalence class of BAPs, which can complicate a greedy search (Nowzohour et al., 2017). Nowzohour et al. (2017) circumvent this problem by identifying graphs which are equivalent up to optimization error.

Although the previously proposed methods have enjoyed great success, when using conditional independencies or maximizing a Gaussian likelihood, only an equivalence class of graphs can be discovered. This can be unsatisfying to a practitioner since generally this set of graphs is quite large and may have conflicting causal interpretations. However, there are often additional non-parametric constraints which can also be tested (Verma and Pearl, 1990; Tian and Pearl, 2002; Shpitser et al., 2014; Evans, 2016).

When considering linear structural equation models where the errors are not Gaussian, additional structure can be determined (Shimizu et al., 2006). Explicitly assuming the errors to be non-Gaussian, Hoyer et al. (2008b) propose lvLiNGAM (latent variable LiNGAM). When the number of unobserved variables are known, lvLiNGAM uses overcomplete independent component analysis to identify the exact causal structure when the full model (including unobserved latents) correspond to a DAG. Although this makes no assumptions about bows in the observed variables, in practice, it is quite unlikely, with the exception of perhaps studies in psychometrics, that the number of latent variables would be known when one is interested in estimating the causal structure. However, even when the model is correctly specified, the overcomplete ICA procedure performs poorly in practice (Entner and Hoyer, 2010; Shimizu and Bollen, 2014). As an alternative, Entner and Hoyer (2010) propose Pairwise lvLiNGAM which discovers the pairwise ancestral relationships for the subset of variables which are not confounded by unobserved latents. In other words, the method certifies ancestral relation-
ships for unconfounded variables, but does not posit a relationship if there is unobserved confounding. Finally, Shimizu and Bollen (2014) present a Bayesian procedure which allows for latent confounding through individual level random effects. Although the method does not require inputting a specific number of confounders, it does require specifying a prior distribution for the edges and a likelihood for the errors. This can be quite difficult in practice and may lead to inconsistent estimation when misspecified.

Figure 4.2: (a) is a BAP, but is not ancestral because 2 is both a sibling and ancestor of 4; (b) is an ancestral graph, but it is not maximal because there is no M-seperating set for 3 and 4 (c) is a maximal ancestral graph. Graphs (b) and (c) are from Richardson and Spirtes (2002).

4.1.2 Contribution

In this work, we focus on BAPs and let the graph represent honest causal structure—as opposed to simply a CI map. However, in contrast to Nowzohour et al. (2017) we assume non-Gaussian errors, similar to the LiNGAM setting (Shimizu et al., 2006). We show that when the data are generated by a linear structural equation model with non-Gaussian errors and corresponds to a BAP, the exact causal structure—not simply an equivalence class—is identifiable from observational data. The results do not require specifying a distributional form for the errors, but simply require some higher order moments which do not correspond to the moments of a Gaussian distribution. In addition, we do not require specifying the number of latent variables in advance.

Using these results, we propose the **Bow-free Acyclic non-Gaussian** (BANG) procedure, which consistently discovers the exact causal structure given observational data by testing
whether certain rational functions of the observed data are zero or non-zero. Similar to the approach in Chapter 3 and DirectLiNGAM Shimizu et al. (2011), we also use an iterative procedure to certify ancestral relationships. However, without causal sufficiency, we must consider sets larger than simple pairs. When the maximum in-degree (both directed and bidirected edges) is bounded, the total number of tests performed is bounded by a polynomial of \( p \), the number of variables considered. In simulations, we show that the method reliably discovers exact causal structure when given a large sample.

### 4.2 Causal discovery setup

In order to determine causal direction, we again exploit the fact that in a linear model with no unobserved confounding and non-Gaussian errors, the residuals of \( v \) when regressed onto its parents \( \text{pa}(v) \) are independent of \( \text{pa}(v) \); however, the residuals of \( \text{pa}(v) \) when regressed onto \( v \) are not generally independent of \( v \) (Shimizu et al., 2006; Shimizu and Kano, 2008). Using a least squares criterion, the first order conditions for the linear coefficients ensure that the correlation between regressors and residuals is 0 in either situation; however, dependence can still be detected by examining the higher order cross moments (i.e. \( \mathbb{E}(x^k y) \neq 0 \) for \( k > 1 \)) of (incorrectly posited) parents and the residuals of the (incorrectly posited) child.

If the underlying graph is ancestral, one could directly apply this idea to discover a topological ordering of the variables by naively taking some set \( C \subseteq V \setminus \{v\} \) and regressing \( v \) onto some set \( C \) to form residuals, \( Y_{v,C} \). If \( \text{pa}(v) \subseteq C \subseteq \text{an}(v) \) then \( Y_c \perp \perp Y_{v,C} \) for each \( c \in C \). However, if \( C \cap (\text{de}(v) \cup \text{sib}(v)) \neq \emptyset \), then \( Y_c \not\perp \perp Y_{v,C} \) for some \( c \in C \). Thus, one could simply repeat this procedure to certify ancestral relationships and estimate a graph.

In the case of a bow-free acyclic graph, however, the naive strategy will no longer correctly certify ancestral relationships, since siblings of \( v \) can also be ancestors of \( v \). In general, if a target node is regressed onto all of its parents, the resulting coefficients may not correspond to the true direct effects. In the graph presented in Figure 4.3, simple linear regression will
yield consistent estimates of \( \beta_{21} \). However, regressing 3 onto 2 will consistently estimate

\[
E(Y_3|Y_2) = \frac{\beta_{32}(\beta_{21}^2\omega_{11} + \omega_{22}) + \beta_{21}\omega_{13}}{\beta_{12}^2\omega_{11} + \omega_{22}} \neq \beta_{32}.
\]

Even if we were given the true direct effect, \( \beta_{32} \), and could form \( \varepsilon_3 = Y_2 - \beta_{32}Y_3 \), in general, \( Y_2 \not\perp \varepsilon_3 \) since 1 is an ancestor of 2 and 1 \( \in \) sib(3).

Figure 4.3: The graph is non-Ancestral because 1 \( \leftrightarrow \) 3 and 1 \( \in \) an(3). However, it is acyclic in the directed portion and bow-free because there is at most one edge between each pair of nodes.

In the subsequent subsections, we discuss how the naive estimates of the direct effect can be corrected to calculate the true direct effect and how we can use these estimates to certify ancestral relationships. These results will be used to motivate the discovery algorithm presented in Section 4.3.

4.2.1 De-biased direct effect

For some node \( v \in V \), let the estimated de-biased direct effect, \( \delta_v(C, A, S, D) \), be a function of sets \( C \subseteq A \subseteq V \setminus \{v\} \) and matrices \( S, D \in \mathbb{R}^{p \times p} \):

\[
\delta_v(C, A, S, D) = \left[ (I - D)_{C,A}S_{A,A}(I - D_{A,A})^T((I - D_{A,A})^{-T})_{A,C} \right]^{-1} (I - D)_{C,A}S_{A,v} \quad (4.1)
\]

**Theorem 4.1.** Suppose \( Y \) is generated by a linear SEM with parameters \( B \) and \( \Omega \) and corresponds to an acyclic mixed graph \( G = \{V, E_\rightarrow, E_\leftrightarrow\} \). For node \( v \in V \) and sets \( C \subseteq A \subseteq V \setminus \{v\} \), suppose

1. \( pa(v) \subseteq C \subseteq an(v) \setminus \text{sib}(v) \),
2. \( A = \text{An}(C) \),
3. \( D_{A,A} = B_{A,A} \), and
4. \( S_{\{A,v\},\{A,v\}} = \Sigma_{\{A,v\},\{A,v\}} \).

Then \( \delta_v(C, A, S, D) = B_{v,C} \), the true direct effect of \( C \) on \( v \).

**Proof.** The assumptions \( \text{pa}(v) \subseteq C \subseteq \text{an}(v) \setminus \text{sib}(v) \) and \( A = \text{An}(C) \) imply that \( A = \text{an}(v) \).

Recall that \( \Pi = (I - B)^{-1} \), where \( \pi_{vu} \) represents the total effect of \( u \) onto \( v \). Then we have the representation

\[
Y_v = \varepsilon_v + \varepsilon_A (\Pi_{v,A})^T. \tag{4.2}
\]

Note that since \( B \) is permutation similar to a lower triangular matrix (via the acyclic assumption), \((I - B)\) must be invertible. For convenience, let \( \Bar{A} = V \setminus A \). By well known block matrix inversion formulas,

\[
[(I - B)^{-1}]_{A,A} = [(I_{A,A} - B_{A,A}) - (I_{A,A} - B_{A,A})(I_{A,A} - B_{A,V \setminus A})^{-1}(I_{A,A} - B_{A,A})]^{-1}
\]

\[
= [I_{A,A} - B_{A,A}]^{-1}. \tag{4.3}
\]

The equality holds because \( A = \text{An}(A) \) implies that

\[(I_{A,\Bar{A}} - B_{A,\Bar{A}}) = 0. \tag{4.4}\]

We also represent the residuals of \( C 
\]

\[\varepsilon_C = Y_A((I - B)_{C,A})^T. \tag{4.5}\]

Since \( \Pi_{v,A} \) represents the total effect of \( A \) onto \( v \), and \( \text{pa}(v) \subseteq C \), then \( \Pi_{v,A} = B_{v,C} \Pi_{C,A} \).

We assume \( \varepsilon_v \perp \varepsilon_C \), so

\[
(I - B)_{C,A} \Sigma_{A,v} = (I - B)_{C,A} \mathbb{E}(Y_A^T Y_v) = \mathbb{E}((I - B)_{C,A} Y_A^T Y_v)
\]

\[
= \mathbb{E}(\varepsilon_C^T Y_v)
\]

\[
= \mathbb{E}(\varepsilon_C^T \varepsilon_C) + \mathbb{E}(\varepsilon_C^T \varepsilon_A (B_{v,C} \Pi_{C,A})^T) \tag{4.6}
\]
Again, by (4.4),

\[
\Omega_{C,A} = (I - B)\Sigma(I - B)^T \Omega_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

(4.7)

\[
\Omega_{C,A} = [(I - B)\Sigma(I - B)^T]_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

\[
\Omega_{C,A} = [(I - B)\Sigma(I - B)^T]_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

\[
\Omega_{C,A} = [(I - B)\Sigma(I - B)^T]_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

\[
\Omega_{C,A} = [(I - B)\Sigma(I - B)^T]_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

\[
\Omega_{C,A} = [(I - B)\Sigma(I - B)^T]_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

\[
\Omega_{C,A} = [(I - B)\Sigma(I - B)^T]_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

\[
\Omega_{C,A} = [(I - B)\Sigma(I - B)^T]_{C,A} = (I - B)_{C,v}\Sigma[(I - B)^T]_{V,A}
\]

(4.8)

\[
\delta_v(C, A, \Sigma, B) = \delta_v(C, A, S, D).
\]

The last equality holds by assumptions 3 and 4 since the calculation of \( \delta \) only involves \( \Sigma_{\{A,v\},\{A,v\}} \) and \( D_{A,A} \).

Theorem 4.1 implies that for a node \( v \in V \), when we select correct sets \( C \) and \( A \) such that \( \text{pa}(v) \subseteq C \subseteq \text{an}(v) \setminus \text{sib}(v) \) and \( A = \text{An}(C) \), given the population covariance of the observed data, \( \Sigma \), and the direct effects between \( A \), we can recover the direct effect of \( C \) onto \( v \) if \( C \cap \text{sib}(v) = \emptyset \). We do not explicitly require that the entire graph \( G \) be bow-free, although we do require that \( \text{pa}(v) \cap \text{sib}(v) = \emptyset \) in order for \( C \) to exist. Note that since \( \delta_v \) only involves inversions and multiplication, it is a rational function of the elements of \( S \) and \( D \). However, the specific form of the rational function is determined by the sets \( C \) and \( A \).

Intuitively, one can think of calculating \( \delta \) through the following procedure. We first form the errors \( \varepsilon_C \) and naively regress \( Y_v \) onto \( \varepsilon_C \). This would give us a total effect of \( C \) on \( v \), but may be biased by dependency between \( \varepsilon_C \) and \( \varepsilon_A \). However, because we know the direct effects among \( A \), we can compute the covariance of \( \varepsilon_A \) from \( \Sigma \). Thus, we can
de-bias the naive regression coefficients to give the true direct effects. The assumption that \( C \cap \text{sib}(v) = \emptyset \) ensures that we do not need to also correct for dependency between \( \epsilon_C \) and \( \epsilon_v \), which we would not be able to calculate without already having the correct direct effects. In Section 4.3, we will iteratively apply this procedure in the discovery algorithm.

The following results will show how we can certify whether we have selected appropriate sets \( C \) and \( A \). But first, we define and review some additional notions which will be helpful for the stated results.

Recall that for some directed path \( l = v_1 \rightarrow \ldots \rightarrow v_s \), the path weight, \( W(l) \) is the product of the edgeweights along the path, i.e.

\[
W(l) = \prod_{s=1}^{s-1} \beta_{v_{s+1}, v_s}.
\]

The marginal direct effect is the direct effect between a set of variables \( A \) in the sub-model defined by marginalizing away all \( V \setminus A \). For convenience, let \( \Lambda = I - B \) and \( \bar{A} = V \setminus A \). Then the marginal direct effect for some set of variables \( A \) is

\[
\tilde{B}(A) = I - \left[ (\Lambda^{-1})_{A,A} \right]^{-1} = \left[ (\Lambda_{A,A} - \Lambda_{\bar{A},\bar{A}}(\Lambda_{\bar{A},A})^{-1}\Lambda_{A,\bar{A}})^{-1} \right]^{-1} = I - \Lambda_{A,A} - \Lambda_{A,\bar{A}}(\Lambda_{\bar{A},A})^{-1}\Lambda_{A,\bar{A}}.
\]

For \( i \neq j \),

\[
\tilde{B}(A)_{ij} = \beta_{ij} + \sum_{s \in \bar{A}} \sum_{t \in \bar{A}} \tilde{\pi}_{st} \beta_{tj} \tag{4.9}
\]

where \( \tilde{\pi}_{st} = ((\Lambda_{\bar{A},\bar{A}})^{-1})_{st} \) is the total effect of \( t \) on \( s \) in the sub-graph of \( G \) induced by \( V \setminus A \). In other words, this is the sum of the product of the edge weights over all directed paths from \( s \) to \( t \) which only contain edges between nodes in \( \bar{A} \). This implies that for \( i, j \in A \), \( \tilde{B}(A)_{ij} \neq 0 \) only if \( j \in \text{an}(i) \).

For \( D \in \mathbb{R}^{p \times p} \), define the pseudo-parents of \( c \) given \( D \) to be the set \( \text{pa}_D(c) = \{ v : D_{cv} \neq 0 \} \), the pseudo-ancestors of \( c \) given \( D \) to be the set \( \text{an}_D(c) = \{ v : [(I - D)^{-1}]_{cv} \neq 0 \} \). Note that \( \text{an}_D(c) \) always includes \( c \). Similar to previous notation, when an argument is a set we mean the union of the function applied to each element, i.e., for some set \( C \), \( \text{pa}_D(C) = \bigcup_{c \in C} \text{pa}_D(c) \).
In most cases, we will consider a matrix $D$ such that $D_{ij} \neq 0$ only if $j \in \text{an}(i)$. This implies that $\text{an}_D(i) \subseteq \text{an}(i)$. However, it will sometimes be useful to place an additional restriction on $D$. Define a set of matrix valued functions, $\mathcal{D} = \{ \mathbf{D} \}$ such that $\mathbf{D} : B \mapsto \mathbf{D}$ for $B, D \in \mathbb{R}^{p \times p}$. Each $\mathbf{D} \in \mathcal{D}$ is defined by a set of sets $\{C_v\}_{v \in V}$ such that $\mathbf{D}_{v,C_v} = \tilde{B}(\{C_v, v\})_{v,C_v}$ and $D_{v,q} = 0$ for any $q \notin C_v$. Note that this implies for all $\mathbf{D} \in \mathcal{D}$, if $D = \mathbf{D}(B)$, then $D_{ij}$ is the sum of path weights for a (not necessarily strict) subset of the paths from $j$ to $i$. Furthermore, for every $\mathbf{D}$, $D_{ij}$, is a polynomial of the elements of $B$, but the specific form of the polynomial varies across $\mathbf{D} \in \mathcal{D}$. Finally, note that $\mathcal{D}$ is a finite set.

For some matrix $D$ and variable $c$, let $\gamma_c(D)$ denote the resulting residuals when positing $D$ to be the direct effects (i.e., when $D$ is an estimate of $B$). Furthermore, for given node $v$, set $C \subseteq A \subseteq V \setminus \{v\}$ and matrix $S$, let $\gamma_v(C, A, S, D)$ denote the residuals when positing parent set $C$ with $A = \text{an}_D(C)$.

$$
\gamma_c(D) = Y_c - Y(D_{c,v})^T
$$

$$
\gamma_v(C, S, D) = Y_v - Y_c \delta_v(C, \text{an}_D(C), S, D).
$$

(4.10)

When the arguments for $\gamma_c$ and $\gamma_v$ are clear from the context, we will suppress the additional notation.

Recall that $\mathcal{L}_{v,q}$ is the set of all paths from $q$ to $v$. For some set $C$ with $q \in C$, we can partition $\mathcal{L}_{v,q}$ into disjoint sets

$$
\mathcal{L}_{v,q} = \bigcup_{c \in C} \mathcal{L}_{v,q}^{(c)}(C)
$$

(4.11)

where $\mathcal{L}_{v,q}^{(c)}(C)$ is the set of paths $l$ from $q$ to $v$ such that $c$ is the last node in $C$ to appear in $l$. Thus, $\mathcal{L}_{v,q}^{(c)}(C)$ are all paths which originate at $q$ and do not pass through any other node in $C$ which implies that $\sum_{l \in \mathcal{L}_{v,q}^{(c)}(C)} W(l) = \tilde{B}(\{C, v\})_{v,q}$. In addition, there is a bijection between the elements $l \in \mathcal{L}_{v,q}^{(c)}(C)$ and $(l_1, l_2) \in \mathcal{L}_{v,c}^{(c)}(C) \times \mathcal{L}_{c,q}$ and in particular for the corresponding elements, $W(l) = W(l_1)W(l_2)$. 


4.2.2 Testing ancestral relationships

The following corollary gives a testable direct implication of when the conditions in Theorem 4.1 are satisfied.

**Corollary 4.1.** Suppose the conditions in Theorem 4.1 hold, then $\gamma_c \perp \gamma_v$ for every $c \in C$. Thus, $E(\gamma^K_{\gamma_c} - 1 \gamma_v) = 0$ for all $c \in C$.

**Proof.** Since, $D_{C,A} = B_{C,A}$ so $\gamma_C = \varepsilon_C$. Theorem 4.1 shows that we can recover the direct effect $B_{v,C}$, so $\gamma_v = \varepsilon_v$. Thus, by assumption, since $C \cap \text{sib}(v) = \emptyset$, so $\gamma_c \perp \gamma_v$ for all $c \in C$. This implies and $E(\gamma^K_{\gamma_c} - 1 \gamma_v) = E(\gamma^K_{\gamma_c}) E(\gamma_v) = 0$. \qed

For some node $v$ and set $C \subset V \setminus \{v\}$, the algorithm proposed in Section 4.3 will require a certification that $C \subseteq \{\text{an}(v) \setminus \text{sib}(v)\}$. We will do this by testing whether $E(\gamma^K_{\gamma_c} - 1 \gamma_v) = 0$ for all $c \in C$. Theorem 4.1 gives sufficient conditions, but in general they are not necessary. The necessary condition given in Lemma 4.1 will be useful in deriving further results.

**Lemma 4.1.** Consider fixed $v$ and sets $C \subseteq A \subseteq V \setminus \{v\}$. Let $D \in \mathbb{R}^{p \times p}$ such that $D_{ij} \neq 0$ only if $j \in \text{an}(i)$ Then, for any $B$ and generic error moments, $E(\gamma^K_{\gamma_c} - 1 \gamma_v) = 0$ for all $c \in C$ only if $\delta_v(C,A,S,D) = \tilde{B}([C,v])_{v,C}$, the marginal direct effect of $C$ onto $v$.

**Proof.** By Okamoto (1973), since $E(\gamma^K_{\gamma_c} - 1 \gamma_v)$ is a rational function of the error moments, showing that the quantity is non-zero for some point is sufficient for showing that it vanishes only over a set of measure zero. We prove the statement by showing the contrapositive holds. Without loss of generality, let $C = \{c_1, \ldots, c_{|C|}\}$ where $c_i$ is not a descendant of $c_j$ for any $j < i$. Note that

$$\gamma_v = \varepsilon_v + \sum_{a \in \text{an}(v)} \pi_{va} \varepsilon_a - \sum_{c \in C} \delta_{vc} (\varepsilon_c + \sum_{a \in \text{an}(c)} \pi_{ca} \varepsilon_a).$$

Then suppose $i$ is the minimum index for which $\delta_{ci} \neq \tilde{B}_{v,c_i}$ such that $\delta_{cj} = \tilde{B}_{v,c_j}$ for all $j < i$. Then, the coefficient of $\varepsilon_{c_i}$ in $Y_v - \sum_{j < i} \delta_{v,c_j} Y_{c_j}$ is
\[
\pi_{v,c_i} - \sum_{j < i} \delta_{v,c_j} \pi_{c_j,c_i} = \pi_{v,c_i} - \sum_{j < i} \tilde{\beta}_{v,c_j} \pi_{c_j,c_i}
\]

\[
= \sum_{l \in L_{v,c_i}} W(l) - \sum_{j < i} \left[ \sum_{l \in L_{v,c_j}(C)} W(l) \right] \left[ \sum_{l \in L_{c_j,c_i}} W(l) \right]
\]

\[
= \sum_{l \in L_{v,c_i}} W(l) - \sum_{j < i} \left[ \sum_{l \in L_{v,c_j}(C)} W(l) \right]
\]

\[
= \sum_{l \in L_{v,c_i}} W(l) = \tilde{B}(C)_{v,c_i}.
\] (4.12)

Since \( \delta_{c_i} \neq \tilde{B}_{v,c_i} \) by assumption, then let \( \delta_{c_i} = \tilde{B}_{v,c_i} - \alpha \) for \( \alpha \neq 0 \). Since no other \( Y_{c_j} \) for \( j > i \) includes any terms of \( \varepsilon_{c_i} \), then

\[
\gamma_v = \alpha \varepsilon_{c_i} + \eta \quad \text{and} \quad \gamma_{c_i} = \varepsilon_{c_i} + \zeta
\] (4.13)

where \( \eta \) and \( \zeta \) do not contain \( \varepsilon_{c_i} \). Then,

\[
\mathbb{E} \left( \gamma_{c_i}^{K-1} \gamma_v \right) = \mathbb{E} \left( \left[ \varepsilon_{c_i} + \zeta \right]^{K-1} \left[ \alpha \varepsilon_{c_i} + \eta \right] \right)
\]

\[
= \mathbb{E} \left( \left[ \varepsilon_{c_i}^{K-1} + \sum_{k=0}^{K-2} \varepsilon_{c_i}^k \zeta^{K-1-k} \right] \left[ \alpha \varepsilon_{c_i} + \eta \right] \right)
\]

\[
= \alpha \mathbb{E} \left( \varepsilon_{c_i}^{K} \right) + \mathbb{E} \left( \varepsilon_{c_i}^{K-1} \eta \right) + \mathbb{E} \left( \sum_{k=0}^{K-2} \varepsilon_{c_i}^k \zeta^{K-1-k} \right) \left[ \alpha \varepsilon_{c_i} + \eta \right].
\]

Note that the last two terms do not involve \( \mathbb{E}(\varepsilon_{c_i}^K) \). Since \( \alpha \neq 0 \), selecting

\[
\mathbb{E} \left( \varepsilon_{c_i}^K \right) \neq - \frac{\mathbb{E} \left( \varepsilon_{c_i}^{K-1} \eta \right) + \mathbb{E} \left( \sum_{k=0}^{K-2} \varepsilon_{c_i}^k \zeta^{K-1-k} \right) \left[ \alpha \varepsilon_{c_i} + \eta \right] \left[ \alpha \right]}{\alpha}
\]
ensures that $\mathbb{E}\left(\gamma_i^{K-1}\gamma_v\right) \neq 0$.

Note that Lemma 4.1 is true regardless of whether each node $c_i$ is a descendant, sibling, parent or ancestor of $v$. If $c_i \notin \text{an}(v)$, then the marginal direct effect must be 0, so $\delta_{c_i}$ must be zero if $\mathbb{E}(\gamma_i^{K-1}\gamma_v) = 0$ for all $c \in C$. Lemma 4.1 implies if we only update $D_{v,C} = \delta_v(C,A,S,D)$ when $\mathbb{E}(\gamma_i^{K-1}\gamma_v) = 0$ for all $c \in C$ and set all other elements in $D_{v,C}$ to 0, then $D = D(B)$ for some $D \in D$.

The following lemmas show that when we use $\mathbb{E}(\gamma_i^{K-1}\gamma_v) = 0$ for all $c \in C$ to certify if $C \subseteq \text{an}(v) \setminus \text{sib}(v)$, we will not mistakenly certify sets for generic $B$ and error moments. Lemma 4.2 shows that for generic $B$ and error moments if $C \cap \text{sib}(v) \neq \emptyset$, then there exists some $c \in C$, such that $\mathbb{E}(\gamma_i^{K-1}\gamma_v) \neq 0$. Furthermore, Corollary 4.2 shows that we can restrict the sets $C$ which we attempt to certify, such that we avoid testing any set $C$ where $\mathbb{E}(\gamma_i^{K-1}\gamma_v) = 0$ for all $c \in C$, but $C \not\subseteq \text{an}(v)$. Finally, Corollary 4.3 shows that by restricting the sets $C$ which we attempt to certify, we will not mistakenly remove a parent or sibling of $v$.

**Lemma 4.2.** Consider $v \in V$, sets $A,C$ such that $C \subseteq A \subseteq V \setminus \{v\}$, and generic $B$ and error moments. Suppose $C \cap \text{sib}(v) \neq \emptyset$, $D = D(B)$ for any $D \in D$, and $S = \Sigma$. Then there exists some $q \in C$ such that $\mathbb{E}\left(\gamma_q^{K-1}\gamma_v\right) \neq 0$.

*Proof.* We again appeal to Okamoto (1973), and show that the quantity is non-zero for generic $B$ and the error moments, by first showing that it is a rational function of $B$ and the error moments. Then, constructing a single point at which the quantity of interest is non-zero is sufficient to show that the function vanishes only over a null set with respect to Lebesgue measure.

In particular, select $q \in C$ such that $q \in \text{sib}(v)$. We then represent $\gamma_v$ as

$$
\gamma_v = \varepsilon_v + \sum_{a \in \text{an}(v)} \pi_{va}\varepsilon_a - \sum_{c \in C} \delta_{vc} \sum_{z \in \text{An}(c)} \pi_c \varepsilon_z
$$

$$
= \alpha \varepsilon_q + \eta, \tag{4.14}
$$

\[\square\]
where

\[
\alpha = \pi_{vq} + \sum_{c \in C} \delta_{vc} \pi_{cq}
\]

\[
\eta = (1 - \sum_{c \in C} \delta_{vc} \pi_{cv}) \epsilon_v + \sum_{a \in \text{an}(v) \setminus q} \pi_{va} \varepsilon_a - \sum_{c \in C} \delta_{vc} \sum_{z \in \text{An}(c) \setminus q} \pi_{cz} \varepsilon_z
\]

and \( \delta_{vc} \) is the \( c \)-th element of \( \delta_v \) from (4.1). Similarly, we represent \( \gamma_q \)

\[
\gamma_q = \varepsilon_q + \sum_{a \in \text{an}(q)} \pi_{qa} \varepsilon_a - \sum_{s \in \text{pa}_D(q)} d_{qs} \sum_{t \in \text{An}(s)} \pi_{st} \varepsilon_t
\]

\[= \varepsilon_q + \zeta\]  

(4.15)

where \( \zeta \) does not involve \( \varepsilon_q \). The coefficient on \( \varepsilon_q \) is 1 since we assume \( d_{qs} \neq 0 \) only if \( s \in \text{an}(q) \). Note that for fixed \( D \), \( \alpha \) is a rational function of \( B \) and \( \Omega \) because both \( \Pi \) and \( \delta \) only involve matrix inversions and multiplications. We now show that for some point \( B \) and \( \Omega \), \( \alpha \neq 0 \). In particular, let \( B = 0 \) and \( \omega_{qv} \neq 0 \), but \( \omega_{ij} = 0 \) for all other \( i \neq j \). At this point, \( \pi_{vq} = \pi_{cq} = 0 \) for all \( c \in C \setminus q \) so that

\[
\alpha = \delta_{vq}.
\]  

(4.16)

Also since \( B = 0 \) implies \( D = 0 \), then \( S_{C,C} = \Omega_{C,C} \), which is diagonal by construction, and \( S_{C \setminus q,v} = 0 \) since all path weights for treks among nodes in \( C \) and between \( C \setminus \{q\} \) and \( v \) are zero. However, there is a single trek between \( q \) and \( v \), namely the bidirected edge, so \( S_{qv} = \omega_{qv} \). Then,

\[
\alpha = \delta_{vC} = [S_{C,C}]^{-1} S_{C,v} = \frac{\omega_{qv}}{\omega_{qq}} \neq 0.
\]  

(4.17)

Thus, for generic choice of \( B \) and \( \Omega \), \( \alpha \neq 0 \). Now, we finally examine the quantity of interest, which is a rational function of the error moments and \( B \), and play the same game as before, where
\[
\mathbb{E} \left( \gamma_q^{K-1} \gamma_v \right) = \mathbb{E} \left( [\varepsilon_q + \zeta]^{K-1} [\alpha \varepsilon_q + \eta] \right) \\
= \mathbb{E} \left( [\varepsilon_q^{K-1} + \sum_{k=0}^{K-2} \varepsilon_q^k \zeta^{K-1-k}] [\alpha \varepsilon_q + \eta] \right) \\
= \alpha \mathbb{E} \left( \varepsilon_q^K \right) + \mathbb{E} \left( \varepsilon_q^{K-1} \eta \right) + \mathbb{E} \left( \sum_{k=0}^{K-2} \varepsilon_q^k \zeta^{K-1-k} \right) [\alpha \varepsilon_q + \eta].
\]

Note that the last two terms do not involve \( \mathbb{E}(\varepsilon_q^K) \). So when \( \alpha \neq 0 \), selecting
\[
\mathbb{E} \left( \varepsilon_q^K \right) \neq -\frac{\mathbb{E} \left( \varepsilon_q^{K-1} \eta \right) + \mathbb{E} \left( \sum_{k=0}^{K-2} \varepsilon_q^k \zeta^{K-1-k} \right) [\alpha \varepsilon_q + \eta]}{\alpha}
\] (4.18)
ensures that \( \mathbb{E} \left( \gamma_q^{K-1} \gamma_v \right) \neq 0 \). Thus, there exists some point such that \( \mathbb{E} \left( \gamma_q^{K-1} \gamma_v \right) \neq 0 \). This implies there is a null set of \( B \) and error moments which we must avoid for each \( D \in \mathcal{D} \), but since \(|\mathcal{D}|\) is finite, then the union of these null sets is again a null set.

In practice, when using \( \mathbb{E}(\gamma_c(D)^{K-1} \gamma_v(C, \text{an}_D(C), S, D)) = 0 \) to certify ancestral relationships, we may miscertify (as an ancestor) a variable which is neither a descendant or an ancestor of \( v \) or we may miscertify a descendant \( s \) if we have removed the effect of \( v \) on \( s \) by adjusting for descendants of \( v \) which are ancestors of \( s \), but have not yet otherwise identified that \( s \) is a descendant of \( v \).

However, Corollary 4.2 together with Lemma 4.1 imply that if \( C \not\subseteq \text{an}(v) \), then either \( \mathbb{E}(\gamma_c(D)^{K-1} \gamma_v(C, \text{an}_D(C), S, D)) \neq 0 \) for some \( c \in C \), or if \( \mathbb{E}(\gamma_c(D)^{K-1} \gamma_v(C, \text{an}_D(C), S, D)) = 0 \) for all \( c \in C \), we can pre-screen the set to avoid miscertification. In particular, let \( C = C_1 \cup C_2 \), where we are certain that \( C_1 \subseteq \text{an}(v) \setminus \text{sib}(v) \) and we are interested in testing whether \( C_2 \subseteq \text{an}(v) \setminus \text{sib}(v) \). If \( C_2 \not\subseteq \text{an}(v) \setminus \text{sib}(v) \), but \( \mathbb{E}(\gamma_c(D)^{K-1} \gamma_v(C, \text{an}_D(C), S, D)) = 0 \)– which would result in a miscertification–then for \( C' = C_1 \cup \{C_2 \cap \text{an}(v)\} \), we could have certified that \( C' \subseteq \text{an}(v) \setminus \text{sib}(v) \) because \( \mathbb{E}(\gamma_c(D)^{K-1} \gamma_v(C', \text{an}_D(C'), S, D)) = 0 \) for all \( c \in C' \).
Furthermore, \( \mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(C'),\text{an}_D(C'),S,D)) = 0 \) for all \( c \in C_2 \setminus \text{an}(v) \). This implies we can pre-screen the non-ancestors of \( v \), which we would have otherwise miscertified, as long as we have already tried to certify all subsets of \( C_2 \). This is implemented in line 11 of Algorithm 2.

**Corollary 4.2.** Consider \( v \in V \) and set \( C \subseteq V \setminus \{v\} \). Let \( D \in \mathbb{R}^{p \times p} \) such that \( D_{ij} \neq 0 \) only if \( j \in \text{an}(i) \). Suppose \( C \not\subseteq \text{an}(v) \), but \( \mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(C,\text{an}_D(C),S,D)) = 0 \) for all \( c \in C \) for generic \( B \) and error moments. Then for \( C_1 = C \cap \text{an}(v) \setminus \text{sib}(v) \)

\[
\mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(C_1,\text{an}_D(C_1),S,D)) = 0
\]

for all \( c \in C \).

**Proof.** For convenience, let \( A = \text{an}_D(C) \), \( A_1 = \text{an}_D(C_1) \), \( A_2 = A \setminus A_1 \), and \( \Lambda = I - D \) and \( \Pi = (I - D)^{-1} \). This implies \( D_{A_1,A_2} = 0 \) and \( [(I - D_{A,A})^{-1}]_{A_1,A_2} = 0 \). So that

\[
(I - D)_{C_1,A}S_{A,A}(I - D_{A,A})^T((I - D_{A,A})^{-T})_{A,C_1}
\]

\[
= \begin{bmatrix} \Lambda_{C_1,A_1} & \Lambda_{C_1,A_2} \\ \Lambda_{C_1,A_1} & \Lambda_{C_1,A_2} \end{bmatrix} \begin{bmatrix} S_{A_1,A_1} & S_{A_1,A_2} \\ S_{A_2,A_1} & S_{A_2,A_2} \end{bmatrix} \begin{bmatrix} (\Lambda_{A_1,A_1})^T & (\Lambda_{A_2,A_1})^T \\ (\Lambda_{A_1,A_2})^T & (\Lambda_{A_2,A_2})^T \end{bmatrix} \begin{bmatrix} (\Pi_{C_1,A_1})^T \\ (\Pi_{C_1,A_2})^T \end{bmatrix}
\]

\[
= \begin{bmatrix} \Lambda_{C_1,A_1} & 0 \\ \Lambda_{C_1,A_1} & 0 \end{bmatrix} \begin{bmatrix} S_{A_1,A_1} & S_{A_1,A_2} \\ S_{A_2,A_1} & S_{A_2,A_2} \end{bmatrix} \begin{bmatrix} (\Lambda_{A_1,A_1})^T & 0 \\ 0 & (\Lambda_{A_2,A_2})^T \end{bmatrix} \begin{bmatrix} (\Pi_{C_1,A_1})^T \\ 0 \end{bmatrix}
\]

\[
= \Lambda_{C_1,A_1}S_{A_1,A_1} (\Lambda_{A_1,A_1})^T (\Pi_{C_1,A_1})^T,
\]

and

\[
(I - D)_{C_1,A}\Sigma_{A,v} = \begin{bmatrix} \Lambda_{C_1,A_1} & \Lambda_{C_1,A_2} \\ \Lambda_{C_1,A_1} & \Lambda_{C_1,A_2} \end{bmatrix} \begin{bmatrix} \Sigma_{A_1,v} \\ \Sigma_{A_2,v} \end{bmatrix} = \begin{bmatrix} \Lambda_{C_1,A_1} & 0 \\ \Lambda_{C_1,A_1} & 0 \end{bmatrix} \begin{bmatrix} \Sigma_{A_1,v} \\ \Sigma_{A_2,v} \end{bmatrix} = (I - D)_{C_1,A_1}\Sigma_{A_1,v}.
\]
Thus,

\[
\begin{align*}
\delta_v(C_1, A, S, D) &= [(I - D)_{C_1A} S_{A,A}(I - D_{A,A})^T ((I - D_{A,A})^{-T}_{A,C})]^{-1} (I - D)_{C_1A} \Sigma_{A,v} \\
&= [(I - D)_{C_1A_1} S_{A_1,A_1}(I - D_{A_1,A_1})^T ((I - D_{A_1,A_1})^{-T}_{A_1,C_1})]^{-1} (I - D)_{C_1A_1} \Sigma_{A_1,v} \\
&= \delta_v(C_1, A_1, S, D).
\end{align*}
\]

By Lemma 4.1, for generic \( B \) and error moments, if \( \mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(C, an_D(C), S, D)) = 0 \), then for every \( q \not\in C_1 \), \( \delta_{eq}(C, A, S, D) = 0 \).

\[
\gamma_v(C, A, S, D) = Y_v - Y_C \delta_v(C, A, S, D) \\
= Y_v - Y_{C_1}(C_1, A_1, S, D) \\
= \gamma_v(C_1, A_1, S, D).
\]

So if for all \( c \in C \),

\[
\mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(C, A, S, D)) = 0, \tag{4.19}
\]

then for all \( c \in C \)

\[
\mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(C_1, A_1, S, D)) = 0. \tag{4.20}
\]

We now show that for generic \( B \) and error moments, that this pre-screening procedure will not mistakenly remove a parent (which has not already been identified) or sibling of \( v \).

**Corollary 4.3.** Consider generic \( B \) and error moments. Suppose \( D = D(B) \) and for some \( v \in V \), \( \mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(pa_D(v), an_D(v), S, D)) = 0 \) for all \( c \in pa_D(v) \). If \( q \in \{pa(v) \setminus pa_D(v)\} \cup \text{sib}(v) \), then \( \mathbb{E}(\gamma_q(D)^{K-1}\gamma_v(D)) \neq 0 \).

**Proof.** First consider \( q \in pa(v) \setminus pa_D(v) \). \( \mathbb{E}(\gamma_c(D)^{K-1}\gamma_v(C, an_D(C), S, D)) = 0 \) for all \( c \in \)
pa_D(v) implies that
\[
\gamma_v(D) = Y_v - Y_{pa_D(v)}(D_{v,pa_D(v)})^T
= \left(\pi_{v,q} - \sum_{c \in C} \tilde{B}(\{C, v\})_{v,c} \pi_{c,q}\right) \epsilon_q + \eta
\]
\[
= \alpha \epsilon_q + \eta
\]
(4.21)
where \(\eta\) does not involve \(\epsilon_q\). For any \(c \in de(q)\), \(\tilde{B}(\{C, v, q\})_{v,C} = \tilde{B}(\{C, v\})_{v,C}\) because there are no paths from \(c\) to \(v\) which pass through \(q\), so marginalizing \(q\) does not change the marginal direct effect. Thus, as shown in Lemma 4.1,
\[
\alpha = \pi_{q,v} - \sum_{c \in C \cap de(q)} \tilde{B}(\{C, q, v\})_{v,C} \pi_{c,q}
= \tilde{B}(\{C, q, v\})_{v,q}.
\]
(4.22)
The points, \(B\) such that \(q \in pa(v)\), but the marginal direct effect \(\tilde{B}(\{C, q, v\})_{vq} = 0\) have Lebesgue measure 0, so by the same argument as Lemma 4.1 when \(\alpha \neq 0\), for generic error moments, \(\mathbb{E}(\gamma_q^{K-1} \gamma_v) \neq 0\).

Now consider \(q \in sib(v)\). Since \(pa_D(v) \subseteq an(v)\) for all \(v \in V\), then \(\gamma_v = \epsilon_v + \eta\) where \(\eta\) does not involve \(\epsilon_v\) and \(\gamma_q = \epsilon_q + \zeta\) where \(\zeta\) does not involve \(\epsilon_q\). Then, using the same argument as the previous lemmas, selecting
\[
\mathbb{E}(\epsilon_q^{K-1} \epsilon_v) \neq -\mathbb{E} \left( \sum_{t=0}^{K-2} \binom{K-1}{t} \epsilon_q^{K-1-t} (\epsilon_v + \eta) + \epsilon_q^{K-1} \eta \right)
\]
(4.23)
ensures that \(\mathbb{E}(\gamma_q^{K-1} \gamma_v) \neq 0\).

So far we have been concerned with discovering the ancestors of some node \(v\). The final corollary shows that when we have identified a superset of the parents of \(v\), we can prune
away ancestors which are not parents. The corollary motivates the pruning procedure which is used in line 38 of Algorithm 2.

**Corollary 4.4.** Consider $v$ and generic $B$ and error moments and let $D = B$. Suppose $\text{pa}(v) \subseteq C \subseteq \text{an}(v) \setminus \text{sib}(v)$ and $\mathbb{E}(\gamma_v(D)^{K-1}\gamma_v(C, \text{an}_D(C), S, D)) = 0$ for all $c \in C$. Then for any $q \in C \setminus \text{pa}(v)$, $\mathbb{E}(\gamma_q(D)^{K-1}\gamma_v(C \setminus \{q\}, \text{an}_D(C \setminus \{q\}), S, D)) = 0$, but for any $q \in \text{pa}(v)$, $\mathbb{E}(\gamma_q(D)^{K-1}\gamma_v(C \setminus \{q\}, \text{an}_D(C \setminus \{q\}), S, D)) \neq 0$.

**Proof.** Lemma 4.1 implies for any $q \in C \setminus \text{pa}(v)$,

$$
\delta_v(C, \text{an}_D(C), S, D) = B_{v,(C \setminus \{q\},q)} = \begin{bmatrix}
B_{v,(C \setminus \{q\})} & 0
\end{bmatrix} = \begin{bmatrix}
\delta_v(C \setminus \{q\}, \text{an}_D(C \setminus \{q\}), S, D)
\end{bmatrix}
$$

so that

$$
\mathbb{E}(\gamma_q(D)^{K-1}\gamma_v(C \setminus \{q\}, \text{an}_D(C \setminus \{q\}), S, D)) = \mathbb{E}(\gamma_q(D)^{K-1}\gamma_v(C, \text{an}_D(C), S, D)) = 0.
$$

The second statement follows directly from Corollary 4.3.

### 4.3 Graph estimation algorithm

Using the claims established above, we present in Algorithm 2 the **Bow-free Acyclic non-Gaussian (BANG)** algorithm which will consistently discover the underlying causal structural of the linear structural equation model when it corresponds to a BAP with non-Gaussian errors if the sample moments of $Y$ consistently estimate the population moments of $Y$.

Roughly speaking, the algorithm starts with a fully connected bidirected graph and, for each variable, iteratively certifies ancestors which are not siblings by considering progressively larger sets. When a set is certified as containing ancestors but not siblings, it is added to $\widehat{\text{pa}}$ and removed from $\widehat{\text{sib}}$ and $D$ is updated. This procedure is repeated until no additional ancestral relationships can be certified, and any remaining dependency which cannot be accounted for via linear adjustments is assumed to be from correlated errors. In the algorithm, whenever we test for $x \perp \perp y$, in practice, we mean testing $\mathbb{E}(x^{K-1}y) = 0$. 
Algorithm 2 BANG procedure

1: \( S = \frac{1}{n} Y^T Y \)
2: \( l = 1 \)
3: \( \tilde{pa}(v) = \emptyset \quad \forall v \)
4: \( \tilde{sib}(v) = V \setminus \{ v \} \quad \forall v \)
5: \( D_{uv} = 0 \quad \forall u, v \)
6: \( \gamma = Y \)

7: Find Ancestral Relationships
8: \( \text{while } \max |\tilde{sib}(v)| \geq l \ \text{do} \)
9: \( \text{Cycle through all variables} \)
10: \( \text{for } v \in [p] \ \text{do} \)
11: \( \text{Check for independencies} \)
12: \( \text{for } u \in \tilde{sib}(v) \ \text{do} \)
13: \( \text{if } \gamma_u \perp \perp \gamma_v \ \text{then} \)
14: \( \tilde{sib}(v) = \tilde{sib}(v) \setminus \{ u \} \)
15: \( \tilde{sib}(u) = \tilde{sib}(u) \setminus \{ v \} \)
16: \( \text{end if} \)
17: \( \text{end for} \)
18: \( \text{Certify pseudo-parents} \)
19: \( C^* = \emptyset \)
20: \( \text{for } C \in (\tilde{sib}(v)) \ \text{do} \)
21: \( \text{if } \gamma_C \perp \perp \gamma_v(C \cup \tilde{pa}(v), an_D(C \cup \tilde{pa}(v)), S, D) \ \text{then} \)
22: \( C^* = C^* \cup C \)
23: \( \text{end if} \)
24: \( \text{end for} \)
25: \( \tilde{pa}(v) = \tilde{pa}(v) \cup C^* \)
26: \( D_{v, \tilde{pa}(v)} = \delta_v(\tilde{pa}(v), an_D(\tilde{pa}(v)), S, D) \)
27: \( \tilde{sib}(v) = \tilde{sib}(v) \setminus \tilde{pa}(v) \)
28: \( \tilde{sib}(s) = \tilde{sib}(s) \setminus \{ v \} \quad \forall s \in \tilde{pa}(v) \)
29: \( \gamma_v = Y_v - Y(D_{v, V})^T \)
30: \( \text{end for} \)
31: \( \text{If no updates, consider larger sets} \)
32: \( \text{if } D \text{ was updated then} \)
33: \( l = 1 \)
34: \( \text{else} \)
35: \( l = l + 1 \)
36: \( \text{end if} \)
37: \( \text{end while} \)

38: Pruning Phase
39: \( \text{Form topological ordering } \sigma \)
40: \( \text{for } v \in \sigma \setminus (\{ p \}) \ \text{do} \)
41: \( \text{for } s \in \tilde{pa}(v) \ \text{do} \)
42: \( \text{if } \gamma_s \perp \perp \gamma_v(\tilde{pa}(v) \setminus \{ s \}, an_D(\tilde{pa}(v) \setminus \{ s \}), S, D) \ \text{then} \)
43: \( \tilde{pa}(v) = \tilde{pa}(v) \setminus \{ s \} \)
44: \( D_{v, s} = 0 \)
45: \( \text{end if} \)
46: \( \text{end for} \)
47: \( \text{end for} \)
48: \( \text{Return} \)
49: \( \text{Let } \tilde{E}_\rightarrow = \{ (u, v) : u \in \tilde{pa}(v) \} \)
50: \( \text{Let } \tilde{E}_\leftarrow = \{ (u, v) : u \in \tilde{sib}(v) \} \)
51: \( \text{Return } \tilde{G} = (V, \tilde{E}_\rightarrow, \tilde{E}_\leftarrow), \tilde{B} = D, \tilde{\Omega} = \var(\gamma) \)
4.3.1 Graph identification

**Theorem 4.2.** Suppose $Y$ is generated by a linear SEM which corresponds to some bow-free acyclic path diagram $G = \{V, E_\rightarrow, E_\leftrightarrow\}$. Then for generic choices of $B$ and error moments, when given population level moments of $Y$, Algorithm 2 will output $\hat{G} = G$.

**Proof.** First, we note that the statements from Lemmas 4.1 and 4.2 and Corollaries 4.3 and 4.4 about certain quantities being non-zero for generic $B$ and error moments only explicitly pertained to a single quantity. However, since we only only consider a finite set of these quantities, the union of the null sets to be avoided is also a null set. Thus, for the remainder of the proof, we assume that quantities which are generically non-zero are actually non-zero.

Assume that $\sigma$ is some topological ordering of the directed portion of underlying graph $G = \{V, E_\rightarrow, E_\leftrightarrow\}$. Let a single step $z$ be an entire iteration through all $v \in V$ for which all relevant sets of up to size $z-1$ are tested. We will now show by induction that the algorithm recovers the correct graph.

As the induction hypothesis, suppose for $z \in [p]$, $v = \sigma^{-1}(z)$, (1) $D_{A,A} = B_{A,A}$ for $A = \sigma^{-1}([z-1])$; (2) $\hat{pa}(a) \supseteq pa(a)$ for all $a \in A$; (2) $D = D(B)$ for some $D \in \mathcal{D}$; and (3) $\hat{\text{sib}}(j) \supseteq \text{sib}(j)$, $pa(j) \subseteq \{\hat{\text{sib}}(j) \cup \hat{pa}(j)\}$ and $\hat{pa}(j) \subseteq \{\text{an}(j) \setminus \text{sib}(j)\}$ for all $j \in V$.

By assumption $D_{A,A} = B_{A,A}$ and $D = D(B)$ for some $D \in \mathcal{D}$, so $\text{an}_D(pa(v)) \subseteq \text{an}(pa(v))$. By Corollary 4.2, for all $s \in V$ the pruning procedure on Line 11 removes any $q \notin \text{an}(s)$ which may have otherwise been mistakenly certified into $\hat{pa}(s)$. However, Corollary 4.3 implies that this procedure does not remove any siblings of $s$ or remaining parents of $s$ which have not yet been certified in $\hat{pa}(s)$, so $pa(s) \subseteq \{\text{sib}(s) \cup \hat{pa}(s)\}$ and $\hat{\text{sib}}(s) \supseteq \text{sib}(s)$.

Together with Lemma 4.2, this ensures that for all $s \in V$ no set $C$ will be certified such that $C \not\subseteq \text{an}(s) \setminus \text{sib}(s)$. Thus, $\hat{pa}(s) \subseteq \text{an}(s) \setminus \text{sib}(s)$ is preserved for all $s \in V$ and any updates to $D$ continue to satisfy $D = D(B)$.

By the acyclic assumption, $|\text{pa}(v)| \leq z-1$ and since we test all sets $C$ of size less than $z$ so we will eventually consider some $C$ such that $\text{pa}(v) \subseteq C \subseteq \text{an}(v) \setminus \text{sib}(v)$. By Lemma 4.1 and Corollary 4.1, $\mathbb{E}(\gamma_c^{K-1}\gamma_v) = 0$ for all $c \in C$ so that $C$ will be certified into $\hat{pa}(v)$. In
addition, the resulting update which sets \( D_{v,\hat{\mathcal{P}}(v)} = \delta_{v,\hat{\mathcal{P}}(v)} \) will result in \( D_{v,V} = B_{v,V} \). This implies \( D_{\{A,v\},\{A,v\}} = B_{\{A,v\},\{A,v\}} \).

Thus, for \( z + 1 \), \( v' = \sigma^{-1}(z + 1) \) and \( A' = A \cup \{v\} \), the induction condition is still satisfied. That is, (1) \( D_{A',A'} = B_{A',A'} \) and \( \hat{\mathcal{P}}(a) \supseteq \mathcal{P}(a) \) for all \( a \in A' \); (2) \( D = D(B) \) for some \( D \in \mathcal{D} \); and (3) \( \hat{\text{sib}}(j) \supseteq \text{sib}(j) \), \( \mathcal{P}(j) \subseteq \{\text{sib}(j) \cup \hat{\mathcal{P}}(j)\} \) and \( \hat{\mathcal{P}}(j) \subseteq \{\text{an}(j) \setminus \text{sib}(j)\} \) for all \( j \in V \).

The base case is trivially satisfied since for step 1, \( v = \sigma^{-1}(1) \) has no ancestors so \( D = 0 \) trivially \( D_{A,A} = B_{A,A} \). Furthermore, we initialize \( \hat{\text{sib}}(s) = V \setminus s \), and \( \hat{\mathcal{P}}(s) = \emptyset \) so the induction conditions are satisfied.

Thus, after \( p \) steps, \( D = B \), so \( \mathbb{E}(\gamma_i(D)^{K-1} \gamma_j(D)) \neq 0 \) if and only if if \( j \in \text{sib}(i) \) so \( \hat{\text{sib}}(v) = \text{sib}(v) \) for all \( v \in V \). Furthermore, \( \mathcal{P}(v) \subseteq \hat{\mathcal{P}}(v) \subseteq \text{an}(v) \setminus \text{sib}(v) \). By Corollary 4.4, the pruning phase removes any ancestors from \( \hat{\mathcal{P}}(v) \) which are not parents, but does not remove any parents. So that the final \( \hat{\mathcal{P}}(v) = \mathcal{P}(v) \). \( \square \)

Since all the tests involve rational functions of the moments of \( Y \), it immediately follows that the method is consistent if the sample moments of \( Y \) are consistent for the population moments of \( Y \).

**Corollary 4.5.** Suppose \( Y_1, \ldots, Y_n \) is generated by a linear structural equation model which corresponds to some BAP \( G = \{V, E_\rightarrow, E_\leftrightarrow\} \). Then, for generic choices of \( B \) and error moments, there exists some \( \eta > 0 \) such that if the sample moments are within an \( \eta \)-ball of the population moments \( Y \), Algorithm 2 will output \( \hat{G} = G \) when the independence tests are appropriately tuned.

**Proof.** First, we note that when \( D = D(B) \) for some \( D \), the maps which take moments of \( Y \) to \( E(\gamma_c(D)^{k-1} \gamma_v(C, A, S, D)) \) are rational functions and are thus Lipschitz within a bounded domain around the population moments of \( Y \). So, when using the sample moments of \( Y \) to form estimates of \( \hat{E}(\gamma_c(D)^{k-1} \gamma_v(C, A, S, D)) \), for any \( \zeta > 0 \), there exists some \( \eta > 0 \) such that if the sample moments are within a \( \eta \)-ball of the population quantities, the estimates of \( \hat{E}(\gamma_c(D)^{k-1} \gamma_v(C, A, S, D)) \) are within \( \zeta/2 \) of the true quantities.
For generic $B$ and error moments, let $\zeta = \min_{\mathbb{E}(\gamma_{c}^{K-1}\gamma_{v}) \neq 0} |\mathbb{E}(\gamma_{c}^{K-1}\gamma_{v})|$. When all estimates of the tested quantities are within $\zeta/2$ of the population quantities, all estimates which correspond to quantities which are 0 are less than $\zeta/2$ in absolute value, and all estimates which correspond to quantities which are generically non-zero are greater than $\zeta/2$ in absolute value. Thus, we could construct a correct test of $\mathbb{E}(\gamma_{c}^{K-1}\gamma_{v}) = 0$ vs $\mathbb{E}(\gamma_{c}^{K-1}\gamma_{v}) \neq 0$ by simply using a cut-off of $\zeta/2$ for the sample moments. Thus, we will always certify or reject the correct sets and by Theorem 4.2, $\hat{G} = G$.

4.3.2 Practical concerns

For any BAP, the results stated hold for all but a null set of $B$ and error moments. In particular, as shown in Corollary 4.3, any point where the direct marginal effect of $q$ on $v$ vanishes for some $q \in \text{pa}(v)$ lies in the null set. This trivially includes any points where $B_{vq} = 0$ for some $q \in \text{pa}(v)$. We also know that error moments which correspond to a Gaussian distribution ought to be avoided. In general, for finite samples, accurate estimation would require strong faithfulness assumptions similar to the conditions required in Chapter 3 such that the errors are sufficiently non-Gaussian and the linear coefficients are bounded away from 0. For BAPs, we also need the error covariances to be bounded from 0 and the higher order cross moments to be sufficiently non-Gaussian.

Any consistent test for whether $\mathbb{E}(\gamma_{c}^{K-1}\gamma_{v}) = 0$ could be used with the algorithm. We use empirical likelihood to jointly test whether $\mathbb{E}(\gamma_{c}^{K-1}\gamma_{v}) = 0$ for all $c \in C$. Empirical likelihood is useful in this context because it does not require explicit estimation of the variances of $\gamma_{c}^{K-1}\gamma_{v}$ in order to form a well-calibrated test statistic and the empirical likelihood ratio statistic converges to a known reference distribution under very mild conditions. In addition, pooling together all the tests into one omnibus test helps limit multiple testing. Unfortunately, the computational burden of empirical likelihood is highly dependent on the sample size.

In practice, we also need to select some $K$ for the testing procedure. This should correspond to a moment of the errors which is not consistent with the Gaussian distribution.
In theory, one could test $\mathbb{E}(\gamma_c^{k-1}\gamma_v) = 0$ for all $k = \{3, \ldots, K\}$ for some arbitrarily large $K$ when given infinite data; in practice, letting $K = 3, 4$ should suffice.

Finally we note that when given an oracle for conducting independence tests, if the in-degree of each node (counting both directed and bidirected edges) is bounded by some constant $J$, then the number of tests required is bounded by a polynomial of the number of variables. Without loss of generality assume that $1, \ldots, p$ is a topological ordering of the nodes. For any $z \in [p]$, assuming that we have discovered the parents of nodes $[z-1]$, then testing all subsets up to size $J$ of possible parents is sufficient for discovering the parents of $z$. So $D$ will be updated and $l$, the counter for set size, will be reset so that $l$ will never exceed $J$. Thus, for each of the $p$ nodes, in between updates to $D$, there will be at most $\sum_{k=0}^{J} \binom{p}{k} \leq p^{J+1}$ independence tests. We include $k = 0$ to count the independence screening procedure before any of the regressions are performed. By the acyclic assumption, there are at most $p(p-1)/2$ ancestral relationships to discover, which would cause an update to $D$. Once $D$ is fully updated so that $D = B$, then $\widehat{\text{sib}}(v) = \text{sib}(v)$ for all $v \in V$. This implies there will be at most an additional round of $p^{J+1}$ tests for each $v$ before the counter surpasses $\max_v |\widehat{\text{sib}}(v)|$ and the algorithm terminates. Then, there are at most $p(p-1)/2$ discovered ancestral relationships which much be checked and pruned. Thus, there are $O(p \times p^{J+1} \times p^2)$ total independence tests.

### 4.4 Numerical results

We compare BANG to two existing methods for Gaussian data–FCI+ (Claassen et al., 2013) with Gaussian conditional independence tests and Greedy BAP Search (GBS) (Nowzohour et al., 2017). For FCI+, we use the implementation in the R package `pcalg` (Kalisch et al., 2012) and for GBS we use the implementation in the R package `greedyBaps` (Nowzohour, 2017). We consider structure learning in two settings: ancestral graphs and BAPs. Finally, we show that when applied to ecology data with a ground truth model, the BANG method performs well.
4.4.1 Comparison with FCI+ and Greedy BAP search

In the first setting, we generate random ancestral graphs with \( p = 5 \) by selecting 4 directed edges uniformly from the set \( \{ (i, j) : i < j \} \) and then selecting 2 bidirected edges from the set \( \{ (i, j) : i \not\in \text{an}(j) \text{ and } j \not\in \text{an}(i) \} \). Note that these graphs are not necessarily maximal. We then draw the directed edges uniformly from \((.6, 1)\). For the errors, we first draw \( \delta_i \sim N(0, \Delta) \) where \( \Delta_{uv} = 1 \) and \( \Delta_{uv} = .2 \) if \((u, v) \in E_{\leftrightarrow}\). We then let \( \varepsilon_i = \exp(\delta_i) - \sqrt{e} \) so \( \varepsilon_i \) are centered log-normal variables with variances \( e \times (e - 1) = 4.67 \) and covariances \( e \times (e^2 - 1) = 0.60 \). We let \( Y_i = (I - B)^{-1} \varepsilon_i \) and randomly permute the ordering of the columns of \( Y \). We repeat this for 1000 random realizations of a graph and data.

Although there is no MAG restriction on the graphs returned by BANG and GBS, for a direct comparison, we take the BAP estimated from BANG and GBS and project it to a PAG by using FCI+ with population quantities. For GBS, we allow 100 random restarts, the same number used in the simulations by (Nowzohour, 2017). The proportion of times BANG, GBS, and FCI+ identify the correct PAG given non-Gaussian data is shown in Figure 4.4 with the solid lines. We also include the proportion of times that BANG identifies the exact graph for comparison. We see that when the nominal level for the independence tests is properly tuned, BANG outperforms existing methods in identifying the correct PAG, and is even able to get the exact graph a higher proportion of the times than the other methods identify the correct PAG. Note that because GBS has no user specified nominal test level, the lines in each of the panels are similar.

For further comparison, we also simulate 1000 random realizations with Gaussian data using the same procedure to generate edge weights and error covariances. The proportion of times which FCI+ and GBS identify the true PAG for the Gaussian data is shown with dotted lines in Figure 4.4. We note that there does not seem to be a substantial difference for either method when the data are Gaussian or non-Gaussian.

When considering BAPs, we consider three settings and compare the performance of BANG and GBS. First, we generate random BAPs with 4 directed edges and 2 bidirected
edges with the same procedure for the ancestral graphs except we randomly draw bidirected edges from the set \( \{i, j\} : i \not\in \text{pa}(j) \) and \( j \not\in \text{pa}(i) \) which enforces bow-freeness but not the ancestral condition. Second, we consider denser graphs with 8 total edges by selecting the number of directed edges, \( d \) uniformly from \( \{3, \ldots, 7\} \) and then let the number of bidirected edges be \( 8-d \). Finally, we also consider a setting where we fix the graph to the two adversarial BAPs shown in Figure 4.5, but draw random edgeweights and data. Again, we allow GBS to use 100 random restarts. Because GBS can only identify graphs up to an equivalence class, we consider the estimated BAP correct if it is in the empirical Markov equivalence class of the
true BAP; following Nowzohour (2017), since there is no known graphical characterization for the equivalence class of BAPs, we say that the estimated graph is correct if the score of the estimated structure is within $10^{-10}$ of the score of the true BAP structure. We hold BANG to a higher standard and only consider the estimate correct if it identifies the exact BAP.

The results of 1000 random realizations for the random BAPs are shown in Figure 4.6. The results of the non-Gaussian realizations are shown with solid lines and the results for GBS with Gaussian data are shown with the dotted lines. Again, we see in the 6 edge and 8 edge case, when properly tuned, BANG, with non-Gaussian data, outperforms GBS when the data are Gaussian or non-Gaussian. In almost every case where GBS does not identify the correct equivalence class, the estimated graph has a higher score than the true graph; this indicates that the greedy procedure is not the main shortcoming, but that the true structure is not actually a global maximum. Finally, we see that GBS tends to perform worse when the graph is more dense (8 edges vs 6). This phenomenon is further accentuated in results of the two adversarial graphs shown in Figure 4.7 which have 9 and 10 edges. Here we see that GBS almost never identifies the correct equivalence class while BANG still performs well given a large sample size. We posit that this occurs because GBS uses a BIC type score, but doubles the penalty for the number of edges. Thus, in finite samples, this tends to favor sparser graphs.

(a) House Graph
(b) Complete Graph

Figure 4.5: Adversarial graphs used in simulations
4.4.2 Data example

Grace et al. (2016) use a structural equation model to examine the relationships between land productivity and the richness of plant diversity. They consider measurements taken at 39 different sites and 1126 specific plots, which are locations within the 39 sites. They fit two models: (1) a site level model \( (n = 39) \) which only includes the site level measures (shown in light gray in Figure 4.8), and (2) a plot level model which includes the plot specific measurements as well as any posited parents of the plot specific variables. We only consider the variables that they include in the plot level model, and omit the variables which were only used in the site level model. We then “project” the causal model considered by Grace et al.
Figure 4.7: Proportion of times GBS discovers a BAP in the empirical Markov equivalence class and BANG discovers the exactly correct graph. BANG is shown in red and plot symbols indicate nominal test level. GBS is shown in blue and the dotted line indicates performance on Gaussian data.

(2016) into a BAP through the procedure described below. When marginalizing variables, we roughly follow the procedure of Koster (2002); however, because we want to arrive at a bow-free graph, some slight modifications are required.

We first remove any edges which they had posited, but found were not significant (denoted by NS in Figure 4.8). Note that this removes the cycle in the plot specific measurements, but there is still a cycle between site productivity, biomass and richness. The nodes for climate, disturbance and suitability, actually represent multiple variables which are used in the SEMs. For climate and disturbance, the separate measures are both highly correlated, so it seems reasonable to use bidirected edges between site productivity, biomass and richness.
when marginalizing out those variables, despite the fact that they are actually separate measures. To keep the bow-free assumption, we do not include the directed edges between site productivity, site biomass and site richness. This results in ancestral relationships in the full model which are not otherwise captured in the marginalized model. Thus, we add directed edges from site productivity to plot biomass and plot richness; from site biomass to plot productivity and plot richness; from site richness to plot productivity and plot biomass. For suitability, there is both a site suitability, which is a parent of site richness, and a plot suitability which is a parent of plot richness. Although there is no explicit specification in their SEM of how site suitability relates into plot suitability, it seems reasonable to assume that site suitability has a direct effect on plot suitability, as is the case for all other site vs plot measures. Thus, we include a bidirected edge between plot suitability and site richness. This results in the BAP shown in Figure 4.9. We consider this model the ground truth.
For BANG, we selected the nominal test level, .01, so that there are roughly the same number of directed edges in the estimated and ground truth graphs, 11 and 13 respectively. The discovered graph is shown in Figure 4.10. Of the 28 pairs of nodes, BANG correctly identifies the correct relation (→, ←, ↔ or no edge) for 16 of the pairs. Naively, letting the probability of guessing each relationship to be 1/4, this results in a binomial probability of \( P(X \geq 16) = .00029 \). This probability does not account for the dependency between edges since there is an acyclic restriction, but it suggests that the method is doing much better than random guessing. There are 7 bidirected edges in the estimated graph compared to 4 in the ground truth model. This behavior is somewhat expected since there is still likely to be uncontrolled confounding which is either not actually fully accounted for in the ground truth model or direct causes which cannot be fully explained by a linear relationship. We compare the discovered model to the BAP selected using GBS with 100 random restarts. The graph posited by GBS only matches 7 out of the possible 28 pairs. It is quite possible that another BAP in the same equivalence class matches the ground truth much better than the BAP that was produced by the greedy search; however, this illustrates the point that only considering equivalence classes can lead to unsatisfactory scientific conclusions.

4.5 Discussion

In this chapter, we have discussed the identification of causal structure when the errors in a linear structural equation model are correlated. In particular, we borrow intuition from
the LiNGAM line of work (Shimizu et al., 2006), to show that when a SEM corresponds to a BAP and the errors are non-Gaussian, one can identify the exact causal structure from observational data. We propose the BANG algorithm and show that it consistently identifies the graph. This extends previous work on BAPs by Nowzohour et al. (2017) by identifying an exact graph rather than a larger equivalence class. In addition, this extends the work on non-Gaussian SEMs with errors by Hoyer et al. (2008b) and Shimizu and Bollen (2014) by consistently identifying an exact graph without pre-specifying the number of latent variables or a distribution of the errors.

Since the number of independence tests considered is a polynomial of the number of variables, under additional assumptions, we might be able to consistently estimate the graph in a sparse high dimensional setting where the maximum in-degree of the graph is bounded, but the number of variables $p$ grows at a faster rate than the number of samples $n$. If the errors are assumed to be log-concave, but non-Gaussian, one could then again directly apply
the concentration results in Lin et al. (2016) which allows for arbitrary dependence. For computational reasons, using empirical likelihood would be intractable, so one might use a set of statistics or tests which are easier to compute as in Chapter 3.

Other possible extensions of the current work include discovery of graphs with bows by incorporating possible instrumental variables into the search procedure. In particular, Silva and Shimizu (2017) combine Tetrad constraints with LiNGAM ideas to test for valid instrumental variables. This could be incorporated into our proposed discovery procedure to consistently estimate direct effects even in the presence of bows.

Finally, as discussed in Chapter 3, Loh and Bühlmann (2014) show for DAGs, even with non-Gaussian errors, the precision matrix encodes causal structure. A similar statement can be made for BAPs, where a non-zero entry in the precision implies that two nodes are in the same Tian component. Thus, using a consistent procedure for estimating the precision could also be a fruitful pre-processing step in the BAP setting.
Chapter 5

DISCUSSION

In this work, we studied three related problems involving linear structural equation models where the stochastic error terms do not correspond to a Gaussian distribution.

We first study the setting where the underlying structure is known and corresponds to a mixed graph which may contain bows and cycles. We show that when the data is non-Gaussian, empirical likelihood can be an attractive alternative to existing methods when several modifications are applied to a naive formulation.

Next, we show that under certain conditions, when the underlying structure is unknown, but corresponds to a DAG, the graph can be consistently recovered in the high dimensional setting where the number of variables may exceed the number of observations. In particular, we require the maximum in-degree of the graph to be bounded and the errors to correspond to some log-concave distribution.

Finally, we show that the underlying graph can be consistently recovered in the presence of unobserved latent variables if the errors are non-Gaussian. In particular, we assume the graph corresponds to a bow-free acyclic path diagram (BAP), and show that the graph can be recovered with a polynomial number of independence tests when the maximum in-degree of the graph is bounded.

While the proposed causal discovery algorithms are theoretically sound and work well in simulations, we do acknowledge a few drawbacks of our approach. Although the assumption of non-Gaussian errors is almost always true, the assumption of linearity typically does not hold. When this assumption fails, it is not clear if the methods consistently estimate a single graph, and if so what that graph represents. In the previous conditional independence based constraint testing methods, if a graph is consistently estimated, it can still be interpreted as
a conditional independence map. However, a corresponding statement is not straightforward in the setting we consider. Thus, although we can make a much stronger statement when our assumptions hold, when they do not hold, the output can be quite hard to interpret. In addition, the methods require a type of strong faithfulness for estimation with finite samples. This is exacerbated by the constraint based approach which is already sensitive to error propagation.

We close by briefly describing a few possible avenues of future work.

5.0.1 Beyond constraint based methods

Although the constraint based methods are theoretically sound, greedy algorithms have been shown to be quite successful in practice because they are less susceptible to error propagation. The empirical likelihood with estimating equations that also constrain higher order moments may prove a useful criterion to greedily optimize because it is agnostic to error distribution. This would require a penalty on the number of parameters so that we consistently identify the exact graph and not a super-model of the truth. If the empirical likelihood could be decomposed in a sound way, this could be applied with dynamic programming ideas similar to Silander and Myllymäki (2006) to extend computational tractability to larger graphs. Similar to the graphical lasso, we have also explored using penalized empirical likelihood techniques for graph selection, but further analysis and refinement is needed.

5.0.2 Exploration of latent structure

We have only considered specification of latent confounding on a pairwise level. Preliminary work shows that one might be able to use non-Gaussianity to also detect the number of latent variables. Combined with ideas about mDAGs (Evans, 2016), this may yield a finer grain approach to discovering causal structure.
5.0.3 Non-linear relationships

Peters et al. (2014) show that when the underlying structure corresponds to a DAG, causal discovery of the exact graph is also possible when the functional relationships implied by the structural equation model are non-linear and unknown. Combined with ideas from Chapter 4, in which the estimated covariance structure of previously certified ancestors is explicitly used, one may be able to extend their results to settings with latent confounding.
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Appendix A

APPENDIX

A.1 Proof of Theorem 3.1

Theorem 3.1. Let $P \in \mathcal{P}(G)$ be a distribution in the model given by an acyclic digraph $G$, and let $Y_i \sim P$. For $K > 2$, two distinct nodes $u$ and $v$, and any set $C \subseteq V \setminus \{u, v\}$, define

$$
\tau_{v,C \rightarrow u}^{(K)} := \mathbb{E}_P(Y_{v_iC}^{-1}Y_{ui})\mathbb{E}_P(Y_{v_iC}^2) - \mathbb{E}_P(Y_{v_iC}^{K})\mathbb{E}_P(Y_{v_iC}Y_{ui}). \quad (3.4)
$$

(i) If $u \not\in \text{pa}(v)$ and $\text{pa}(v) \subseteq C \subseteq V \setminus \{ \text{de}(v), v, u \}$, then

$$
\tau_{v,C \rightarrow u}^{(K)} = 0.
$$

(ii) Suppose $P$ is parentally faithful with respect to $G$. If $u \in \text{pa}(v)$ and $C \subseteq V \setminus \{ \text{de}(v), v, u \}$, then for generic error moments up to order $K > 2$, we have

$$
\tau_{v,C \rightarrow u}^{(K)} \neq 0.
$$

Proof. Statement (i): Consider any set $C$ such that $\text{pa}(v) \subseteq C$ and $C \cap \text{de}(v) = \emptyset$. Since we condition on all parents, $\beta_{vc,C} = 0$ for any $c \in C$ which is not a parent of $v$. Then,

$$
Y_{v,C} = Y_v - \sum_{c \in \text{pa}(v)} \beta_{vc,C}Y_c - \sum_{k \in C \setminus \text{pa}(v)} \beta_{vc,C}Y_c \quad (A.1)
$$

$$
= Y_v - \sum_{c \in \text{pa}(v)} \beta_{vc,C}Y_c
$$

$$
= \varepsilon_v.
$$
We then directly calculate the parameter for the set $C$.

$$
\tau_{v,C \rightarrow u}^{(K)} = \mathbb{E}(Y_{v,C}^{K-1}Y_u)\mathbb{E}(Y_{v,C}^2) - \mathbb{E}(Y_{v,C}^K)\mathbb{E}(Y_{v,C}Y_u)
$$

$$
= \mathbb{E}\left(\varepsilon_v^{K-1}\left[\varepsilon_u + \pi_{uv}\varepsilon_v + \sum_{z \in \text{an}(u) \setminus \{v\}} \pi_{uz}\varepsilon_z\right]\right)\mathbb{E}\left(\varepsilon_v^2\right)
- \mathbb{E}\left(\varepsilon_v^K\right)\mathbb{E}\left(\varepsilon_v\left[\varepsilon_u + \pi_{uv}\varepsilon_v + \sum_{z \in \text{an}(u) \setminus \{v\}} \pi_{uz}\varepsilon_z\right]\right)
= \pi_{uv}\mathbb{E}\left(\varepsilon_v^K\right)\mathbb{E}\left(\varepsilon_v^2\right) - \pi_{uv}\mathbb{E}\left(\varepsilon_v^K\right)\mathbb{E}\left(\varepsilon_v^2\right)
= 0.
$$

The penultimate equality follows from the assumption of independent errors. If there is no directed path from $v$ to $u$, then $\pi_{uv} = 0$ and the statement trivially holds.

**Statement (ii):** For fixed $C$, $u, v \in V$, and parentally faithful linear coefficients and variances, $\tau_{v,C \rightarrow u}^{(K)}$ is a polynomial of the error moments of degree $k = 3, \ldots, K$. Thus, selecting a single point (of error moments) where the quantity $\tau_{v,C \rightarrow u}$ is non-zero is sufficient for showing that the quantity is non-zero for generic error moments of degree $k = 3, \ldots, K$ (Okamoto, 1973). Specifically, we select that point by letting all error moments for $k < K$ be consistent with the Gaussian moments implied by $\sigma_v^2$, the variance of $\varepsilon_v$, but select the $K$th degree moment to be inconsistent with the corresponding Gaussian moment. Since there are a finite number of sets $C \subseteq V$ such that $C \cap \text{de}(v) = \emptyset$, then the set of error moments of degree $k = 3, \ldots, K$ which yield $\tau_{v,C \rightarrow u} = 0$ for any $C \subseteq V$ also has Lebesgue measure zero.

Recall that the total residual effect of $u$ on $v$ given $C$ is

$$
\pi_{vu,C} = \pi_{vu} - \sum_{c \in C} \beta_{vc,C} \pi_{cu}.
$$
where $\pi_{vu}$ is the total effect of $u$ on $v$ and $\pi_{uu} = 1$. For any set $C$, where $C \cap \text{de}(v) = \emptyset$,

\begin{equation}
Y_{v.C} = Y_v - \sum_{c \in C} \beta_{vc.C} Y_c
\end{equation}

\begin{equation}
= \varepsilon_v + \sum_{k \in \text{an}(v)} \pi_{vk} \varepsilon_k - \sum_{c \in C} \beta_{vc.C} \sum_{d \in \text{An}(c)} \pi_{cd} \varepsilon_d
\end{equation}

\begin{equation}
= \varepsilon_v + \sum_{k \in \{\text{an}(v) \cup \text{An}(C)\}} \pi_{vk} \varepsilon_k.
\end{equation}

By the parental faithfulness assumption, since $u \in \text{pa}(v)$, $\pi_{vu.C} \neq 0$. We partition $\{\text{An}(v) \cup \text{An}(C)\}$ into three disjoint sets

\begin{equation}
Z_1 = \{\text{An}(v) \cup \text{An}(C)\} \setminus \text{An}(u)
\end{equation}

\begin{equation}
Z_2 = \{z \in \text{An}(u) : \text{such that } \pi_{vz.C} = \pi_{vu.C} \pi_{uz}\}
\end{equation}

\begin{equation}
Z_3 = \text{An}(u) \setminus Z_2.
\end{equation}

Note that $u \in Z_2$ and graphically, $Z_2 \setminus \{u\}$ corresponds to ancestors of $u$ which only have directed paths to $v$ through $C \cup \{u\}$, while $Z_3$ corresponds to ancestors of $u$ which have directed paths to $v$ that do not pass through $C \cup \{u\}$. If there is no confounding between $Y_{v.C}$ and $Y_u$, then $Z_3$ is empty. For notational convenience, we define

\begin{equation}
\varepsilon_{Z_1} = \varepsilon_v + \sum_{z \in Z_1} \pi_{vz.C} \varepsilon_z
\end{equation}

\begin{equation}
\varepsilon_{Z_2} = \sum_{z \in Z_2} \pi_{uz} \varepsilon_z
\end{equation}

\begin{equation}
\varepsilon_{Z_3} = \sum_{z \in Z_3} \left( \pi_{vz} - \sum_{c \in C} \beta_{vc.C} \pi_{cz} \right) \varepsilon_z = \sum_{z \in Z_3} \pi_{vz.C} \varepsilon_z
\end{equation}
so that

\[ Y_{v.C} = \varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2 + \varepsilon Z_3 \]

and

\[ Y_u = \varepsilon Z_2 + \sum_{z \in Z_3} \pi_{uz} \varepsilon z. \]

For \( w = (w_1, w_2, w_3) \) with \( |w| = w_0 \), let \( \binom{w_0}{w} = \frac{w_0!}{w_1! w_2! w_3!} \), the multinomial coefficient. Then

\[
Y_{v.C}^{w_0} = (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2 + \varepsilon Z_3)^{w_0} = \sum_{|w| = w_0} \binom{w_0}{w} \varepsilon_{Z_1}^{w_1} (\pi_{v.C}\varepsilon Z_2)^{w_2} \varepsilon Z_3^{w_3} \tag{A.6}
\]

\[
= \sum_{|w| = w_0} \binom{w_0}{w} \varepsilon_{Z_1}^{w_1} (\pi_{v.C}\varepsilon Z_2)^{w_2} \varepsilon Z_3^{w_3} + \sum_{|w| = w_0} \binom{w_0}{w} \varepsilon_{Z_1}^{w_1} (\pi_{v.C}\varepsilon Z_2)^{w_2} \varepsilon Z_3^{w_3}
\]

\[
= (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2)^{w_0} + \sum_{|w| = w_0} \binom{w_0}{w} \varepsilon_{Z_1}^{w_1} (\pi_{v.C}\varepsilon Z_2)^{w_2} \varepsilon Z_3^{w_3},
\]

so that

\[
\tau_{v.C \rightarrow u}^{(K)} = \mathbb{E}(Y_{v.C}^{K-1} Y_u) \mathbb{E}(Y_{v.C}^2) - \mathbb{E}(Y_{v.C}^K) \mathbb{E}(Y_{v.C} Y_u) \tag{A.7}
\]

\[
= \mathbb{E} \left( (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2 + \varepsilon Z_3)^{K-1} Y_u \right) \mathbb{E} \left( (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2 + \varepsilon Z_3)^2 \right)
\]

\[
- \mathbb{E} \left( (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2 + \varepsilon Z_3)^K \right) \mathbb{E} \left( (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2 + \varepsilon Z_3) Y_u \right)
\]

\[
= \mathbb{E} \left( (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2)^{K-1} Y_u \right) + \mathbb{E} \left( Y_u \sum_{|w| = K-1} \binom{K-1}{w} \varepsilon_{Z_1}^{w_1} (\pi_{v.C}\varepsilon Z_2)^{w_2} \varepsilon Z_3^{w_3} \right)
\]

\[
\times \left[ \sigma^2_{Z_1} + \pi_{v.C}\sigma^2_{Z_2} + \sigma^2_{Z_3} \right]
\]

\[
- \mathbb{E} \left( (\varepsilon Z_1 + \pi_{v.C}\varepsilon Z_2)^K \right) + \mathbb{E} \left( \sum_{|w| = K} \binom{K}{w} \varepsilon_{Z_1}^{w_1} (\pi_{v.C}\varepsilon Z_2)^{w_2} \varepsilon Z_3^{w_3} \right)
\]
\[ \times \left[ \pi_{vu.C} \sigma_{Z_2}^2 + \mathbb{E}(\varepsilon Z_3 Y_u) \right] . \]

We first consider the case where \( Z_3 \) is empty so that the expansion above reduces to

\[
\tau_{v,C \to u} = \left[ \mathbb{E} \left( (\varepsilon Z_1 + \pi_{vu.C}\varepsilon Z_2)^{K-1} Y_u \right) \right] \times \left[ \sigma_{Z_1}^2 + \sigma_{Z_2}^2 \right] - \left[ \mathbb{E} \left( (\varepsilon Z_1 + \pi_{vu.C}\varepsilon Z_2)^{k} \right) \right] \times \left[ \pi_{vu.C} \sigma_{Z_2}^2 \right].
\]  

(A.8)

Let the moments of degree \( k \) for \( 2 < k < K \) of all the error terms be consistent with some Gaussian distribution. This implies that the error moments for \( z = Z_1, Z_2 \) are also consistent with some Gaussian distribution since the sum of Gaussians is also Gaussian. So for \( \mathbb{E}(\varepsilon_z^2) = \sigma_z^2 \) and for \( k < K \)

\[
E(\varepsilon_z^k) = \begin{cases} 
0 & \text{if } k \text{ is odd} \\
(k - 1)!! \sigma_z^k & \text{if } k \text{ is even},
\end{cases}
\]

where \( k!! \) denotes the double factorial of \( k \). However, let the \( K \)th degree error moments be inconsistent with the specified Gaussian distribution so that for \( z = Z_1, Z_2 \) and \( \eta_z > 0 \),

\[
E(\varepsilon_z^K) = \begin{cases} 
\eta_z & \text{if } K \text{ is odd} \\
(K - 1)!! \sigma_z^K + \eta_z & \text{if } K \text{ is even}.
\end{cases}
\]

By direct calculation we see

\[
\tau_{v,C \to u}^{(K)} = \mathbb{E}(Y_{v,C}^{K-1} Y_u) \mathbb{E}(Y_{v,C}^2) - \mathbb{E}(Y_{v,C}) \mathbb{E}(Y_{v,C} Y_u)
\]

\[
= \mathbb{E} \left( (\varepsilon Z_1 + \pi_{vu.C}\varepsilon Z_2)^{K-1} Y_u \right) \mathbb{E} \left( (\varepsilon Z_1 + \pi_{vu.C}\varepsilon Z_2)^2 \right)
\]

\[
- \mathbb{E} \left( (\varepsilon Z_1 + \pi_{vu.C}\varepsilon Z_2)^K \right) \mathbb{E} \left( (\varepsilon Z_1 + \pi_{vu.C}\varepsilon Z_2)(Y_u) \right)
\]

(A.9)
When $K$ is even, \( \mathbb{E}(\varepsilon_{Z_1}^a) \mathbb{E}(\varepsilon_{Z_2}^{K-a}) = 0 \) for all $a = 1, \ldots, K-1$, so we are left with

\[
\tau_{v.C \rightarrow u} = \pi_{v.u.C}^{K-1} \mathbb{E}(\varepsilon_{Z_2}^{K-a}) \sigma_{Z_2}^2 - \pi_{v.u.C} \mathbb{E}(\varepsilon_{Z_1}^{K}) \sigma_{Z_2}^2
\]

\[
\quad = \pi_{v.u.C}^{K-1} \eta_{Z_2} \sigma_{Z_1}^2 - \pi_{v.u.C} \eta_{Z_1} \sigma_{Z_2}^2.
\]  

When $K$ is odd, \( \mathbb{E}(\varepsilon_{Z_1}^a) \mathbb{E}(\varepsilon_{Z_2}^{K-a}) = 0 \) when $a$ is odd, so we are left with

\[
\tau_{v.C \rightarrow u} = \left( \sum_{a=1}^{K-1} \binom{K-1}{a} \pi_{v.u.C}^{K-1-a} \mathbb{E}(\varepsilon_{Z_1}^a) \mathbb{E}(\varepsilon_{Z_2}^{K-a}) \right) \left( \mathbb{E}(\varepsilon_{Z_1}^2) + \pi_{v.u.C} \mathbb{E}(\varepsilon_{Z_2}^2) \right)
\]

\[
- \left( \sum_{a=2}^{K} \binom{K}{a} \pi_{v.u.C}^{K-a} \mathbb{E}(\varepsilon_{Z_1}^a) \mathbb{E}(\varepsilon_{Z_2}^{K-a}) \right) \left( \pi_{v.u.C} \mathbb{E}(\varepsilon_{Z_2}^2) \right)
\]
\[
+ \pi_{vu.C}^{K-1} \mathbb{E}(\varepsilon_{Z_2}^K) \mathbb{E}(\varepsilon_{Z_1}^2) - \pi_{vu.C} \mathbb{E}(\varepsilon_{Z_1}^K) \mathbb{E}(\varepsilon_{Z_2}^2).
\]

Evaluating the moments yields

\[
\tau_{v.C \rightarrow u} = \left( \sum_{a=2, \ldots, K-2} \binom{K-1}{a} \pi_{vu.C}^{K-1-a}(a-1)!! \sigma_{Z_1}^a (K-a-1)!! \sigma_{Z_2}^{K-a} \right) \left( \sigma_{Z_1}^2 + \pi_{vu.C} \sigma_{Z_2}^2 \right)
\]

(A.12)

\[
- \left( \sum_{a=2, \ldots, K-2} \binom{K}{a} (a-1)!! \sigma_{vu.C}^{a-K-a} (K-a-1)!! \sigma_{Z_2}^{K-a} \right) \left( \pi_{vu.C} \sigma_{Z_2}^2 \right)
\]

\[
+ \pi_{vu.C} \sigma_{Z_2}^2 \left( \sum_{a=2, \ldots, K-2} \binom{K-1}{a} \pi_{vu.C}^{K-1-a}(a-1)!! \sigma_{Z_1}^a (K-a-1)!! \sigma_{Z_2}^{K-a} \right)
\]

\[
= \left( \sum_{a=2, \ldots, K-2} \binom{K-1}{a} \pi_{vu.C}^{K-1-a}(a-1)!! \sigma_{Z_1}^a (K-a-1)!! \sigma_{Z_2}^{K-a} \right)
\]

\[
- \left( \sum_{a=2, \ldots, K-2} \binom{K}{a} \frac{K}{K-a} (a-1)!! \sigma_{Z_1}^a \pi_{vu.C}^{K-a} (K-a-1)!! \sigma_{Z_2}^{K-a} \right) \left( \pi_{vu.C} \sigma_{Z_2}^2 \right)
\]

\[
+ \pi_{vu.C} \sigma_{Z_2}^2 \left( \sum_{a=2, \ldots, K-2} \binom{K-1}{a} \sigma_{Z_1}^a \pi_{vu.C}^{K-a} (K-a-1)!! \sigma_{Z_2}^{K-a} \right) \left( \pi_{vu.C} \sigma_{Z_2}^2 \right)
\]

\[
= \left( \sum_{a=2, \ldots, K-4} \binom{K-1}{a} \pi_{vu.C}^{K-1-a}(a-1)!! \sigma_{Z_1}^a (K-a-1)!! \sigma_{Z_2}^{K-a} \right)
\]

\[
- \left( \sum_{a=2, \ldots, K-4} \binom{K}{a} \frac{a}{K-a} (a-1)!! \sigma_{Z_1}^a \pi_{vu.C}^{K-a} (K-a-1)!! \sigma_{Z_2}^{K-a} \right) \left( \pi_{vu.C} \sigma_{Z_2}^2 \right)
\]
\begin{align*}
  &+ \pi_{vu,C}(K-1)!!\sigma_{Z_1}^2 - \pi_{vu,C}^{-1}(K-1)!!\sigma_{Z_1}^2 \\
  &+ \pi_{vu,C}^{-1}\mathbb{E}(\varepsilon_{Z_2}^2)\sigma_{Z_1}^2 - \pi_{vu,C}\mathbb{E}(\varepsilon_{Z_1}^2)\sigma_{Z_1}^2.
\end{align*}

Rewriting terms and a change of variables show that the first two lines cancel leaving

\begin{align*}
  &\pi_{vu,C}(K-1)!!\sigma_{Z_1}^2 - \pi_{vu,C}^{-1}(K-1)!!\sigma_{Z_1}^2 \\
  &+ \pi_{vu,C}^{-1}\mathbb{E}(\varepsilon_{Z_2}^2)\sigma_{Z_1}^2 - \pi_{vu,C}\mathbb{E}(\varepsilon_{Z_1}^2)\sigma_{Z_1}^2
\end{align*}

\begin{align*}
= \left[\sum_{a=2, \ldots, K-4} \left( \frac{K-1}{a+2} \right) \frac{(a+1)(a+2)}{(K-(a+1))(K-(a+2))} \pi_{vu,C}^{-1}(a+2)(a-1)!!\sigma_{Z_1}^2 + \pi_{vu,C}^{-1}(a-1)!!\sigma_{Z_2}^2 \right]
\end{align*}

\begin{align*}
- \left[\sum_{a=4, \ldots, K-2} \left( \frac{K-1}{a} \right) \frac{a}{K-a} \right] \pi_{vu,C}^{-1}(K-1)!!\sigma_{Z_1}^2 + \pi_{vu,C}^{-1}(K-1)!!\sigma_{Z_2}^2
\end{align*}

\begin{align*}
= \pi_{vu,C}(K-1)!!\sigma_{Z_1}^2 - \pi_{vu,C}^{-1}(K-1)!!\sigma_{Z_1}^2 \\
+ \pi_{vu,C}^{-1}\mathbb{E}(\varepsilon_{Z_2}^2)\sigma_{Z_1}^2 - \pi_{vu,C}\mathbb{E}(\varepsilon_{Z_1}^2)\sigma_{Z_1}^2
\end{align*}

\begin{align*}
= \pi_{vu,C}(K-1)!!\sigma_{Z_1}^2 - \pi_{vu,C}^{-1}(K-1)!!\sigma_{Z_1}^2 + \pi_{vu,C}^{-1}\mathbb{E}(\varepsilon_{Z_2}^2)\sigma_{Z_1}^2 - \pi_{vu,C}\mathbb{E}(\varepsilon_{Z_1}^2)\sigma_{Z_1}^2
\end{align*}

\begin{align*}
= \pi_{vu,C}(K-1)!!\sigma_{Z_1}^2 - \pi_{vu,C}\eta_{Z_1}\sigma_{Z_1}^2.
\end{align*}

This is same expression as when \( K \) is odd. So for any \( K > 2 \),

\begin{align*}
  \eta_{Z_1} \neq \frac{\pi_{vu,C}^{-1}\sigma_{Z_2}^2}{\sigma_{Z_1}^2} \quad \text{iff} \quad \tau_{v,C\rightarrow u} \neq 0.
\end{align*}

Since \( Z_1 \) and \( Z_2 \) are disjoint, we can always select the \( K \)th moments of the individual error
moments so that this holds.

Now consider the case when \( Z_3 \) is not empty. From Equations (A.7), (A.10), and (A.13),

\[
\tau_{v.C \to u} = \pi_{v.u,C}^{K-1} \eta_{Z_2} \sigma_{Z_1}^2 - \pi_{v.u,C} \eta_{Z_1} \sigma_{Z_2}^2 \\
+ \mathbb{E} \left( (\varepsilon_{Z_1} + \pi_{v.u,C} \varepsilon_{Z_2})^{K-1} Y_u \right) \sigma_{Z_3}^2 \\
+ \mathbb{E} \left( Y_u \sum_{|w|=K-1, \ w_3 > 0} (\mathbf{K} - 1) \varepsilon_{Z_1}^{w_1} (\pi_{v.u,C} \varepsilon_{Z_2})^{w_2} \varepsilon_{Z_3}^{w_3} \right) \times \left[ \sigma_{Z_1}^2 + \pi_{v.u,C} \sigma_{Z_2}^2 + \sigma_{Z_3}^2 \right] \\
- \mathbb{E} \left( (\varepsilon_{Z_1} + \pi_{v.u,C} \varepsilon_{Z_2})^K \right) \mathbb{E} \left( \varepsilon_{Z_3} Y_u \right) \\
- \mathbb{E} \left( Y_u \sum_{|w|=K-1, \ w_3 > 0} \left( \mathbf{K} \varepsilon_{Z_1}^{w_1} (\pi_{v.u,C} \varepsilon_{Z_2})^{w_2} \varepsilon_{Z_3}^{w_3} \right) \right) \times \left[ \pi_{v.u,C} \sigma_{Z_2}^2 + \mathbb{E} \left( \varepsilon_{Z_3} Y_u \right) \right] \\
= \pi_{v.u,C}^{K-1} \eta_{Z_2} \sigma_{Z_1}^2 - \pi_{v.u,C} \eta_{Z_1} \sigma_{Z_2}^2 \\
+ \left( \pi_{v.u,C} (K - 1)!! \sigma_{Z_2}^2 + \eta_{Z_2} \right) \sigma_{Z_3}^2 + \sigma_{Z_3}^2 \sum_{a=1}^{K-1} \mathbb{E} \varepsilon_{Z_1}^a \pi_{v.u,C}^{K-1-a} \mathbb{E} \varepsilon_{Z_2}^{K-a} \\
+ \mathbb{E} \left( Y_u \sum_{|w|=K-1, \ w_3 > 0} \left( \mathbf{K} - 1 \varepsilon_{Z_1}^{w_1} (\pi_{v.u,C} \varepsilon_{Z_2})^{w_2} \varepsilon_{Z_3}^{w_3} \right) \right) \times \left[ \sigma_{Z_1}^2 + \pi_{v.u,C} \sigma_{Z_2}^2 + \sigma_{Z_3}^2 \right] \\
- \left( K - 1 \right)!! \sigma_{Z_1}^K + \eta_{Z_1} + \pi_{v.u,C} (K - 1)!! \sigma_{Z_2}^K + \pi_{v.u,C} \eta_{Z_2} \sum_{a=1}^{K-1} \mathbb{E} \varepsilon_{Z_1}^a \mathbb{E} \varepsilon_{Z_2}^{K-a} \right) \mathbb{E} \left( \varepsilon_{Z_3} Y_u \right) \\
- \mathbb{E} \left( Y_u \sum_{|w|=K-1, \ w_3 > 0} \left( \mathbf{K} \varepsilon_{Z_1}^{w_1} (\pi_{v.u,C} \varepsilon_{Z_2})^{w_2} \varepsilon_{Z_3}^{w_3} \right) \right) \left[ \pi_{v.u,C} \sigma_{Z_2}^2 + \mathbb{E} \left( \varepsilon_{Z_3} Y_u \right) \right].
\]
Since the unevaluated terms are fixed with respect to $\eta_{Z_1}$ and $\eta_{Z_2}$, selecting values such that

$$\eta_{Z_1} \neq \begin{cases} \pi_{vu,C}^{K-1} \eta_{Z_2} \sigma^2_{Z_1} \\ + \left( \pi_{vu.C}^{K-1} (K - 1)!! \sigma_{Z_2}^3 + \eta_{Z_2} \right) \sigma^2_{Z_3} \sum_{a=1}^{K-1} \mathbb{E}(\varepsilon^a_{Z_1}) \pi_{vu,C}^{K-1-a} \mathbb{E}(\varepsilon_{Z_2}^{K-a}) \\ + \mathbb{E} \left( \sum_{|w|=K-1 \atop w_3 > 0} (K-1)!! \sigma_{Z_1}^{K-1} (\pi_{vu,C} \varepsilon_{Z_2})^{w_2} \varepsilon_{Z_3}^{w_3} \right) \times \left[ \sigma^2_{Z_1} + \pi_{vu,C} \sigma^2_{Z_2} + \sigma^2_{Z_3} \right] \\ - \left( (K-1)!! \sigma_{Z_1}^K + \pi_{vu.C}^K ( (K-1)!! \sigma_{Z_2}^K + \eta_{Z_2} ) + \sum_{a=1}^{K-1} \mathbb{E}(\varepsilon^a_{Z_1}) \mathbb{E}(\varepsilon_{Z_2}^{K-a}) \right) \mathbb{E}(\varepsilon_{Z_3} Y_u) \\ \right) / \left[ \pi_{vu,C} \sigma^2_{Z_2} + \mathbb{E}(\varepsilon_{Z_3} Y_u) \right] \\ \right) \\ \right) \\ \right) \\ \right) \\ \right) \right)$$

implies that $\tau_{v,C \rightarrow u} \neq 0$.

\[\square\]

### A.2 Proof of Lemma 3.1

**Lemma 3.1.** Suppose that (C2), (C3), and (C4) hold. Then for any $v \in V$ and $C \subseteq V$ and $|C| \leq J$, 

$$\|\hat{\beta}_v C - \beta_v C\|_\infty < \delta_2 = 4 \frac{J^{3/2} M \delta_1}{\lambda_{\min}^2}.$$ 

**Proof.** We use $\|\cdot\|$ to denote the vector norm and $|||\cdot|||$ to denote the matrix norm. Conditions (C2) and (C3) imply that

$$\|\beta_v C\|_\infty \leq \|\beta_v C\|_2 \leq \|\Sigma_{cc}^{-1}\|_2 \|\Sigma C_v\|_2 \leq \|\Sigma_{cc}^{-1}\|_2 \sqrt{J} \|\Sigma C_v\|_\infty \leq \sqrt{J} M \frac{1}{\lambda_{\min}}.$$ (A.17)
Condition (C4) implies \( \hat{\Sigma}_{CC} = \Sigma_{CC} + E \) and \( \hat{\Sigma}_{Cv} = \Sigma_{Cv} + e \) with \( \|E\|_{\infty} < \delta_1 \) and \( \|e\|_{\infty} < \delta_1 \). Using results from Horn and Johnson (2013, Equation 5.8.7) for the third and fourth inequalities below yields

\[
\|\hat{\beta}_{vC} - \beta_{vC}\|_{\infty} \leq \|\hat{\beta}_{vC} - \beta_{vC}\|_2 = \|(\Sigma_{CC} + E)^{-1}(\Sigma_{Cv} + e) - \Sigma_{CC}^{-1}\Sigma_{Cv}\|_2
\]

\[
\leq \|\Sigma_{CC}^{-1}E\|_2 \|\beta_{vC}\|_2 + \|(\Sigma_{CC} + E)^{-1}\|_2 \|e\|_2
\]

\[
\leq \frac{\|\Sigma_{CC}^{-1}E\|_2}{1 - \|\Sigma_{CC}^{-1}E\|_2} \|\beta_{vC}\|_2 + \frac{1/\lambda_{\min}}{1 - \|\Sigma_{CC}^{-1}E\|_2} \|e\|_2
\]

\[
\leq \frac{\|\Sigma_{CC}^{-1}E\|_2}{1 - \|\Sigma_{CC}^{-1}E\|_2} \|\beta_{vC}\|_2 + \frac{\sqrt{J}\delta_1/\lambda_{\min}}{1 - \|\Sigma_{CC}^{-1}E\|_2}.
\]

The term \( \|\Sigma_{CC}^{-1}E\|_2 \leq \|\Sigma_{CC}^{-1}\|_2 \|E\|_2 \leq \frac{\|E\|_{\infty}}{\lambda_{\min}} \leq \frac{\delta_1}{\lambda_{\min}} < 1/2 \). Since the bound in (A.18) is increasing in each of its arguments for \( \|\Sigma_{CC}^{-1}E\|_2 < 1 \),

\[
\|\hat{\beta}_{vC} - \beta_{vC}\|_{\infty} \leq \frac{\delta_1}{\lambda_{\min}} \frac{\sqrt{J}M}{\lambda_{\min}} + \frac{\sqrt{J}\delta_1/\lambda_{\min}}{1 - \delta_1/\lambda_{\min}}
\]

\[
= \frac{\sqrt{J}\delta_1/\lambda_{\min}}{1 - \delta_1/\lambda_{\min}} (JM/\lambda_{\min} + 1)
\]

\[
\leq 2 \frac{\sqrt{J}\delta_1}{\lambda_{\min}} (JM/\lambda_{\min} + 1)
\]

\[
\leq 4 \frac{J^{3/2}M\delta_1}{\lambda_{\min}^2} = \delta_2.
\]

The penultimate inequality holds because by assumption \( \frac{\delta_1}{\lambda_{\min}} < 1/2 \) and the last inequality holds because by assumption \( M > \lambda_{\min}^{-1} \).

\[\square\]
A.3 Proof of Lemma 3.3

Lemma 3.3. Suppose that (C2), (C3), and (C4) hold. Then

$$|\hat{\tau}_{v.C \rightarrow u} - \tau_{v.C \rightarrow u}| < 4M\delta_1\Phi(J, K, M, \lambda_{\text{min}}) + 2(\delta_1\Phi(J, K, M, \lambda_{\text{min}}))^2 = \delta_3$$

for the function $\Phi(J, K, M, \lambda_{\text{min}})$ given in Lemma 3.2.

Proof. Similar the previous notation where $m_{H,\alpha} = \mathbb{E}(\prod_{h \in H} Z_{\alpha}^{h})$, we also allow for $v.C \in H$ indicating the population moment involving $Z_{v.C}$. By the triangle inequality,

$$|\hat{\tau}_{v.C \rightarrow u} - \tau_{v.C \rightarrow u}| = |\hat{m}_{(v.C,u),(K-1,1)}\hat{m}_{(v.C),(2)} - \hat{m}_{(v.C),(K)}\hat{m}_{(v.C,u),(1,1)}|$$

(A.20)

Consider each of the two terms separately. For some $0 < \eta_1 < \delta_1\Phi(J, K, M, \lambda_{\text{min}})$ and $0 < \eta_2 < \delta_1\Phi(J, K, M, \lambda_{\text{min}})$ we have

$$|\hat{m}_{(v.C,u),(K-1,1)}\hat{m}_{(v.C),(2)} - m_{(v.C,u),(K-1,1)}m_{(v.C),(2)}| = |(m_{(v.C,u),(K-1,1)} + \eta_1)(m_{(v.C),(2)} + \eta_2) - m_{(v.C,u),(K-1,1)}m_{(v.C),(2)}|$$

(A.21)

Using the analogous argument for the second term, we can bound the entire quantity as

$$|\hat{\tau}_{v.C \rightarrow u} - \tau_{v.C \rightarrow u}| < \delta_3 = 4M\delta_1\Phi(J, K, M, \lambda_{\text{min}}) + 2(\delta_1\Phi(J, K, M, \lambda_{\text{min}}))^2.$$

\qed
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