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Due to their unique electrical, optical and mechanical properties, conjugated polymers are promising candidates for a variety of devices, including transistors, optoelectronics, sensors, batteries, memories, spintronics and bioelectronics. However, further development of those applications calls for effective charge transport of conjugated polymers. Engineering their assembly to form ordered structures is key to enhancing the electrical properties. In this dissertation, external electric and acoustic fields have been demonstrated to effectively direct polymer assembly into fibers and the addition of polar poor solvents can self-assemble donor-acceptor conjugated polymers into nanoribbons with long-range order. To form detailed correlations between external controllable variables and the resulted nanostructures, a systematic
investigation on the effects of tuning electric field frequency and amplitude, acoustic field peak negative pressure, as well as poor solvent polarity, is performed. Structure-property relationships are formed and mechanistic discussions on directed- and self-assembly are presented. Different polymers are explored to form general molecular design guidelines that can be beneficial to structure manipulation. This work provides insights into engineering structures for enhanced charge transport by controlling the assembly of conjugated polymers.
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Chapter 1. Introduction & Motivation

Materials have always been of vital importance during the human evolution history from prehistory to nowadays, since it influences both the cognitive and cultural aspects of mankind. In ancient times, the usage of stone and wood (100,000 B.C.), bronze (3000 B.C.), and iron (1000 B.C.) marked the start of each period of the three-age-system. The choice of different materials not only changes the way people farm, but also affects how people fight wars. More recently, the discovery of silicon as semiconducting material (1950’s) gave birth to the so-called “Computer age”, which greatly changed the way people live. It has been reported that until 2007, more than 94% of the telecommunication and memory are based on digital technologies. During the past two decades, material development is greatly emphasized in science. The emergence of a new material is always associated with many advanced technologies. Three Nobel Prizes were awarded to the discovery of new materials such as fullerenes (1996), conductive polymers (2000), and graphene (2010). It is interesting to note that both fullerenes and graphene are consisting of merely carbon atoms, but atoms are organized to spheres in fullerenes, whereas graphene is a thin sheet of ordered covalently bonded carbons. The final molecule shape determines their properties, as well as their applications. Spherical fullerenes are often used as acceptors due to its specific energy state for organic photovoltaics (OPVs). The excellent electronic properties of thin sheet graphene is often utilized for applications such as transistors, electrodes, or sensors. Another interesting shape in the carbon allotropes family is nanotubes (CNTs). On top of the electronic properties, CNTs also exhibited extraordinary mechanical strength, whose measured modulus of a single tube is more than 10 times higher than any fibers produced in industry.
Similar to that molecular shape determines its properties, the nano- and micro-structures (larger structures) formed by ordering molecules also plays a decisive role in affecting their final properties. Ways to assemble molecules into larger structures with different shapes, various sizes, and diverse patterns have been greatly focused for realizing practical devices in the macroscopic scale and improving their performances. For example, people have been studying on ordering fullerene spheres into nanoribbons or nanofibers to enhance the charge transport mobility and at the same time maintain high surface area. In order to enhance the mechanical and electrical properties, CNTs have been aligned to sheet form or prepared to rope structures. At the same time, the relatively large structures formed by molecules can even lead to new applications. The arrangement of CNTs into certain order can also realize stimuli responsive properties, such as electrochromatism and photo-induced deformation. The alignment of graphene by magnetic field lead to anisotropic optical properties and the self-alignment of graphene oxide results in excellent efficiency of electromagnetic interface (EMI) shielding.

This chapter starts with the discussion of the strong correlation between structures and properties, followed by typical ways of forming assembled structures, including self- and direct- assembly. What is more, the importance of nano- and macro- structures formed by conjugated polymers and their properties will be discussed.

1.1 **Self- and Directed-assembly**

People have devoted a lot of efforts to come up with numerous brilliant ideas to manipulate the structures of materials to achieve desired functions. One of an interesting example comes to poly (vinylidene fluoride) (PVDF), a common piezoelectric material that converts mechanical energy (pressure) to electrical signal. By simply produce the materials in webs consisting nanofibers
through electrospinning, the sensitivity to both audible sound pressure level and frequencies have been greatly enhanced. 15 The unidirectional aligned PVDF nanofibers can otherwise enable the applications for energy generators or wearable sensors for detecting bending. 16,17

In order to generate different kinds of structures of various material systems, many techniques can be used, including electrospinning, etching, chemical vapor deposition (CVD), nanoimprint, crystallization, and electrostatic assembly. 15,18-21,22,23 Typically, those techniques can be classified into two approaches: bottom-up and top-down method. The top-down method always starts with bulk material and walks its way down to the final forms using techniques like etching and milling. 22,23 A typical example of using top-down approach is the photolithography process in semiconductor fabrication industry. The photoresist (PR) is usually coated on wafer scale and a PR removal procedure results in certain patterns. 23 In contrast, the bottom-up approach refers to a process that assembles smaller pieces together to form larger structures. 23,24 Conjugated polymers are often used through solution process, which requires the dissolution of the polymers first, so it usually utilizes a bottom-up approach. 24 Compared to top-down methods, the bottom-up approach has better control of the small size features in nanometer scales. 23

The assembly of molecules through bottom-up approach have two basic strategies: self-assembly and directed-assembly. Self-assembly is a spontaneous process of forming nanoparticles or large colloidal aggregates with molecules. 25 The self-assembly of monolayer of molecules has been used to modify the surface energy of silicon dioxide and subsequent deposited film morphology for organic field effect transistor fabrication (OFETs). 26 Self-assembly is also used to obtain different structures of the material to achieve certain functions. For example, it is used to induce crystallization of conjugated polymers in solutions to enhance charge transport. 27 The supersaturation in solutions could drive polymers to form colloidal network or organogels,
depending on the polymer concentrations. The supersaturation can simply be tuned by temperatures, polymer concentrations, and solvent qualities. In chapter 5, the self-assembly of a high mobility conjugated polymer to form nanoribbons will be discussed. In contrast, the directed-assembly requires energy input from external sources. The external fields can be electric, shear, capillary or acoustic field. Based on the interactions of the external fields to the systems, it can provide guidance to the system to form anisotropic structures (electric, shear, capillary forces), which can be useful for optical and electrical applications. It is also possible that the external fields provide the energy to overcome energy barrier and accelerate the assembly process (electric and acoustic fields). In Chapter 3, the electric field on the alignment of conjugated polymer system will be discussed and the acoustic field in the acceleration of crystallization of polymers will be presented in Chapter 4.

1.2 The Importance of Nanostructures in Conjugated Polymers

The discovery and development of conjugated polymers (CPs) was awarded the Nobel prize in 2000. The conductive nature combined with the unique properties, i.e. flexibility, light weight, low cost, and large scale processability make them perfect candidates for organic electronics, such as organic photovoltaics (OPVs), organic light emitting diodes (OLEDs), and organic field effect transistors (OFETs). However, the charge transport has always been a problem, since CPs have multiple degrees of freedom and complex structures can be formed during the fabrication process. Figure 1.1 shows molecular structure of a typical conjugated polymer: poly(3-hexylthiophene) (P3HT). The alkyl side chain is electrically insulating and the backbone allows delocalization of charges. It is a fast process to conduct charge along the polymer chains, but it is a slow process to hop from chain to chain. The contour length of conjugated polymers are usually on the order of sub-100 nm, which is several orders of magnitude shorter than the useful distance
for practical applications. In order to achieve efficient charge transport, effective interchain charge transport is required. Fortunately, conjugated polymers can form crystalline domains that substantially extends the charge transport distances. Moreover, the crystallization of conjugated polymers can be easily manipulated by self-assembly or directed-assembly techniques during solution process. It is thus important to induce crystallization through π-π stacking to achieve fast interchain transport through π orbital overlapping. This requires the assembly of polymer chains into larger ordered structures. The previous work in our group has demonstrated effective charge transport through an engineered fibril network and enhanced hole mobility has been observed long the conjugated polymer fiber direction. Through directed-assembly, the anisotropic structures formed by conjugated polymers could also induce optical properties at the same time. The uni-directionally aligned conjugated polymers have been utilized to make polarized photovoltaics for harvesting energies from liquid crystal displays.

![Molecular structure of poly (3-hexylthiophene)](image)

**Figure 1.1.** Molecular structure of poly (3-hexylthiophene)
1.3 **Types of Nanostructures Formed by Assembly**

Small molecules can be assembled into large structures with various shapes by self- and directed-assembly to achieve certain functions. Based on the work the author has conducted so far, various structures whose dimensionality ranging from 1-dimensional to 3-dimensional can be formed using assembly, including nanofibers, nanoribbons, nanosheets, spheres, and spherulites. Figure 1.2 shows the electron microscopic images of the different structures formed by conductive polymers or fullerenes. Different shapes are suitable for different applications. For conjugated polymers, the assembly into nanofibers or nanoribbons are desired, as the π-π stacking allows long-range charge transport. Also, nanofibers and nanoribbons both possess high aspect ratio structure, as well as a huge surface area, which is beneficial for organic photovoltaics (OPVs), since the large surface area is useful for effective exciton dissociation. Meanwhile, the aligned anisotropic structures can be used to achieve unique optical (polarizer) properties. For phenyl-C61-butyric acid methyl ester (PCBM), the spherical molecules are engineered to form sheets through a reprecipitation process. The assembled structure can facilitate charge transport and at the same time on similar size range of exciton dissociation. Other than the above structures, conjugated polymers with different side chains could result in completely different structures. For regio-random P3HT, they can aggregate into spherical clusters after solution evaporation and poly(3,3′′'-diakylquarterthiophene) (PQT-12) could result in spherulites structures. Consequently, it is crucial to control the assemble structures in multi-length scales through engineering processing conditions.
Figure 1.2. (a) sTEM image of P3HT nanofibers and (b) SEM image of aligned P3HT fiber bundles. (c) sTEM image of nanoribbons formed by PCDTPT. (d) TEM image of nanosheets formed by PCBM and (e) sTEM image of spherical aggregates formed by regiorandom P3HT (f) spherulites formed by PQT-12.
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Chapter 2. Theory & Methods

2.1 SMALL ANGLE NEUTRON SCATTERING (SANS)

SANS is a nondestructive method that probes structures from several nanometers to a couple hundred nanometers which is useful in areas such as polymers, complex fluids, and biology. ¹ For conjugated polymers, SANS is a great tool to quantitatively understand the structures in solutions, especially in halogenated solvents. The good solvent for conjugated polymers are usually chlorinated solvents, which absorbs x-ray and cannot be easily characterized with enough contrast.

2.1.1 Basic theories of small angle scattering

The interaction between the irradiation source (such as light, x-ray, or neutron) and the scattering medium gives rise to the scattering vector \( q \). The schematic of the relationship of the propagation vectors of incident beam \( k_i \), transmitted beam \( k_t \), scattered beam \( k_s \) and the scattering vector \( q \) is shown in Figure 2.1. The angle between the scattered beam and the incident beam is scattering angle \( \theta \). The scattering vector is defined as the difference between the propagation vector of scattered and incident scattering radiation. The magnitude of propagation vector is \( 2\pi/\lambda \), where \( \lambda \) is the wavelength of the incident beam. ² The scattering vector is defined in equation (2.1). There are three assumptions associated with this definition. (1) The scattering beam only accounts for a small portion of the incident beam (Born approximation). (2) The multiple scattering can be neglected. (3) Only a small amount of energy is transferred after scattering, which makes all of the propagation vectors the same value. ²
Figure 2.1. Propagation vectors of incident beam, scattering beam, transmitted beam and scattering vector.

\[ q = k_s - k_i = \frac{4\pi}{\lambda} \sin \frac{\theta}{2} \] (2.1)

2.1.2 Instrumentation

In order to interpret the data quantitatively, a relationship between the normalized scattering intensity and the structure of scattering medium needs to be developed. Figure 2.2 shows a typical instrument setup of a scattering experiment. The slit is used to define the aperture size of an incident beam with intensity \( I_i \). The scattering intensity is recorded by a detector that is spaced apart from the sample with a distance of \( L \). Differential scattering cross-section (d\( \sigma \)) over the unit solid angle (d\( \Omega \)) is defined based on the intensity of the incident beam and the that of the scattering beam \( I_s \) in equation (2.2). Its value normalized by the volume of the sample \( V \) gives the absolute scattering intensity (equation (2.3)), which is important for extracting structural information and correlation between scattered particles. The absolute scattering intensity can be experimentally
determined if the sample thickness, transmission, and the ratio of scattered flux over the total flux are measured.  

![Figure 2.2. Schematic drawing of typical setup of a typical scattering experiment.](image)

\[ \frac{d\sigma}{d\Omega} = \frac{I_s}{I_i} L \]  

(2.2)

\[ I(cm^{-1}) = \frac{1}{\nu} \frac{d\sigma}{d\Omega} = \frac{d\Sigma}{d\Omega} \]  

(2.3)

### 2.1.3 Form Factor Fitting

After obtaining the absolute scattering intensity, various models can be used to fit the form factors of the system to extrapolate quantitatively averaged information about the structure. This relation
is described in equation (2.4), which also requires the knowledge of the scattering properties of the samples.

\[ I(cm^{-1}) = \frac{d\Sigma}{d\Omega} = n\Delta\rho^2 VP(q)S(q) \]  
\[ \rho = \frac{\sum_i b_i}{V_s} \]  

Where \( n \) is the number density of the scattering species, \( \Delta\rho \) is the scattering length density (SLD) difference between the sample species and the solvent, \( V \) is the volume of the sample particle, \( P(q) \) is the form factor and \( S(q) \) is the structure factor of the system. \(^2\) The SLD is defined in equation 2.5, where the summation of \( b \) is the scattering lengths over all atoms and \( V_s \) is the sample volume. The scattering length is closely related to the ratio of scattering intensity (\( I_s \)) over incident beam intensity (\( I_i \)). \(^2\) The structural information can be obtained from the form factor and the interaction between particles within the sample is contained in the structure factor. \(^2\) For dilute polymer solutions, the structure factor \( S(q) \) can be treated as 1. The number density of the sample, SLD difference and volume of the scattering species can be easily determined from the experiment set-up. The form factor can be fitted based on the shape of the samples. Below are some typically used form factors of various shape models for polymer solutions.

2.1.3.1 Dissolved polymers with excluded volume effect

Different from random walk model, excluded volume effect takes the fact that the space occupied by one monomer cannot be occupied by others into account, which is widely used to fit the fully dissolved polymer coils. \(^2\)–\(^6\) The form factor of the model can be defined from equation (2.6) through equation (2.8). \(^7\)
\[ P_{PExV}(q) = \frac{1}{vU^{2v}} \gamma \left( \frac{1}{2v}, U \right) - \frac{1}{vU^{2v}} \gamma \left( \frac{1}{v}, U \right) \] (2.6)

\[ \gamma(x, U) = \int_0^U dt \exp(-t)t^{x-1} \] (2.7)

\[ U = \frac{q^2R_g^2(2v+1)(2v+2)}{6} \] (2.8)

Where \( v \) is the inverse of the Porod exponent and \( R_g \) is the radius of gyration.

### 2.1.3.2 Parallelepiped model

Parallelepiped model can be used to model nanofibers assuming rectangular cross-section. Its orientation can be described by two angles and they are integrated over all degrees. Previous work from our group has successfully applied this model to describe the cross-sectional size of conjugated polymer nanofibers in a colloidal network or organogels.

\[ P_{PP}(q) = \frac{2}{\pi} \int_0^{2\pi} \int_0^{2\pi} \left[ \frac{\sin(qA \sin \alpha \cos \beta)}{qA \sin \alpha \cos \beta} \frac{\sin(qB \sin \alpha \cos \beta)}{qB \sin \alpha \cos \beta} \frac{\sin(qC \cos \alpha)}{qC \cos \alpha} \right]^2 \sin \alpha d\alpha d\beta \] (2.9)

Whereas \( a, b \) and \( c \) represent the dimensions of the parallelepiped shape, which is depicted in Figure 2.3. \( a \) and \( b \) are the sides of the cross-section and \( c \) is the length of the parallelepiped.

![Figure 2.3. Schematic drawing parallelepiped shape labeled with three dimensions.](image-url)
2.2 **Grazing-incidence small angle x-ray scattering (GISAXS)**

X-ray is an electromagnetic wave that can be used for the characterization of polymer chain orientation and extrapolating information about crystal structure dimensions. A specific type of x-ray scattering, GISAXS, is widely used to probe polymer packing in solid thin films. The information obtained from GISAXS experiments is useful in understanding how the structure affects performance of organic electronics.\(^\text{10-14}\) Figure 2.5 shows the typical experimental setup. The x-ray beam is aligned with an incident angle \(\alpha_i\) with respect to the polymer thin film sample. When the incident angle \(\alpha_i\) is smaller than a critical angle \(\alpha_c\) of the material of thin film (polymers), the beam gets total external reflection. The critical angle for silicon is 0.223\(^\circ\) and that of a polystyrene film is 0.153\(^\circ\) for an x-ray beam with a wavelength of 1.54 Å.\(^\text{15}\) Thus a tilt angle of 0.2\(^\circ\) would penetrate through the polymer film, but get reflected from the polymer/silicon interface. Conjugated polymers can form very crystalline domains, which is favorable for charge transport over long distance. Figure 2.4 shows schematic drawing of conjugated polymer chains along with their lamella and \(\pi-\pi\) stacking distances. When polymers formed crystals, those repeated distances can be captured by GISAXS with scattering peaks at different positions.
The scattering pattern can be recorded with a 2-D detector, which is shown in Figure 2.5. Typical peak positions of π-π stacking and lamella peaks of conjugated polymer films are labeled in Figure 2.5. The processing conditions or the polymer molecular structure can strongly affect the packing distance between polymer chains. Moreover, the intensity distribution along the semicircle of each scattering peak (azimuthal angle between -90° and 90°) indicates the polymer chain packing orientation with respect to the substrate. Thus it is usually useful to compare the 1-D scattering profiles integrated along both out-of-plane and in-plane directions.
Examples of polymer chain orientation analysis can be found in Figure 2.6. Those are scattering patterns of DPPDTT polymer films processed with different solution processes. In Figure 2.6 (a), the π-π stacking peak has a strong intensity along the out-of-plane direction. This indicates that the polymer chains favor ‘face-on’ orientation, which is depicted in the schematic drawing below. In contrast, the π-π stacking peak shows a relatively strong intensity in the in-plane direction in Figure 2.6 (b), which corresponds to an ‘Edge-on’ orientation of the polymer chains. Figure 2.6 (c) shows a uniform distribution of the π-π stacking peak over all azimuthal angles. This can be interpreted as a random orientation of the crystals over all directions.
Figure 2.6. GISAXS 2-D scattering profile of polymer sample DPPDTT processed from different solvent conditions and the corresponding schematic drawing of polymer chain packing orientation with respect to the substrate interpreted from the scattering profile.

2.3 Scanning Transmission Electron Microscopy (sTEM)

sTEM can be used to visualize the shape or structure formed from several nanometers to a few micrometers. It is a great technique to get a qualitative understanding of the shape of the sample. Compared to TEM, scanning mode gives a better contrast for imaging conjugated polymer formed nano-structures on pure carbon grids. Figure 2.7 compares the TEM and sTEM images of P3HT nanofibers formed in 1,2-dichlorobenzene (o-DCB) under ultrasound. It is clear that the sample in the sTEM mode has a better contrast and is easier to focus. Figure 2.8 shows major components of the sTEM instrument. 16 The condenser lens is used to focus the electron beam to the sample and the contrast can be enhanced by inserting the objective aperture. 17 The objective length is used to increase the magnification of the image. 17 sTEM is imaged with dark field detector.
**Figure 2.7.** Images of 10 mg/ml P3HT sonicated in sonication bath for 30min taken with (a) TEM and (b) sTEM mode.
Figure 2.8. Schematic drawing of the major component of sTEM instrument.
2.4 UV-Visible Spectroscopy

UV-visible spectroscopy is a powerful yet fast measurement to obtain the absorbance information of a sample as a function of wavelength. This technique measures samples directly in solutions and the information provided can be analyzed in a quantitative way.\textsuperscript{18} It measures the UV-range and covers the whole wavelength of visible light (200 nm- 1100 nm). This is especially useful for a lot of conjugated polymers, since most of them absorb light in this range. Based on the formation of new peaks or the shifts of the existing peak, the information regarding both fully dissolved polymers and assembled nanofibers in solutions can be obtained.\textsuperscript{4,19,20} The experiment setup measures the intensity of the incident light ($I_0$) and detects the intensity of the transmitted light ($I_t$) as a function of wavelength. The absorbance (Abs) is defined based on the above measured intensities in equation 2.10. The absorbance can be used to calculate the concentration of the sample ($c$), given the path length ($L$) used and the extinction coefficient ($\varepsilon$) calculated. This relation is described by Beer-Lambert law in equation 2.10.

\begin{equation}
Abs = \log \frac{I_o}{I_t} = \varepsilon L c 
\end{equation}

For certain systems, specific models have been developed to accurately fit the spectrum to provide quantitative information. For example, fully P3HT in solutions exhibits a single absorption peak at \textasciitilde460 nm. When they aggregate to form nanofibers, additional peaks are raised at \textasciitilde600 nm to make the solution visibly dark. Figure 2.6 shows a comparison of the P3HT spectrum collected for fully dissolved state and nanofibers. Based on the absorption peak area of the additional peaks, Frank-Condon fit can be used to model the aggregates and extrapolate its percentage over the total polymer amount.\textsuperscript{20,21} The model is shown as in equation (2.11).\textsuperscript{20}
\[ A = \sum_{m=0}^{\infty} \left( \frac{e^{-s m}}{m!} \right) \left( 1 - \frac{W e^{-s}}{2E_p} \sum_{n \neq m} \frac{s^n}{n!} (n - m) \right)^2 \Gamma \left( h \omega - E_{0-0} - mE_p \right) \]  

(2.11)

Where \( n \) is the vibrational quantum number, \( S \) is Huang-Rhys factor, \( W \) is the exciton bandwidth of aggregates, \( E_p \) is the energy of main intramolecular vibration. The exciton bandwidth is a value that reflects how ordered the polymer chains are assembled. The lower the value, the more ordered the system is. The \( W \) value can be estimated based on a much simpler version of Frank-Condon fit, equation (2.12), which only takes the two absorption peaks of 0-0 and 0-1. Those two peaks are also labeled in Figure 2.9.

\[
\frac{A_{0-0}}{A_{0-1}} \approx \left( \frac{1 - 0.24 \frac{W}{E_p}}{1 + 0.073 \frac{W}{E_p}} \right)^2
\]  

(2.12)
Rheology is a widely used technique to characterize the mechanic properties of fluids, colloidal suspensions, gels or cells. In the case in Figure 2.10, shear force $F$ is exerted on material with a cross-sectional dimension of $A$ to induce lateral displacement of $x$. The parameters labeled in Figure 2.10 are used to define shear stress ($\tau$), shear strain ($\gamma$) and shear rate ($\dot{\gamma}$) from equation (2.13) to (2.15). The shear stress is the force exerted per area.

![Figure 2.10. Schematic drawing of basic rheology parameters.](image)

\[
\tau = \frac{F}{A} \quad (2.13)
\]
\[
\gamma = \frac{x}{h} \quad (2.14)
\]
\[
\dot{\gamma} = \frac{dy}{dt} \quad (2.15)
\]
For oscillatory rheology test, the sinusoidal strain is applied and the stress needed is measured. This test is conducted within linear viscoelastic regime, so that the measured strain is also a sinusoidal wave function, but may be in a different phase from the applied strain signal. This response can be fitted with a component that in-phase with the strain and component off-phase with it. The prefactor of the in-phase component is called storage modulus ($G'$) and that of the off-phase component is named loss modulus ($G''$). The liquid sample always has $G'' > G'$. When $G'$ exceeds $G''$, the sample transits to a gel. The larger the $G'$ value, the stronger the gel is.

### 2.6 Impedance Spectroscopy

Impedance spectroscopy is another non-destructive technique that allows probing the electrical property of a sample. The experiment applies an AC potential with frequency $\omega$ (equation (2.16)) as an input to the system and measures the current. In a linear system, the current response of the AC potential is also sinusoidal, but there might be a phase shift $\varphi$ (equation (2.17)).\(^{23}\) The ratio of voltage over current is complex impedance $Z^*$, whose real part is $Z_{\text{real}}$ and imaginary part is $Z_{\text{imag}}$ (equation (2.18)). By plotting the real part on the x-axis and imaginary part on the y-axis, a Nyquist plot can be obtained. Another commonly used data representation is through Bode plot, where the impedance magnitude and phase angle are plotted as a function of frequency.

\[
V(t) = V_A \sin \omega t \quad \text{(2.16)}
\]

\[
I(t) = I_A \sin(\omega t + \varphi) \quad \text{(2.17)}
\]

\[
Z^* = \frac{V(t)}{I(t)} = Z_A \frac{\sin(\omega t)}{\sin(\omega t + \varphi)} = Z_{\text{real}} + jZ_{\text{imag}} \quad \text{(2.18)}
\]
Similar to complex impedance, complex permittivity of the material can also be expressed as a function of real part $\varepsilon'$ (dielectric constant) and imaginary part $\varepsilon''$ (loss factor). They can be related in equation (2.19). The dielectric constant represents the ability of the system to store energy and it is a measure of how well the dipole in the material is aligned to the external electric field perturbation. It relates to the capacitance of the system in equation (2.19), where $C$ is the capacitance, $d$ is the distance between two electrodes, $\varepsilon_0$ is vacuum permittivity, and $A$ is the contact area. In contrast, $\varepsilon''$ reflects the conductivity of the system and is defined in Equation (2.20), where $\rho$ is the resistivity and $\omega$ is AC radial frequency.

\[
\varepsilon^* = \varepsilon' - j\varepsilon'' \quad (2.18)
\]
\[
\varepsilon' = \frac{Cd}{\varepsilon_0 A} \quad (2.19)
\]
\[
\varepsilon'' = \frac{1}{\varepsilon_0 \rho \omega} \quad (2.20)
\]
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Chapter 3. Electric Field Directed Formation of Aligned Conjugated Polymer Fibers

3.1 Introduction and Motivation

Conjugated polymers (CPs) have attracted tremendous attention due to their capacity for solution processing, which makes them viable economic and scalable routes for mass produced electronic devices.\textsuperscript{1,2} CPs are also lightweight and flexible, which makes them attractive for flexible electronic applications where inorganic materials cannot meet specifications, such as artificial electronic skin, tactile sensing and flexible displays.\textsuperscript{3–5} Unfortunately, when compared to their inorganic counterparts, the electronic performance of CPs in electronic devices still lags significantly behind. After years of steady improvements, single junction organic photovoltaics (OPVs) can yield power conversion efficiency over 10\% and hole mobility values can reach above 30 cm\textsuperscript{2}/V-s.\textsuperscript{6,7} Yet, there is a large need for further improvements since these metrics are still not fully competitive with inorganic counterparts.\textsuperscript{6–11}

Molecular alignment provides an effective way to significantly enhance charge transport, which is essential to improving performance of organic electronic devices. For example, after alignment is achieved for conductive polymers, OFET mobility values can increase by more than one order of magnitude up to a record 47 cm\textsuperscript{2}/V-s.\textsuperscript{6,12,13} Aligned structures have also played an important role in the fabrication of optical and opto-electronic devices. Polarizers\textsuperscript{14} and concealed imaging systems\textsuperscript{15} were demonstrated with uniaxially oriented conductive polymers. Switchable polarizers based on electrochromism\textsuperscript{16} were also designed and could be used in smart windows. Polarized light emitting diodes (OLEDs) for liquid crystal displays (LCDs) could further reduce energy consumption.\textsuperscript{17,18} Polarizing organic photovoltaics (OPVs) act as polarizers while also harvesting
energy from blocked polarization states. In addition to these, controlled alignment of nanofibers could facilitate the production of microscopic circuitry from organic components.

The need for effective polymer alignment has led to the exploration of several methods including recrystallization by vapor treatment, mechanical rubbing, directional epitaxial crystallization, nanoimprinting, Langmuir-Blodgett films, and blade shearing. Still, most of the currently reported alignment methods are either difficult to scale up or hard to control. In contrast, alignment with electric fields can be a more promising approach because it is economic, easily tunable, accurately controlled, and can be integrated with large scale processing. For example, electrospinning, has now been successfully implemented in several large scale industrial production processes for more than 60 years. Here, the simple components required for applying electric fields and the continuous nature of the spinning process keep the costs low. Thus, the use of electric field processing has already proven to be a highly tunable approach to produce advanced materials in commercial quantities.

Although potentially useful, the application of electric fields to align conjugated polymers (CPs) has not been systematically studied by the scientific community. In contrast, electric field alignment has been widely demonstrated and analyzed in-depth in the literature for several other systems including block copolymers, cellulose fibers, carbon nanotubes and metallic nanorods or nanowires. Although limited in numbers, there are also a few pioneering reports demonstrating successful electric field alignment of various CP systems. In the context of OFETs fabrication, enhanced charge transport mobility was also demonstrated for aligned Poly(3-hexylthiophene) (P3HT) suggesting that this technique could be technologically useful. However, in these reports, alignment was only analyzed over a single electric field type and fibers were only aligned over small distances (0.5 to 4 µm). Therefore, at this point, the forces at play in
the alignment of CP nanofibers under electric fields are still not fully understood and this prevents
the effective application and extension of this technique to other systems.

In this work, we systematically analyze CP alignment using various types of electric fields and
demonstrate that primary alignment is due to dielectrophoretic (DEP) forces. We also show that
electrophoretic forces can play an important role in this process but, on their own, they are
incapable of producing good quality CP alignment. Electrophoresis acts on charged particles at
low electric field frequencies(<10 Hz), but it becomes less significant than dielectrophoresis (DEP)
as frequency gets higher because the net displacement of the particles are canceled out by fast-
switching field.\textsuperscript{45} In contrast, DEP originates from forces due to a non-uniform external field acting
on polarizable particles, which may or may not have charges or be conductive. DEP has been used
to align metallic nanoparticles and it is routinely used in biosciences to selectively separate cells
and other biological components.\textsuperscript{45} Recently, DEP theory was also successfully implemented to
explain and predict the optimum AC electric field conditions for alignment of small organic
semiconductor (OSC) molecules.\textsuperscript{46} The DEP force is strongly affected by gradients of electric
fields so that it also depends on electrode geometry. Moreover, the size and shape of the particles
is also known to affect the magnitude of the force, with larger and elongated particles experiencing
larger DEP forces and torques.\textsuperscript{45,47,48,49} Moreover, both the magnitude of force and the orientation
of DEP torques can have a strong frequency dependencies for cases of dielectric particles with
ohmic conductivities.\textsuperscript{49}

In this work, regio regular poly-3-hexyl-thiophene (P3HT) is chosen as a model system to help us
understand the origin of electric field alignment in conjugated polymers. P3HT is known to
crystallize to form nanofibers and organogels under certain conditions and we demonstrate that
this property is also an important factor in the alignment process.\textsuperscript{50-53} We also show that controlled
polymer crystallization rates and AC electric fields of specific magnitude and frequency result in optimal alignment of conjugated polymer fibers. Moreover, the alignment is found to persist over micro-meter and nanometer scales. This work also demonstrates that electrical and mechanical properties are significantly altered by the electric field alignment process. Finally, we show that electric field alignment can be applied to several conjugated polymer systems and can be used over a wide range of polymer concentrations.

3.2 Experimental

3.2.1 Materials

Two lots of Poly(3-hexylthiophene) (P3HT) were purchased from Rieke Metals (Lincoln, NE): RMI-001E, lot# PTL12-67 (regioregularity=96%, M_w=71k, PDI=2.2) and RMI-001EE, lot# PTL14-85 (regioregularity=96%, M_w=69k, PDI=2.3). The SANS experiment was conducted with lot# PTL12-67 and the rest of the data was collected using lot# PTL14-85. The polymers were used after centrifugal purification of nanofibers to remove a significant fraction of the material that would not crystallize. To achieve this, the original polymer was fully dissolved in toluene at ~80 °C at a concentration of 5mg/ml. It was then cooled down to 5°C and allowed to fully self-assemble into nanofibers for more than 12 hrs. The samples were then centrifuged at ~7000 rpm for 30 min to sediment all of the fibers that were formed. The supernatant that contained an amorphous fraction of polymer was decanted and replaced with fresh toluene. The whole procedure was repeated 5 times before drying the purified sample for use. Gel permeation chromatography (GPC) was used to measure the M_w and PDI of the polymer using polystyrene standards. The molecular weight values of purified P3HT are similar to that of the original samples.
All other chemicals and solvents were used as received. Poly(3-butylthiophene-2,5-diyl) (P3BT), Poly(3-octylthiophene-2,5-diyl) (P3OT), Poly(3-decylthiophene-2,5-diyl) (P3DT), and Poly(3-dodecylthiophene-2,5-diyl) (P3DDT) were purchased from Rieke Metals. Poly(3,3′′-didodecyl quarter thiophene) (PQT-12) and Poly[2,5-bis(3-dodecylthiophen-2-yl)thieno[3,2-b]thiophene] (PBTTT-C12) were purchased from Solaris Chem. The molecular weight and lot numbers are listed in Table 3.1. Hydrogenated solvents: dodecane (99%) and 1,2-dichlorobenzene (99%) were purchased from Sigma-Aldrich (St Louis, MO). Toluene (99.9%), chloroform (99.9%), acetone (99.7%) and 2-propanol (99.9%) were purchased from Fisher Scientific (Hampton, NH). Deuterated solvents: d4-1,2-dichlorobenzene (D>99%) and d26-dodecane (D>98%) were purchased from Cambridge Isotopes (Tewksbury, MA).

Table 3.1. Molecular weight and polydispersity index of polymer samples.

<table>
<thead>
<tr>
<th>Polymers</th>
<th>Lot #</th>
<th>M_w</th>
<th>PDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3BT</td>
<td>BS19-36</td>
<td>41k</td>
<td>2.3</td>
</tr>
<tr>
<td>P3OT</td>
<td>PTL11-39</td>
<td>63k</td>
<td>1.9</td>
</tr>
<tr>
<td>P3DT</td>
<td>PTL11-77</td>
<td>57k</td>
<td>2.1</td>
</tr>
<tr>
<td>P3DDT</td>
<td>BS21-87</td>
<td>39k</td>
<td>1.8</td>
</tr>
<tr>
<td>PQT-12</td>
<td>DL158</td>
<td>40k</td>
<td>1.7</td>
</tr>
<tr>
<td>PBTTT-C12</td>
<td>16C0103</td>
<td>20k</td>
<td>1.55</td>
</tr>
<tr>
<td>Regiorandom P3HT</td>
<td>BS20-92</td>
<td>63k</td>
<td>2.4</td>
</tr>
</tbody>
</table>
3.2.2 *Optical Microscopy*

Silver was deposited *via* vacuum evaporation ($10^{-7}$ Torr) over glass slides with a shadow mask that defined a 125 µm gap between parallel electrodes. An AC electric field was applied, depending on the voltage, with either an Agilent e4980a LCR meter or with a bipolar operational power supply amplifier (Kepco BOP 1000M) using a function generator (BK precision 4040DDS) as an input signal. An inverted microscope (Zeiss Axiovert 40 CFL) was coupled with a Lumenara camera (LU075M-ID) to take videos or images during the application of the electric field. Fast Fourier transform (FFT) of some images were performed using the software ImageJ.\(^{54}\)

3.2.3 *Scanning Electron Microscopy*

An FEI XL830 dual beam scanning electron microscope was used to take SEM images. The substrate that was the same that was used to take optical microscopic images. The sample consisted of 0.3 mg/ml P3HT in 45 wt% dodecane and 55 wt% 1,2-dichlorobenzene. After alignment and drying, a thin layer of ~8 nm gold and palladium was evaporated onto the surface to enhance the conductivity of the sample in order to prevent charging during imaging.

3.2.4 *Rheology*

An Anton Paar MCR 301 stress controlled rheometer configured in a 25 mm parallel plate geometry with a gap of 0.5 mm was used for all rheological experiments. The parallel plates have ceramic insulation that electrically separates them from the instrument body and electronics. Electrical contact was made possible by a gold wire that loosely connected to the upper plate shaft while minimizing friction. The wire exerted a small but constant friction component on the shaft, which results in a measurable modulus for the fully dissolved polymers at early stages in the
measurement. In spite of this, the friction exerted by the samples as they form fibers is significantly larger than the friction of the wire and allows for estimation of the one-dimensional crystallization kinetics for all samples. The bottom plate was also connected by a wire and was electrically insulated from the rest of the instrument by a ceramic spacer. A schematic of the rheological setup can be found in previous publications. This setup allows for the application of electric fields to achieve fiber alignment and also allows for analysis with dielectric spectroscopy after alignment is complete. A small shear strain perturbation with a frequency of 1Hz and amplitude of 0.25% strain, which is within the linear viscoelastic limit, were used for all tested samples. At the start of every measurement, the rheometer plates were preheated to 60 °C before the fully dissolved sample (~80 °C) was loaded. A thin layer of a perfluorinated liquid (Fomblin Y 25/6) was added to the exposed edges of the sample to prevent solvent evaporation during testing. This was also similar to previously reported procedures that allowed for long time analysis (days) of volatile organic solvent samples. Samples were then heated up to 80 °C, by using a Peltier heating/cooling element, to fully dissolve all of the polymer. They were then cooled down to 20 °C at a rate of 15 °C/min to induce the one-dimensional crystallization process. Data collection and electric fields were initiated as soon as the system started to cool down. It is worth noting that the cooling period (~240 seconds) is significantly shorter than the duration of the crystallization process (10^4 seconds).

3.2.5 Small Angle Neutron Scattering (SANS)

SANS experiments were conducted at the NIST Center for Neutron Research (NCNR) in Gaithersburg, MD. The SANS instrument NG7 was configured to cover a q-range of 0.003<q(Å⁻¹)<0.5, with two detector distances (13.5 m and 1m) and two different sample environments. These
q-values were chosen to allow probing of nanofiber alignment over distances corresponding from tens to hundreds of nanometers. A previously developed parallel plate cell \(^5^2\) was used to probe the ‘parallel’ sample orientation (\textit{i.e.} electric field parallel to the neutron beam). The cell consisted of an insulating polyether ether ketone (PEEK) body that holds two titanium metal plates acting as parallel electrodes with a gap of 1 mm. A new cell was also designed for the ‘perpendicular’ configuration (\textit{i.e.} electric field perpendicular to the neutron beam). In this cell, the separation between electrodes was 1 mm and the size of the rectangular slit that defined the neutron beam was 0.5 by 0.8 mm. A laser-engraved quartz microscope slide with external dimensions of 1 - 50.8 - 25.4 mm (Ted Pella, Redding, CA) was used as an insulating spacer between two titanium electrodes that were attached with epoxy to encapsulate the sample. The dimensions of the inner rectangular sample enclosure are 12.7 by 25.4 mm. A small hole was also engraved with a laser cutter to facilitate loading the samples.

After filling with a dissolved polymer sample, the injection hole was sealed with epoxy to prevent any evaporation during the SANS test. Electric fields were applied, using variable voltage and frequency, with either a Keithley 2400 Source-Meter or a bipolar operational power supply amplifier (Kepco BOP 1000M) with an input signal from a function generator (Agilent 33220A). The samples were maintained at \(~80 \, ^\circ C\) for more than one hour before testing in order to fully dissolve the polymer. During SANS tests, the temperature of the sample was controlled by a 10-position Heating/Cooling Block (10CB) with a recirculating heater/chiller. SANS data was reduced according to standard protocols\(^5^5\) and, when possible, fit to a suitable model with SasView\(^5^1-5^3,5^6\).
3.2.6  

**X-ray diffraction (XRD)**

Samples were prepared by drop casting a 3.5 µL hot polymer solution over glass substrates containing two silver electrodes separated by a 1.58 mm gap. The electric field was applied for a duration of 30 min and, after alignment, the samples were dried in air before measurements. XRD experiments were conducted using a Bruker-D8 instrument with a Hi-Star 2-D detector and a Cu Kα x-ray source. The diameter of the circular x-ray beam was 300 µm. Out-of-plane scattering profiles were collected with an x-ray incident angle of ω=2.5° and 2θ ranging from 4° to 28°. The frame tilt angle was fixed at χ=90°. The in-plane data was obtained using the following angles: ω=10°, 2θ from 4° to 28° and χ=10°. Scattering data that is ‘perpendicular’ (Figure 7(c)) and ‘parallel’ (Figure 7(d)) to the electrodes were realized by rotating the sample stage at φ=0° and 90°, respectively.

3.2.7  

**Atomic force microscopy (AFM)**

AFM images were recorded via Bruker Dimension Icon-PT atomic force microscope with peak force tapping mode. A scan of a 10 µm × 10 µm area was used. Samples for AFM were prepared by drop casting P3HT dissolved in 35 wt% dodecane and 65 wt% 1,2-dichlorobenzene solution over substrates with embedded parallel electrodes. To produce the AFM image in Figure 3.1, a Si wafer was used having a 200 nm thermally grown SiO₂ layer and patterned layers of chromium (12 nm) and gold (50 nm) in a parallel electrode system with a 100 µm gap. Gold and cadmium layers were patterned by a standard photolithography process. The frequency sweep experiments in Figure 3.8 and Figure 3.9 were conducted using P3HT samples coated over glass microscope slides with silver electrodes separated by 125 µm. The electric fields were applied for 20 min,
followed by a hexane wash to remove the high boiling point solvents. The samples were dried in air overnight before taking AFM images.

3.2.8 *Dielectric Spectroscopy*

AC dielectric spectroscopy experiment was carried out with Agilent e4980a LCR meter. The frequency range was between 20 Hz and 2 MHz with a perturbation voltage of just 20 mV. All the samples were measured between two stainless steel parallel plates as described in the rheology methods section. The possibility of electrode polarization affecting the results was also assessed with controlled experiments that are described in Figure 8.2. It was determined that electrode polarization effects did not significantly affect the data.

3.3 **RESULTS**

Real time microscopy videos can be found online\(^5^7,\) illustrate the evolution of aligned fiber growth under electric fields for 0.3 mg/ml of P3HT solution in 45 wt% dodecane solvent balanced with 55 wt% 1,2-dichlorobenzene and for 30 mg/ml P3HT solution in 25 wt% dodecane solvent balanced with 75 wt% 1,2-dichlorobenzene. Dodecane, a poor solvent for P3HT, was used to manipulate the supersaturation as previously demonstrated for organogels.\(^5^3,^5^8\) The polymer solution was fully dissolved at ~80 °C before drop-casting over a substrate held at 20 °C. An alternating electric field of 250 Hz and 160 V/mm was then immediately applied for the duration of the experiment. Initially, polymers remained dissolved because the temperature was not low enough for nucleation and crystallization to occur. A highly transparent and homogeneous solution was observed at the beginning of the experiment. Upon cooling, the solution underwent a clear
one-dimensional crystallization process\textsuperscript{50} with polymer chains growing on nucleation sites in the electrodes to form micron-sized fiber structures that were visible under the optical microscope. The fibers grew in the direction parallel to the electric fields, starting from the edge of the electrodes and demonstrating that the electric field alignment can work over distances up to several millimeters and with electrodes with highly complex geometries. In order to quantify and compare the alignment at different conditions, a fast Fourier transform (FFT) was used to process microscopy images in this work. Figure 3.1 (d) shows an example of aligned fibers in the raw optical microscopic image and Figure 3.1 (e) is its corresponding FFT image. Figure 8.3 Illustrates artificially generated alignment to better understand the FFT images.

Figure 3.1. (a) Optical microscopic image of 160 V/mm 250 Hz electric field aligned P3HT, (b) SEM image of P3HT aligned with 160 V/mm 250 Hz, (c) AFM image of fibers aligned under 200 V/mm 2500 Hz, (d) Optical microscopic image of 160 V/mm 250 Hz electric field aligned P3HT and (e) its corresponding FFT. (f) ~ (i) Microscopy images of P3HT aligned using complex electrode geometries (j) Stitched optical microscopic images of 200 V/mm 250 Hz aligned P3HT
over 1.58 mm gap. The arrow at the bottom left corner of each image indicates the direction of electric field. The magnitude and frequency of the AC electric fields were systematically varied in order to identify their effect on the growth and alignment of P3HT fibers. Frequency was found to reach an optimum value for fiber alignment at ~250 Hz. Moreover, fiber alignment of good quality was only found to occur between 25 and 2500 Hz. Fast Fourier transforms (FFT) were also applied to raw images to facilitate comparisons of alignment quality (i.e. insets of Figure 3.2a). The electric field direction in all images was parallel to the x-axis. Since fiber growth was also parallel to the electric field, a high intensity is observed in the vertical direction (y-axis) of the FFT images. This is exactly analogous to the interpretation of x-ray or neutron scattering data from aligned rod-like objects.59,60 An annular integration was performed within the range shown in Figure 3.2(a) 250 Hz in order to quantify and compare the extent of alignment using one-dimensional profiles. The results of the integrations are shown in Figure 3.2(c). From this analysis, it became clear that the strongest alignment occurred at an intermediate frequency of 250 Hz. At this frequency, two dots appear in the FFT images, indicating strong alignment and a repeating characteristic fiber separation distance. This feature can be considered equivalent to Bragg peaks emerging in diffraction experiments due to aligned lamellar or cylindrical structures.59,60 FFT images corresponding to higher (2.5 kHz) or lower (25 Hz) frequencies also resulted in alignment. However, the strong correlation in the separation distance was lost under these conditions. A much larger frequency of 250 kHz resulted in a homogenous structure with no alignment. DC fields (0 Hz) also resulted in loss of fiber alignment. An example video of real-time fiber formation under DC electric fields can be found in our publication.57 It shows that the fibers are branched and relatively thick compared to those aligned with AC fields. The spacing between fibers is also inhomogeneous and alignment quality is very poor.
The amplitude of the electric field was also varied at a fixed frequency of 250 Hz in order to explore its influence on fiber alignment. In Figure 3.2(b), raw and FFT images are shown for experiments corresponding to amplitudes from 40 to 480 V/mm. The same integration area was used to generate one-dimensional profiles in Figure 3.2(d). The data suggests that the best alignment occurred at strengths of ~160 V/mm.
Figure 3.2. Microscope images of the fibers formed with 1 mg/ml P3HT in 25 wt% dodecane mixed with DCB under (a) varied frequencies between 0 and 250 kHz at fixed amplitude fixed at 160 V/mm and (b) variable amplitudes from 40 to 480 V/mm at 250Hz between two silver electrodes with a separation of 125µm. The scale bars represent 20 µm distance. The insets showed the corresponding fast Fourier transform images. Annular integrations of the 2-D FFT images corresponding to (c) fixed amplitude with varying frequencies and (d) constant frequency with changing amplitudes.

Besides electric field amplitude and frequency, the effect of changing supersaturation and crystallization kinetics was also studied by changing P3HT concentrations and by varying the dodecane ratio in the dichlorobenzene mixture (i.e. altering solvent quality). Detailed results from optical microscopy images of alignment are shown in Figure 3.3 ~ Figure 3.7. Alignment was observed over a wide range of P3HT concentrations from 1 to 30 mg/ml but the quality of the film would vary. In addition, control over polymer concentration and solvent quality was found to be important to achieving a high degree of alignment.

The effect of changing crystallization kinetics was investigated by varying P3HT concentrations as is shown in Figure 3.3. Although fiber alignment was observed at all concentrations, the degree of order varied significantly. In FFT images, the vertical lines at higher concentrations shifted
towards lower $k_y$ values, which corresponded to increased size and broader distribution. It is interesting to note that the optimum electric field condition would not change with increasing concentrations. Experiments performed with variable frequency and amplitude using a more concentrated sample (30 mg/ml P3HT) resulted the same optimum conditions as for 1 mg/ml P3HT. The optical microscopic images and the corresponding FFT images of the electric field sweep of 30 mg/ml P3HT are shown in Figure 3.4 ~ Figure 3.6.

Figure 3.3. Microscopic images of P3HT fibers aligned under 160V/mm 250Hz in 25% wt dodecane mixed with dichlorobenzene at concentrations of (a) 1 (b) 3 (c) 10 (d) 30 mg/ml. The insets showed the corresponding FFT of each concentration. The scale bars represent 20 µm.

Experiments with variable frequency and amplitude were also performed using samples with larger P3HT concentration. Figure 3.4 and Figure 3.5 demonstrate that an optimum condition for alignment is also observed for these samples. Annular integrations were summarized in Figure 3.6
for different electric field conditions. Interestingly, these conditions seem to be very close to the optimum frequency (250 Hz) and amplitude (160 V/mm) that were observed at the lower P3HT concentrations (1 mg/mL) that are shown in Figure 3.2. However, it is important to note that the quality of the alignment was significantly higher when lower concentrations of polymer were being used. It is very likely that this is also due to the difficulties that arise when trying to image the thicker and more opaque samples that result when using the higher concentrations of P3HT.

**Figure 3.4.** Microscopic images of 30mg/ml P3HT in 25% dodecane balanced with 75 wt% 1,2-dichlorobenzene under 160V/mm and (a) 25 (b) 250 (c) 2500 (d) 250000 Hz electric fields. The insets showed the corresponding FFT images and the scale bars represent 20 µm.
Figure 3.5. Microscopic images of 30 mg/ml P3HT in 25% wt dodecane mixed with 75 wt% 1,2-dichlorobenzene under 250Hz and (a) 40 (b) 80 (c) 120 (d) 160 (e) 320 (f) 480 V/mm electric fields applied between two silver electrodes with 125µm gap. The insets show the FFT of the optical images and the scale bars represent 20 µm.
Figure 3.6. Annular integrations of the 2-D FFT images in Figure 3.4 and Figure 3.5 of electric fields (a) fixed amplitude with varying frequencies and (b) constant frequency with changing amplitude.

Dodecane is a poor solvent for P3HT so that a higher fraction in the solvent results in higher supersaturation and faster nucleation and growth for the fibers.\textsuperscript{58,61,62} Figure 3.7 shows the results of experiments performed for a series of samples (30 mg/mL P3HT) having different dodecane ratios under identical electric field conditions (250 Hz and 200 V/mm). In pure dichlorobenzene solutions, Figure 3.7(a), P3HT remained fully dissolved and no self-assembly occurred before the evaporation of the solvent. As a result, FFT images are homogeneous and no alignment or fiber formation is visible. When the dodecane content was increased, the formation of aligned fibers was observable and reached a maximum alignment at a dodecane fraction of 25 wt%. In contrast, when the dodecane ratio was increased to 40 wt%, the supersaturation was very high and the kinetics of crystallization was too fast to allow for organized alignment to occur. An elastic
organogel formed quickly and fibers interconnected before the DEP force was able to transport them along the electric field gradient.

Figure 3.7. Microscopic images of P3HT fibers after gelation in mixed solvents of (a) 0% (b) 15% (c) 25% and (d) 40%wt dodecane balanced with dichlorobenzene under 250Hz 200V/mm electric field. The insets are the corresponding FFT images and the scale bars represent 20 µm.

In order to obtain information on fiber alignment over nanometer scales, atomic force microscopy was also utilized. Samples with both 1 and 0.1 mg/ml concentrations were prepared and aligned under variable frequencies and the results are shown in Figure 3.8 and Figure 3.9. AFM results are consistent with those of optical microscopy images showing evidence of the existence of an optimum frequency for alignment. To further complement AFM experiments, small angle neutron scattering (SANS) was also used to provide detailed information of the samples over nanometer sizes. Figure 3.10(a) shows a schematic of the setup used for neutron scattering experiments. The
sample environment was a cell with an engraved quartz slide (1 mm thick) sandwiched between two titanium plates acting as electrodes. The dimensions of the engraved sample enclosure were 1” by 0.5” as shown in Figure 3(a). The incident neutron beam in this configuration was perpendicular to the electric field. The resulting SANS scattering patterns after electric field application are shown in Figure 3.10(b). The 2-D scattering pattern was also reduced to a 1-D profile by integrating along the annular region centered at q=0.01 Å⁻¹. This allows for quantitative comparison of alignment under different field conditions. In general, results were also consistent with microscopy experiments despite the significantly larger electrode separation distance. Optimum alignment conditions were again found at 250Hz with electric field amplitudes between 200 and 400 V/mm. The q-range of the 2-D scattering patterns corresponds to probing characteristic dimensions between ~20 and ~200 nm in real space. For comparison, typical dimensions of P3HT nanofibers are ~5 by ~25 nm in cross-section and several micrometers in length. Thus, this instrument configuration characterizes the largest structures that are possible to probe with SANS, which are also more likely to show clear indications of fiber alignment. In order to further extract quantitative information from the SANS data, 2-D fitting was performed on profiles with clear signs of alignment under electric field conditions (i.e. 200 V/mm and 400 V/mm at 250 Hz). The details and results of the 2D fits are shown in Figure 8.4 and Figure 8.5. This analysis shows that the fiber cross-sectional size is similar for both aligned conditions. However, there were differences in the level of alignment that was achieved since the electric field with larger amplitude resulted in more aligned fibers with smaller angular variations. SANS experiments successfully demonstrate that alignment of P3HT fibers persists from micrometer (microscopy) to nanometer scales. SANS experiments on samples exposed to direct current (DC) fields led to a homogeneous pattern showing no signs of alignment.
Figure 3.8 shows the atomic force microscopic images of 1 mg/ml P3HT aligned at variable frequencies. In Figure 3.8 (a) to (c) it is clear that the micron size fibers, which consist of bundled nanofibers, are aligned unidirectionally and formed at lower frequencies (i.e. 25 Hz and 250 Hz). The height of the fiber bundles formed at 25 Hz is higher than that of 250 Hz on the surface. At higher frequencies (i.e. 2.5-250 kHz) corresponding to Figure 3.8 (d) to (f), the long-range order deteriorates gradually and the fiber heights are reduced. To rule out the possibility that this loss of order at high frequencies was due to the formation of very thick samples, samples at much lower P3HT concentrations (0.1 mg/ml) were also prepared and analyzed with AFM. These results are shown in Figure 3.9. A dependence of alignment on frequency was also found for these samples and no alignment was observed above 2.5 kHz.

**Figure 3.8.** AFM images of 1 mg/ml P3HT in 25 wt% dodecane and 75 wt% 1,2-dichlorobenzene aligned under 160V/mm and (a) 25 Hz, (c) 250 Hz, (d) 2.5 kHz, (e) 25 kHz, and (f) 250 kHz electric field. Figure 5(b) is the 3-D view of Figure 5(a). The arrow at the bottom right corner of each image represents the direction of the electric field.
Figure 3.9. AFM images of 0.1 mg/ml P3HT in 25 wt% dodecane and 75 wt% 1,2-dichlorobenzene aligned under 160V/mm and (a) 25 Hz, (b) 250 Hz, (c) 2.5 kHz, (d) 25 kHz, and (f) 250 kHz electric field. (e) is the 3-D view of (d). The arrows at the bottom right corner indicate the direction of electric fields.
Figure 3.10. (a) Schematic representation of the SANS experiment with incident beam perpendicular to the electric field. (b) SANS 2-D patterns of P3HT fibers aligned under 0 V, 200 V/mm 250 Hz, 200 V/mm 500 Hz, 400 V/mm 250 Hz and 200 V/mm DC electric field at 13 m detector distance. Annular integrating was performed at q=0.01 Å⁻¹ as shown for the sample of 200 V/mm DC.

Since P3HT nanofibers are usually one-dimensional crystal structures, XRD experiments can provide insight on the relative orientation of individual polymer chains after electric field alignment. Figure 3.11 (a) and (b) shows both in-plane and out-of-plane scans of the x-ray beam perpendicular and parallel to the electrodes. Schematics shown in Figure 3.11 (c) and (d) help to explain the different orientations that were used in the experiments. An anisotropic structure was observed, leading to differences in the scattering profiles for different sample orientations (i.e. parallel or perpendicular to the electrode) with respect to the x-ray direction. In Figure 3.11(a), only the electric field aligned sample, abbreviated as EF, showed well defined lamella peaks at the orientation where the x-ray beam was parallel to electrodes. This was an indication of high
crystallinity. Neither of these conditions showed π-π stacking peaks at 2θ=23° for the out-of-plane scan, which suggests that the thiophene rings were mostly oriented perpendicular to the substrate (i.e. ‘edge-on’ conformation). In Figure 3.11(b), the in-plane π-π stacking peak was very well defined when the x-ray beam was parallel to the electrodes for aligned samples, whereas no peaks appear with the beam parallel to the electrodes. In contrast, samples without applying electric field (i.e. no electric field or NEF) exhibited clearly defined π-π stacking peaks for both orientations. Moreover, both of the π-π stacking peaks were lower than the peaks in the electric field aligned sample with the x-ray beam oriented parallel to the electrodes. This suggests that the π-π stacking direction was along the fiber growth direction for aligned samples and randomly oriented in the absence of an electric field. This also explains the difference in lamellar peaks observed in the out-of-plane scan in Figure 3.11(a). It was noticed that the beam parallel to the electrodes had sharper lamellar peaks than the perpendicular case. Since the thiophene plane was perpendicular to the substrate (i.e. edge-on) and the π-π stacking direction was along fiber growth direction, lower intensity peaks are expected with the beam perpendicular to the electrodes due to a shorter correlation along the width of the fibers versus along the length. The proposed orientation of the electrically aligned fibers is shown in the schematic (Figure 3.14) in the discussion section. The lamellar and π-π stacking peaks were also fit to a Gaussian function in order to quantify their location and to estimate their characteristic distances from Bragg’s law. This analysis shows that the lamellar spacing distance (lamellar = 1.66 nm) remains constant regardless of the electric field conditions. The π-π stacking distances showed a very small increase between samples aligned with electric fields (π-π stacking = 0.39 nm) when compared to a sample that was not exposed to electric fields (π-π stacking = 0.38 nm).
Figure 3.11. XRD of (a) Out-of-plane and (b) in-plane scans of the 200 V/mm 250Hz electric field aligned 3 mg/ml P3HT samples in 25 wt% dodecane mixed with DCB, as well as the reference samples without applying electric field. Schematics in (c) and (d) show the geometry of x-ray beam relative to the sample orientation, as well as the detector position for configurations both ‘perpendicular’ and ‘parallel’ to electrodes. Changes in shear modulus for samples formed under different conditions were also monitored by small amplitude oscillatory rheology with and without electric fields in Figure 3.12. Error bars (i.e. one standard deviation) are calculated from three repetitions (Figure 8.6). In these experiments, the complex shear modulus (G*) was recorded as a function of time as the sample was cooled to
induce nanofiber formation while an electric field was applied between the parallel plates of the instrument. In all experiments, samples started as viscous polymers solutions followed by a rapid increase of the modulus, which was an indication of the initiation of crystallization and gelation. More than 80% of the increase in modulus occurs within the first 3000s. As indicated by Liu, et al., the slope of the complex modulus at the time it starts to gel \( t_g \) is proportional to the growth rate of the crystalline structures (i.e. nanofibers) that give rise to the increase in modulus.\(^{62,63}\) Using this model, estimates of the fractal dimension \( D_f^R \) can also be extracted from the kinetics of crystallization originating from the modulus data.\(^{63}\) Equation (3.1) corresponds to the analysis proposed by Liu, et al., where \( G^* \) is the time-dependent complex modulus, \( t_g \) is the gelation time and \( k^D_0 \) is a constant that is related to both the crystal growth rate \( v_g \) and the fractal dimension \( D_f^R \).

Results from this analysis, corresponding to samples with and without electric field alignment, are listed in Table 3.2. The full analysis of the experimental data is also shown in the Figure 8.7. The fractal dimension for AC electric field aligned samples was close to 1, indicating unidirectional growing structures. In contrast, in the absence of an electric field the value was 1.3, which was significantly higher. Moreover, the modulus of fibers formed under an AC electric field was more than 1.6 times higher than that of the reference sample with no field. In contrast, DC electric fields weakened the structure and reduced the final modulus by about 10 times. A fractal dimension of 1 was also obtained for samples aligned in DC fields but the analysis has significant uncertainty due to the very weak nature of this organogel. Optical microscopy (Figure 3.2) and movie online\(^{57}\) show that gelation under DC electric fields results in highly branched and disordered structures.

A separate set of fractal dimension values could also be estimated by fitting the SANS data \( D_f^S \) over the low-\( q \) region (0.0033 to 0.007 Å\(^{-1} \)) while using a power law function. Fits to the SANS data are shown in the Figure 8.8 and the results of the analysis are also included in Table 3.2. Due
to the anisotropic patterns that are observed in aligned samples, the extraction of fractal dimension values is performed along the horizontal axis of the 2D data, which corresponds to the long axis of the fibers. Annular integration can be used for samples exposed no fields and to DC field conditions because there is no anisotropy or signs of alignment. The fractal dimensions obtained from SANS consistently show larger values than those obtained from rheology. However, the general trend is consistent with the observation that fibers aligned under electric fields are closer to a linear structure (i.e. $D_f \sim 1$) than those at all other conditions. It must be noted that rheology estimates fractal dimension from modelling the rate of growth of fibers that lead to mechanical changes. In contrast, SANS allows for a direct characterization of the fractal fiber structure but only with sensitivity over smaller length scales due to the limited q-range. Notably, when extracting fractal dimensions from rheology for DC electric fields, the measured modulus was 10 times lower than that of samples in AC fields or in the absence of electric fields. This indicated very weak percolation, and resulted in significant uncertainty when extracting a fractal dimension using rheology for the DC sample. This also lead to a large discrepancy between SANS and rheology for these samples. The fractal dimension of DC sample ($D_f^S$) obtained from SANS data is above 3, which indicates Porod scattering resulting from large aggregates formation.
Figure 3.12. Complex modulus for 30 mg/ml P3HT samples in 25 wt% dodecane mixed with DCB formed with 0, 200 V/mm 250Hz and 200 V/mm DC electric fields as a function of time.

\[
\ln \left[ 1 - \frac{G^*(t) - G_0^*}{G^*(\text{max}) - G_0^*} \right] = -k^0(t - t_g)^{D_f}
\]  

(3.1)

Table 3.2. Fractal dimension \(D_f^R\) and constant \(k^0\) obtained from rheology measurement, as well as fractal dimension \(D_f^S\) extrapolated from power law fitting of SANS data.

<table>
<thead>
<tr>
<th></th>
<th>0V</th>
<th>200V/mm 250Hz</th>
<th>200V/mm DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_f^R)</td>
<td>1.31</td>
<td>1.03</td>
<td>1.00</td>
</tr>
<tr>
<td>(D_f^S)</td>
<td>2.59</td>
<td>1.20</td>
<td>3.16</td>
</tr>
<tr>
<td>(k^0 \times 10^4)</td>
<td>1.45</td>
<td>11.86</td>
<td>4.88</td>
</tr>
</tbody>
</table>
Impedance spectroscopy was also performed on samples after completion of the rheological experiments in order to probe for enhancement of the electrical conductivity. Figure 3.13 shows impedance spectroscopy data for P3HT organogels formed with AC, DC and without electric fields. Figure 3.13(a) shows the Nyquist plot of the gels 30 min after electric field application. Similar to the reduced shear modulus, the application of DC electric fields also drastically reduced the electrical conductance. The impedance of the sample under DC fields increased by a factor of 10. Figure 3.13(b) shows the dielectric permittivity ($\varepsilon'$) as a function of frequency. The major difference appeared between 20 and 100 kHz. AC aligned organogels showed the highest permittivity, especially in the low frequency region (< 1 kHz), whereas applying DC fields would reduce the permittivity by about one order of magnitude. The dielectric loss, $\varepsilon''$, as a function of frequency is also plotted in the Figure 8.9 (a). The imaginary and real parts of the conductivity are also shown in Figure 8.9 (b) and (c), respectively. It is clear that the AC electric field enhances the conductivity and the DC field significantly reduces it across the whole range of frequencies probed.
Figure 3.13. (a) Nyquist plots of 30 mg/ml P3HT organogels in 25 wt% dodecane mixed with DCB that have been formed with AC, DC, and no electric field in the rheology setup. Inset shows an enlarged plot of the same data. (b) Permittivity as a function of frequency for the same samples.

3.4 DISCUSSION

3.4.1 Influence of dielectrophoresis (DEP) on fiber alignment

We propose that the primary mechanism of fiber alignment is due to dielectrophoresis (DEP) as shown in Figure 3.14. However, we also note that electrophoresis is also possible and can play an important role in the alignment process at low frequencies, which will be discussed further in section 3.4.3. The DEP force is known to be proportional to particle size and to the electric field gradients. At high temperatures (~80 °C) and in good solvents, the conjugated polymers are fully dissolved and too small to experience strong DEP forces. Upon cooling down samples or reducing solvent quality, supersaturation drives polymer chains to crystallize and to form larger fibers. Nucleation of new fibers can happen in the bulk or start from the edge of the electrodes, where
nucleation may be further enhanced by high electric field gradients. It has been previously reported, for several other systems, that electric fields can help enhance nucleation.\textsuperscript{64–67} Growing fibers, will eventually reach a critical size where the DEP force becomes strong enough to induce transport towards the edge of the electrodes, where the largest electric field gradients are observed. At the same time, for anisotropic particles, such as P3HT nanofibers, DEP torques can also emerge due to these gradients and they will tend to orient the long axis along the field lines. Consequently, fibers will grow mostly in the direction perpendicular to the electrodes with the polymer chains aligned perpendicular to the electric field direction. Moreover, since the polymer is conductive, fibers that grow from the edge of the electrodes will further alter the local electric field and produce large gradients at the tip of the fiber. Therefore, the tips of growing fibers eventually produce the strongest localized DEP forces enabling increased accumulation of polymer material and further accelerating growth.
Figure 3.14. Proposed mechanism of directed fiber growth and alignment under electric fields, including one-dimensional crystallization of nanofibers, dielectrophoretic advection, and growth.

3.4.2 Estimation of DEP forces and torques acting on growing fibers

The quantitative estimation of the relationships between DEP force and the determining parameters for elongated particles, which are approximated as ellipsoids, are shown in equation (3.2) to (3.4), where $P_{\text{eff}}$ is the effective dipole moment, $\varepsilon_1$ is the dielectric constant of P3HT, $K(\omega)$ is the Clausius-Mossotti function, $a, b, c$ are the axis dimensions of ellipsoids and $\nabla E$ is the gradient of the electric field. It is worth noting that compared with spherical particles, the elongated structures can significantly increase the DEP force by several orders of magnitude. In equation (3.4), the parameters $\varepsilon_1, \sigma_1$ are the dielectric permittivity and conductivity of the particles and $\varepsilon_2$ and $\sigma_2$ correspond to the medium, $La$ is the depolarization factor, which can be
calculated from equation (3.5), and \( \omega \) is the angular frequency. The real part of Clausius-Mossotti function is also plotted in Figure 8.12.

\[
F_{\text{DEP}} = P_{\text{eff}} \cdot \nabla E \quad (3.2)
\]

\[
F_{\text{DEP}} = 2\pi \varepsilon_1 a^2 b Re\left| \frac{K(\omega)}{\omega} \right| \nabla E^2 \quad (3.3)
\]

\[
K(\omega) = \frac{(\varepsilon_2 - \varepsilon_1) - j(\sigma_2 - \sigma_1)/\omega}{3[\varepsilon_1 + (\varepsilon_2 - \varepsilon_1)L_\alpha] - 3j[\sigma_1 + (\sigma_2 - \sigma_1)L_\alpha]/\omega} \quad (3.4)
\]

\[
L_\alpha = \frac{abc}{2} \int_0^\infty \frac{ds}{(s+a^2)^2(s+b^2)(s+c^2)} \quad (3.5)
\]

In order to estimate the magnitude of DEP forces, the spatial distribution of the electric field gradients for planar electrodes (AFM, microscopy) and parallel plates (SANS, Rheology) were first obtained from finite element analysis (FEM) (Figure 8.10 and Figure 8.11). FEM allowed us to quantify and estimate the local electric fields based on geometric parameters for each electrode configuration and the results were used to determine the direction of particle movement under DEP forces. Since the presence of conductive nanofibers is expected to significantly affect the electric field gradients, the electric field distribution that is calculated from FEM is only relevant to the early stages of alignment. Interestingly, although the gradient of the electric fields between two perfectly flat parallel plates is ideally uniform, the roughness of the electrodes can introduce high local electric field gradients that can lead to fiber nucleation. A detailed discussion of the electric field gradients can be found in 8.2.6.

In addition to the DEP force, torques on the nanofibers generated by DEP were also considered. The stable orientation of a dielectric ellipsoid with ohmic loss in an external electric field depends on the frequency.\(^{49}\) Torques were calculated from equation (3.6), which is a function of the particle shape, permittivity, and conductivity of both the particles and the medium.\(^{49}\) The subscripts \( \alpha, \beta, \gamma \) are in the order of \( x \rightarrow y \rightarrow z \rightarrow x \), based on the convention of the right-handed coordination system. \( E_{0,\beta} \) and \( E_{0,\gamma} \) represent the electric field components on corresponding axes.
The sign of the torque components on each of the three axes (i.e. \( <T^e>_x, <T^e>_y, \) and \( <T^e>_z \)), which depend on \( (L_\alpha - L_\beta)Re[K_\beta K_\gamma] \), determine the most stable orientation of the particles. The stable orientation corresponding to every possible combination of the torque signs on each axis are summarized by Jones.\(^49\) For our system, these terms are plotted as a function of frequency in Figure 8.12, assuming a 200 nm long nanofiber with a cross-sectional dimension of 4 nm by 20 nm.\(^50\) Over all of the probed frequency ranges, \( <T^e>_x \) and \( <T^e>_z \) are both positive and \( <T^e>_y \) is negative. This means that the most stable particle orientation for our system is always with the long fiber length oriented along the electric field direction.\(^49\) A decrease in torque at high frequencies can also serve to explain the loss of alignment that is observed in experiments (Figure 3.2).

\[
<T^e>_a = \frac{2}{3} \pi abc \varepsilon_1 (L_\alpha - L_\beta) E_{0,\beta} E_{0,\gamma} Re[K_\beta K_\gamma]
\] (3.6)

### 3.4.3 Effect of electric field frequency and amplitude, particle size, and supersaturation on fiber alignment

The strong frequency dependence shown in Figure 3.2(a) and in the SANS measurements (Figure 3(b)) suggest that the mechanism of directional assembly is governed by DEP. The DEP force is a function of frequency dependent parameters, such as the relative dielectric permittivity and conductivity, between P3HT and the suspending medium. The estimated force is shown in Figure 8 as a function of frequency. Here, it is assumed that the permittivity and conductivity of the P3HT chains and nanofibers are the same as that of the bulk P3HT organogels, which are obtained from dielectric spectroscopy measurements in Figure 6. The results show that the DEP force increases with decreasing frequency, which leads to the loss of alignment above \( \sim 1 \) kHz. At frequencies lower than 25 Hz, the origin of the reduced alignment is attributed to a competing electrophoresis effect that takes place simultaneously to DEP. It has been confirmed by zeta potential
measurements (Figure 8.13) that P3HT nanofibers are positively charged (~100 mV) under these conditions. The origin of these charges is still uncertain but it could be due to partial doping of the polymers. Still, it is important to note that DEP force can act on all particles in non-uniform electric field, no matter if they are charged or not, while electrophoresis requires that the particles have significant surface charges. Video S3 shows characteristic fiber growth in a DC field, which always results in poor quality alignment. Interestingly, in the video some fibers originate from the positive electrode, which shares the same charge as P3HT fibers. In addition, growing fibers that are thin and mobile are clearly pulled towards the negative electrode. Our hypothesis is that, at lower frequencies, both electrophoresis and DEP are playing important simultaneous roles in the alignment process. The appearance of fibers at a random and heterogeneous spacing from the edge of the electrodes suggests that local features in the electrodes lead to preferential nucleation. We believe that the shape and microstructure of the electrodes can affect local field gradients and increase local DEP in these spots. At the same time, evidence of electrophoresis is also clearly observed when fibers are pulled towards the negative electrode. This results in the formation of thick and disorganized fiber arrays for all DC experiments performed in this work. At a medium to high AC field frequency (> 25 Hz), electrophoresis is largely suppressed because the electric field is reversed quickly, relative to transport time-scales, but DEP continues to play a significant role. The decline of electrophoresis at high frequencies has been previously demonstrated by Burt et al. using charged bacteria. Electrophoresis was observed to compete with dielectrophoresis at 1 Hz but only DEP dominated when the frequency was increased beyond 10 Hz. Therefore, at higher frequencies, DEP leads to the formation of homogeneous and highly oriented fiber arrays. However, if the frequency is increased to very high values (>100 kHz) the DEP force also starts to decay due to the decrease in dielectric permittivity of the material (Figure 3.13(b)). At this high
frequency range, both electrophoresis and DEP are suppressed and this leads to the loss of alignment as fibers continue to crystallize but are randomly oriented.

At low frequencies, it is also possible that electroosmosis plays a role in affecting the fiber alignment, especially at high electric field amplitude, since the fluid movement can exert a shear force on polymer. In fact, some signs of electroosmosis in the form of fluid movement are observed when using high field amplitudes (2000 V/mm) and low frequencies (<5 Hz). However, just like electrophoresis, the fast switch of the electric field at higher frequencies (>25 Hz) also leads to a vanishing net fluid motion due to electroosmosis. Therefore, electroosmosis does not contribute significantly to the net polymer motion at the high frequencies (~250 Hz) where good quality alignment is observed.

Figure 3.15 also shows a decreased DEP force with a reduced particle size. The DEP force for a P3HT domain of size approximating that of single polymer chains (i.e. \( R_g \sim 10 \text{ nm} \)) is extremely small. This helps explain why it is important to first induce nanofiber growth in order to produce highly aligned arrays via DEP. Figure 8 also shows that the magnitude of the DEP force increases very rapidly with small increases in size of the P3HT domains. Small increases in domain size, due to crystallization, would be sufficient to induce significant DEP transport towards regions of high field gradient. As fibers grow, the DEP force increases until reaching a critical fiber size where significant directional advection occurs.
Figure 3.15. Comparison of estimated DEP force for P3HT nanofibers of different sizes. The smallest fiber are of similar dimension to a P3HT coil ($R_g \sim 10$ nm). Here ‘a’ represents the length and ‘b’ is the radius of the cross section. FFT of aligned fibers collected at different frequencies are labeled on the DEP force curve as inserts.

In addition to frequency, the amplitude of the electric field was also observed to strongly affect fiber alignment. The observation of an optimum amplitude in optical microscopy (Figure 3.2 (b)) and SANS (Figure 3.10 (b)), is attributed to a competition between the rate of DEP transport and the rate of nanofiber crystallization due to supersaturation. When polymer domains are very small (e.g. single dissolved chains) the DEP force is also small (Figure 3.15) and unable to move particles until they grow large enough for this effect to dominate over diffusion. In the opposite extreme, when fibers grow fast and DEP forces are weak (i.e. low amplitudes), they quickly achieve large sizes that increase friction with other growing fibers and with the substrate preventing their
transport and orientation. This produces large immobile P3HT fibers that are randomly oriented and similar to the organogels that form in the absence of an electric field. When the electric field increases, aligned fiber structures start to appear at ~80 V/mm (Figure 3.2(b)) due to the increase in DEP force equation (3.3). Fibers continue to become more highly oriented and thinner as the electric field is further increased until the optimum condition at ~160 V/mm. For very high electric fields, alignment and order are again reduced, presumably due to the formation of defective structures leading to thicker and poorly aligned fibers (Figure 3.2(b)).

The importance of the competition between DEP and crystallization rates is also evident in samples with variable composition. The driving force for crystallization can be controlled by changing solvent quality, polymer concentration and/or temperature. P3HT dissolved in pure DCB, a very good solvent, did not show any alignment and the sample would dry out before any fibers were formed. From microscopy experiments, it was evident that the spontaneous formation of fibers due to supersaturation was an essential element to achieve good alignment. Moreover, the quality of the aligned array was also strongly dependent on the P3HT concentration since this directly affected the rate of crystallization. Highly oriented and good quality arrays tended to form at lower P3HT concentrations. This is observed in Figure 3.10 where fibers are thinner and better aligned at lower concentrations. Figure 3.16 shows a schematic of the proposed process highlighting the interplay between DEP and crystallization rates.

The typical time scale of DEP force directed assembly can be estimated by equating the magnitude of viscous drag force based on Stokes’ law to that of DEP force. For an 8 nm particle, it will take ~0.25 s for it to travel from the center of a 100 µm gap to the edge of one electrode. In comparison, the time scale of crystallization can vary a lot depending on the sample concentrations and solvent qualities. The bulk crystallization time is on the order of 10 min to first observe evidence of
electrical and mechanical percolation as probed by rheology and dielectric spectroscopy.\(^5\) However, by tuning supersaturation with temperature, concentration or solvent quality, the kinetics of fiber growth can be significantly slowed or accelerated. When the kinetics of crystallization is slow, but fibers are still being produced, nanofibers are effectively aligned and transported by DEP to regions of high field gradient. In contrast, at very high concentrations or in poor solvent conditions, the crystallization rate is so fast that fibers grow and branch much faster than they can be advected by DEP. This effect was demonstrated by either increasing P3HT concentration (Figure 3.3) or by changing solvent quality at a constant P3HT concentration (Figure 3.7). Moreover, previous work demonstrating electric field alignment of P3HT also relied on the use of xylene, which is a solvent of intermediate quality that readily leads to the formation of nanofibers.\(^{44,50}\) When the solvent quality is very good, the polymer remains dissolved and it is too small to experience any significant DEP forces.
### Figure 3.16
Schematic of the cases when one-dimensional crystallization rate is (a) slower and (b) faster than that of dielectrophoresis.

#### 3.4.4 Accelerated crystallization and molecular orientation

An acceleration of crystallization under AC electric fields was also observed through both rheology (Figure 3.12) and SANS measurements (Figure 8.14). UV-Vis results also showed a higher fraction of fibers for samples aligned with AC fields over samples that were left to assemble without external fields. The accelerated crystallization rate under electric fields could potentially lead to more defects in the structure. This was indeed confirmed by a slightly lower exciton bandwidth value (W) obtained from UV-Vis (Figure 8.15).\(^70\) Fits of SANS data to a parallelepiped model (Figure 3.17) also shows similar cross-sectional sizes for samples assembled with and without electric fields.\(^50\)–\(^52\) These results, together with the AFM images in Figure 3.8 and Figure...
suggest that the thick fibers that are observed in optical microscopy are formed from bundles of smaller nanofibers.

Figure 3.17. Combined model fitting of the scattering profiles at 2520s. The inset picture showed the dimensions of the cross-section from the fitting.

XRD measurements, which further confirmed the crystallinity of the aligned fibers, also demonstrated that the π-π stacking direction was oriented along the long fiber axis. Since transport along the π-π stacking direction is responsible for long-range charge transport, this fiber orientation increases the net electrical conductivity over randomly oriented polymer fibers. Movies online show that fibers grow until they eventually bridge and form a new electrical pathway between the electrodes. Extended application of electric fields continues to thicken existing fibers or forms new fibers until all polymer is crystallized or the solvent dries out. Application of AC electric fields was also noted to increase the fraction of polymer in fibers as demonstrated with
UV-Vis spectroscopy (Figure 8.15). Therefore, the increased concentration of fibers also contributes to improved electrical conductivity.

3.4.5 Changes to mechanical and electrical properties

The alignment of P3HT also affected mechanical and electrical properties. Shear rheology demonstrated that alignment with AC fields could enhance the shear modulus (Figure 3.12). In contrast, DC fields reduced the modulus and produced weak organogels. Changes in electrical conductivity also correlated well with changes in mechanical properties, suggesting that there is a breakup of percolation for samples assembled under DC fields. In Figure 3.13(a), three separate relaxations were observed for samples assembled with and without AC electric fields. It is apparent from the Nyquist plot that the impedance for all relaxations was reduced after AC electric field alignment. The permittivity also showed significant differences between aligned (AC or DC) and unaligned samples (Figure 3.13(b)). At higher frequencies (>1 kHz), samples aligned with AC fields were found to be very similar to samples that were crystallized without an external field. In contrast, samples aligned with DC fields showed a much lower permittivity. In the low frequency range (<1 kHz) a significantly higher permittivity is observed for the sample aligned with the AC electric field in comparison to the DC and to unaligned samples (i.e. no field). Aligned fibers increase the low frequency permittivity due to improved percolation and conductivity. In contrast, samples formed with DC fields had the lowest permittivity due to a broken percolation pathway.
3.4.6 Application of electric field alignment to other conjugated polymers

Finally, in order to test the versatility of this method to align other systems, we also explored the effect using several other conjugated polymers. The resulting optical images and molecular structures are shown in Figure 3.18. The presence of unsubstituted (i.e. no side-chain) and fused rings in the backbone did not prevent alignment. Both PQT-12 and PBTT could be successfully aligned by an AC electric field. In contrast, side chain length and structure were found to be important considerations for determining alignment. P3ATs with very long (i.e. P3DDT) or branched (i.e. P3EHT) side-chains did not result in good alignment. Yet, P3ATs with side-chains that were composed of ten or fewer linear aliphatic carbons were all successfully aligned with AC electric fields. Regio-random P3HT was also impossible to align in electric fields, presumably this is because it remained in solution and could not crystallize into nanofibers.
**Figure 3.18.** Molecular structure and the corresponding electric field alignment using 160 V/mm and 250 Hz of P3BT, P3OT, P3DT, P3DDT, PQT-12 and PBTNTT-C12 dissolved in 25 wt% dodecane balanced with 75 wt% 1,2-dichlorobenzene.
3.5 **Summaries**

It has been demonstrated that alternating electric fields can be used to effectively align poly(3-hexylthiophene) (P3HT) organogels over both micrometer and nanometer scales. This interesting phenomena is due to simultaneous dielectrophoresis (DEP) and electrophoresis in systems undergoing nanofiber crystallization. DEP, which dominated when AC fields were applied, would produce uniform and highly aligned fiber arrays. In contrast, when electrophoresis dominated in DC fields, this would produce non-uniformly aligned thick and branched fibers of very poor quality. An optimum frequency and amplitude under AC electric field alignment were found for alignment. Both mechanical and electrical properties were shown to be significantly enhanced in P3HT samples. XRD measurements further demonstrated that polymer fibers were crystalline and chains were aligned with the π-π stacking direction oriented along the fiber axis. Several conjugated polymers were successfully aligned by electric fields, but it was found that long and densely packed side chains could prevent some polymers from aligning.

Electric field alignment can be used to realize necessary performance improvements in organic electronic devices such as OFETs where aligned polymer fibers can effectively transport charges between source and drain electrodes. Moreover, aligned polymer arrays can also be transferred into elastomeric substrates and processed to generate flexible devices and sensors in future applications. Clearly, electric field alignment opens up new opportunities for engineering structures of conjugated polymer materials and it will be an important tool to further enhancing their unique properties.
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Chapter 4. Acoustic Wave directed assembly of conjugated polymers

4.1 INTRODUCTION AND MOTIVATION

Conjugated polymers (CPs) have been extensively pursued as candidate materials for use in organic photovoltaics (OPVs), organic light emitting diodes (OLEDs), and organic field-effect transistors (OFETs).\(^1\)\(^-\)\(^3\) In addition to their (opto)electronic properties, properties such as flexibility, bio-compatibility, and highly tunable molecular design make them promising materials for novel sensors and bioelectronic devices.\(^4\)\(^-\)\(^5\) Unfortunately, limited electrical conductivity is still a major hindrance for the effective application of CPs in many applications. Frequently, amorphous polymer structures lead to inefficient inter-chain charge hopping that limits charge transport. This is often corrected by initiating the formation of ordered polymer phases that are driven by stacking \(\pi\)-orbitals orthogonal to the polymer backbone. The resulting formation of large crystalline structures facilitates inter-chain charge propagation, which enables transport over much longer distances and improves charge-carrier mobility by several orders of magnitude.\(^6\) Recently, much work has also been dedicated to further increasing conductivity by engineering polymer structures with external forces, including capillary,\(^7\) shear,\(^8\) gravitational,\(^9\) and electrostatic forces.\(^10\) In this work, the use of acoustic fields at ultrasound frequencies (>20kHz) is investigated as an effective method to assemble polymer chains into fibers with long-range order.

In colloid and polymer science, ultrasound is most frequently used in a destructive way to mechanically break up aggregates, disperse particles, emulsify oils, and even to break up whole cells in a process known as sonofragmentation.\(^11\)\(^-\)\(^14\) However, and often counter-intuitively, in some cases ultrasound is also used to assemble molecules into highly ordered structures in a process known as sonocrystallization, where the wavelength of the acoustic wave (~cm) is several
orders larger than the size of the molecules. Successful demonstrations of sonocrystallization usually involve small molecules, such as adipic acid\textsuperscript{15}, sulfamerazine\textsuperscript{16} and glucose\textsuperscript{17}. In the above systems, ultrasound is typically applied to solutions with supersaturation to induce crystallization. Although the mechanism of crystallization under ultrasound is still ambiguous, it has been reported that ultrasound can effectively shorten the induction time (i.e. duration between achievement of supersaturation and appearance of detectable crystals). Recently, pioneering work provided evidence of the possibilities of inducing sonocrystallization on macromolecules including proteins\textsuperscript{18–20} and conjugated polymers\textsuperscript{21–23}. It was reported that poly(3-hexylthiophene) (P3HT) polymers chains can assemble into nanofibers that are micrometers long under ultrasound in chloroform or toluene\textsuperscript{21–23}. Early investigations of P3HT sonication in ‘good’ solvents (i.e. chlorobenzene and 1,2-dichlorobenzene) did not observe nanofibers formation, but they revealed that the solution’s specific viscosity decreased, which was hypothesized to correlate to a change in chain conformation.\textsuperscript{23} The higher the concentration (namely supersaturation), the more obvious the changes are. Furthermore, the formation of nanofibers was demonstrated to enhance the charge carrier’s mobility by up to one order of magnitude due to more efficient inter-chain transport.\textsuperscript{21} On the other hand, spontaneous nanofiber formation in conjugated polymers is also routinely achieved by tuning solvent quality or changing temperature in the absence of any external fields.\textsuperscript{24–27} Therefore, there are still important questions remaining on the specific effect of ultrasound on polymer chains and how this relates to spontaneous self-assembly that may occur due to variations in solubility in the absence of ultrasound.

We hypothesize that the role of ultrasound in sonocrystallization of conjugated polymers, from a thermodynamics point of view, follows the energy diagram shown in Figure 4.1. For ideal good solvents, the dissolved state is supposed to be a global energy minimum within the energy
landscape, which means once it is dissolved, it should stay in the thermodynamically favored
dissolution state without assembly. However, in reality polymer chains that appear to be fully
dissolved in ‘good’ solvents, are instead confined to a local energy minimum created by an energy
barrier. This prevents them from achieving crystallization, which is a more energetically favorable
state, in a reasonable time frame. As the solvent quality increases, the energy necessary to cross
this stabilizing barrier is larger. This is analogous to the kinetic stabilization of colloidal particles
that can remain suspended for long periods of time due to electrostatic repulsion. Although these
particles may appear to be in an energetically stable state, the global energy minima is in the
aggregated state, but a significant energy barrier prevents them from achieving this state in a
reasonable time frame.

In sonocrystallization, ultrasound provides enough energy to allow molecules and polymers to
overcome the stabilizing barrier resulting in the formation of crystalline nuclei that facilitate
further crystallization. Still, a persistent question is by what mechanism is ultrasound triggering
the crystallization process. We hypothesize that cavitation induces sonocrystallization by
modifying the conformation of polymer chains to facilitate the formation of crystal nuclei for
continued growth. In this process, the formation of cavitation events is strongly dependent on the
applied acoustic field frequency and pressure. In order to quantitatively relate the acoustic field to
the nucleation process, to shed light on the mechanism of conjugated polymer sonocrystallization,
it is essential to use well-characterized acoustic fields to probe the system.

To accurately describe an acoustic wave, its pressure and frequency are typically utilized. When
the pressure of the acoustic wave is lower than ambient pressure (i.e. in the so called negative
pressure phase), it exerts a tension on the surrounding liquid medium that could induce the
formation of a cavity if its magnitude is above a certain threshold. Cavitation is defined by
Neppiras as the creation of new surface or cavity within the liquid. Cavitation thresholds depend on several factors including the frequency of the acoustic wave, the pressure amplitude, the surface tension, temperature and boiling point. At higher frequencies, larger pressure amplitudes are required to induce cavitation. The formation of a cavity favors growth under acoustic waves because of rectified diffusion. During expansion (negative pressure), liquid molecules diffuse into vapor bubbles to form a larger gaseous phase. In contrast, vapors condense into the liquid in response to the compression force that is induced at the positive pressure stage of the wave. Importantly, the transport into and out of the cavity is not balanced because the bubble surface area during the expansion stage is much larger than that during compression. This results in the growth of the cavity or bubble under continued insonation. When a bubble grows to a critical size, it will eventually resonate with the acoustic wave and this will lead to an abrupt collapse producing localized extreme conditions (i.e. temperature up to 5000 K and pressure up to 1000 atm) and ejecting high-speed jets (100-400 m/s) that mechanically act on the surrounding fluid and container. Subsequently, rapid cooling (10⁷-10¹⁰ K/s) occurs and shock waves are generated. The extreme effects of thousands of these local cavitation events are largely responsible for the cleaning action and sample manipulation (e.g. emulsification) that makes ultrasound a valuable tool in the laboratory.
Figure 4.1. Schematic of energy diagram of the thermodynamic process from polymers in a fully dissolved state to the formation of crystalline structures under ultrasound.

In this work, we provide a detailed mechanistic and structural analysis of the processes involved in the formation of organized crystalline domains (i.e. nanofibers) during the ultrasound activation of conjugated polymers dissolved in what are considered to be ‘good’ solvents for these materials. We use carefully characterized acoustic waves and perform cavitation and structural analyses to properly inform the mechanisms of fiber formation.
4.2 EXPERIMENTAL

4.2.1 Materials

All chemicals were used as received. Poly(3-alkylthiophene) (P3AT), including regio-regular, regio-random poly(3-hexylthiophene) (P3HT), and Poly(3-dodecylthiophene) (P3DDT) were purchased from Rieke Metals (Lincoln, NE, USA). Poly(3,3’’’-didodecylquarterthiophene) (PQT-12) was purchased from Solaris Chem (Montreal, Quebec, Canada). Two lots of regio-regular P3HT with the same degree of polymerization, dispersity, and regioregularity were utilized: RMI-001E, lot# PTL14-85 and lot# BS 23-49 (Mw=69 k, $D=2.3$, and regioregularity=96%). Lot#14-85 was used to collect most of the data with the exception of samples analyzed with in-situ neutron scattering during ultrasound. The molecular weights and lot numbers of other conjugated polymers are summarized in Table 4.1. Hydrogenated solvents: chloroform (99.9%) and chlorobenzene were purchased from Fisher Scientific (Waltham, MA, USA). 1,2-dichlorobenzene (99%) were purchased from Sigma-Aldrich (St. Louis, MO, USA). Deuterated solvents: d-chloroform (D, 99.8%), d5-chlorobenzene (D, 99%), d4-1,2-dichlorobenzene (D, 99%), and d5-bromobenzene (D, 99%) were purchased from Cambridge Isotope Laboratories (Cambridge, MA, USA).

<table>
<thead>
<tr>
<th>Polymers</th>
<th>Lot #</th>
<th>$M_n$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regiorandom P3HT</td>
<td>BS20-92</td>
<td>26k</td>
<td>2.4</td>
</tr>
<tr>
<td>P3DDT</td>
<td>BS21-87</td>
<td>22k</td>
<td>1.8</td>
</tr>
<tr>
<td>PQT-12</td>
<td>DL158</td>
<td>24k</td>
<td>1.7</td>
</tr>
</tbody>
</table>
4.2.2 Transmission Electron Microscopy

An FEI (Tecnai G2 F20, FEI company, Hillsboro, OR, USA) transmission electron microscope (TEM) was used in scanning mode to take images of conjugated polymer samples. Before analysis, solutions were diluted by 20 times (chloroform) or 40 times (dichlorobenzene) in the same solvent as that was used for sample preparation. The polymer samples were drop-cast onto a pure carbon grid (200 mesh Cu, Ted Pella Inc., Redding, CA, USA) placed on top of a filter paper and dried for at least a day in air.

4.2.3 UV-vis spectroscopy

A Thermo (Evolution 300, Thermo Fisher Scientific Inc., Waltham, MA, USA) UV-Vis spectrometer was utilized to measure the absorbance spectra of polymer solutions between wavelength of 350 and 700 nm. A glass cuvette with a pathlength of 1 cm was used. After treatment with ultrasound, samples were diluted by ~ 500 times to measure time-dependent absorbance after aging over several days. The spectrum of reference samples that were not exposed to ultrasound were also recorded over the same aging time for comparison. All the spectra were normalized by concentration. The concentration was determined by using the absorption peak of the same polymer solution sample after re-heating and fully re-dissolving it.

4.2.4 Small angle neutron scattering (SANS)

Small angle neutron scattering (SANS) experiment were conducted at NIST center for Neutron Research (NCNR) on NGB 30. Three standard detector positions were used to cover a q-range of $0.003 \text{ Å}^{-1} < q < 0.45 \text{ Å}^{-1}$. Part of the scattering data was also collected in the GP-SANS instrument
at Oak Ridge national laboratories with a configuration achieving a similar q-range. Standard sample cells with quartz windows and a 1 mm pathlength were used for samples that were insonated outside of the neutron beam in Branson (3510, 40 kHz, 160W, Danbury, CT, USA) sonication bath. The SANS data was reduced by using standard Igor reduction protocols, and SASView software was used to fit to appropriate models.

4.2.5 Ultra-small Angle X-ray Scattering (USAXS)

Ultra-small angle x-ray scattering (USAXS) experiments were conducted at sector 9-ID-C beamline in Advanced Photon Source (APS) of Argonne National Laboratory. Standard configuration was used to cover the range of $0.0001 \, \text{Å}^{-1} < q < 0.3 \, \text{Å}^{-1}$. The energy of x-ray beam was 21 keV ($\lambda=0.5904 \, \text{Å}$). In-situ acoustic sample environment that allows in-situ scattering experiment under ultrasound is mounted along the beam path. The detailed description of the customized sample environment is described in the ultrasound insonation section below. The raw USAXS data was collected with Bonse-Hart camera and the Irena macro based on Igor Pro package was used to reduce the USAXS data.

4.2.6 Ultrasound Insonation

Polymers were fully dissolved in good solvents at elevated temperatures (~ 60 °C for chloroform samples and above 80 °C for those in 1,2-dichlorobenzene) until a homogeneous orange solution was formed. The solutions were then allowed to cool down to room temperature before use. These solutions were then used in sequential characterization with either ex-situ or in-situ application of ultrasound.
For ex-situ experiment using a sonication bath, fully dissolved samples were then divided to explore different ultrasound conditions. This reduces any error that may be introduced by variations in concentration during preparations of different batches. Moreover, it ensures that aging conditions (i.e. time and temperature) for ultrasound treated and reference samples (i.e. without sonication) are the same. Data for samples in a sonication bath was collected with a Branson 5000 (40 kHz, 160W, Danbury, CT, USA) sonication bath.

For in-situ experiments, the polymer solutions were injected into a customized sample environment that allows simultaneous application of High Intensity Focused Ultrasound (HIFU). The acoustic sample environment consisted of a central sample holder, two coaxially aligned transmitting focused transducers, and one broadband receiving transducer (Figure 4.2). Windows were formed from 100 µm thick Kapton films for both acoustic and neutron beam transmission. Two 1.24 MHz spherically focused transducers (H-102, 68 mm diameter, 63 mm focal length, f-number 0.95, Sonic-Concepts Inc., Bothell, WA, USA) coaxially aligned to the left and right of the sample environment were used to sonicate the sample under highly controlled fields in the absence of large reflections. The transducers, which were held in a degassed water chamber that was used as a coupling medium, were able to transmit up to 7.2 MPa of peak negative acoustic pressure. The transducer chambers were designed with angled walls to minimize shadowing of the scattered neutron beam while also accommodating the focusing beam geometry of the transducers. The transducer chamber dimensions ensured that the acoustic beam focus was within the sample holder. The bottom of the sample holder held a custom wide-band polyvinylidene difluoride (PVDF) transducer (28 µm thick) with a nearly constant bandwidth sensitivity at frequencies up to 40 MHz. Medical ultrasound gel was used to facilitate acoustic contact between all transducers and the sample environment.
During SANS, the scattering volume was defined by cadmium slits to form a 1 mm by 8 mm rectangle that matched the focal volume of the HIFU transducers. For USAXS, slits were not necessary because the beam size (<1 mm) was smaller than the ultrasound focal volume. The ultrasound focal volume was approximately 1.6 mm in the radial direction and 13.2 mm in the axial direction. The beam profiles of the ultrasound transducers were obtained using a needle hydrophone (HNC-1000, Onda Corp., Sunnvale, CA, USA) while the pressure output was calibrated using a fiber optic hydrophone (FOPH 2000, RPI Acoustics, Germany).

A laptop was used to control and acquire acoustic data from the acoustic sample environment using MATLAB (Mathworks Inc., Watham, MA, USA). The transducers were driven using short N-cycle sine-wave bursts generated from a two-channel arbitrary waveform generator (4154, BK Precision) amplified by 55 dB through a power RF amplifier (A150, ENI). The transducers were
activated in an alternating configuration using a custom relay circuit, to avoid sonophoresis from a single transducer (i.e. sample depletion from acoustic radiation force) or sample enrichment at acoustic standing wave antinodes (i.e. during simultaneous transducer activation). The acoustic pressure amplitude, pulse duration, pulse repetition frequency, and transducer switching frequency could be controlled using the laptop through the arbitrary function generator. In general, the acoustic sample environment was driven using peak negative pressure amplitudes ranging from 0 to 7.2 MPa, a pulse duration of 40 cycles (32.3 µs pulse length), pulse repetition frequency of 6.2 KHz, and switching between each transducer at a rate of 1 Hz. The scattered acoustic data received from the PVDF transducer, which was used for cavitation detection, was preconditioned using a preamplifier (Precision Acoustics, Dorchester, UK). The cavitation signal was a differential ultrasound signal obtained by comparing the received signal to a background measurement. A 40 µs window starting from 43 µs after the transducer was fired, which was the one-way time of flight from transducer face to its focal point, was used for cavitation analysis. When the acoustic signal captured by the PVDF transducer was above a threshold value (in this study it is 9 times above the background noise), this was categorized as a cavitation event. The cavitation probability was then simply calculated from the total number of cavitation events that were generated from a given number of incident ultrasound pulses. This value is dependent on the solvent (lower boiling point solvents cavitate more readily) and also on the properties of the acoustic pulse (e.g. pressure, frequency). Information on which transducer was fired along with the acoustic waveforms were stored on the laptop for cavitation analysis through an oscilloscope (2190D, BK Precision). All acoustic data was time-stamped for possible co-registration with changes observed in scattering profiles.
Since ultrasound introduces energy into the system, the temperature of samples could also change depending on the ultrasound conditions and history. To control this, all experiments were conducted at room temperature and the duty cycle (on/off ratio) of the incident ultrasound was controlled to allow for heat dissipation to keep the temperature nearly constant. For samples sonicated in a water bath, the change in temperature is negligible due to the high heat capacity of water and the large volume of the bath. Increases in temperature of up to ~20 °C were observed towards the end of long experiments performed with the in-situ sample environment, which does not currently have active cooling capabilities, but these effects were minimized by controlling the duty cycle. Work is currently in progress to implement active cooling and temperature control schemes into the sample environment for future experiments.

4.3 RESULTS

Scanning transmission electron microscopy (sTEM) was used to directly visualize the structural change induced by acoustic wave after 1 day of aging time in Figure 4.3. Regio-regular poly (3-hexylthiophene) (RR-P3HT) was fully dissolved in commonly used good solvents: chloroform (CF) (Figure 4.3(a) and (b)), and 1,2-dichlorobenzene (DCB) (Figure 4.3(c) and (d)). Acoustic insonation was then applied by placing the polymer solution vials in a commercial sonication bath for 10 min for the sample in CF (Figure 4.3(a)) and 30 min for that in DCB (Figure 4.3(c)). Fibers are formed in both solutions after sonication. It is interesting to note that the sample prepared in CF (Figure 4.3(a)) showed relatively short fibril lengths (<1 µm), whereas DCB produces fibers that are tens of micrometers long (Figure 4.3(c)). The inset images are taken with higher
magnification and the width of the nanofibers cross-sections are ~30 nm. In contrast, the sample without sonication does not show fiber formation (Figure 3(b)) in CF. In DCB, very different fibril structures with low contrast are observed for samples without ultrasound irradiation (Figure 3(d)), which also appears faintly in the background of the sonicated samples (Figure 3(c)). This effect could originate from the slow drying process of DCB that is used for sample preparation. In contrast, samples without sonication do not show fiber formation (Figure 4.3(b) and (d)) in either solution. sTEM provides representative information on the nanofiber’s shape. However, due to the limit in sTEM sample preparation procedure, it cannot determine the overall fraction of fibers formed in the polymer solution. Also, it could be possible that drying, which is required for sTEM, could also induce supersaturation and crystallization. Therefore, in-situ techniques that can directly characterize the fiber formation processes in solution would be highly complementary to sTEM.
Figure 4.3. sTEM images of RR-P3HT samples with acoustic waves applied in the following conditions: 4 mg/ml in CF (a) sonicated for 10 min and (b) without sonication. 10 mg/ml in DCB (c) sonicated for 30 min and (d) without sonication. The inset figures are the same sample with higher magnification.

UV-vis spectroscopy was used to quantify the amount of RR-P3HT aggregates in solutions based on distinct absorption peaks of crystalline structures due to various vibrational states. Visually, solutions of fully dissolved polymers show a transparent orange color. In contrast, the formation of even small numbers of aggregates results in a very dark solution. Figure 4.4 shows an example of ultrasound induced color change of RR-P3HT solutions. Spectra are recorded in Figure 4.5 as a function of aging time after sonication of polymer solutions in both CF and DCB. In Figure 4.5(a),
two new peaks at 566 and 618 nm start to emerge right after sonication in chloroform, which indicates formation of aggregates. The intensity of the two absorption peaks keeps increasing and they stay relatively constant after 6 hrs of aging. In contrast, the reference sample without acoustic treatment does not show aggregate formation even after 97 hrs of aging (Figure 4.5(b)). By switching solvent to DCB (Figure 4.5(c)), 10 min insonation does not result in any instantly observable change to the spectrum. Longer sonication time (30 min) induces a small peak at 607 nm for the initial spectrum after sonication (Figure 4.5(e)). Compared to CF, more absorption peaks emerge and more dramatic shifts in absorption peak positions are observed in DCB. Three distinct peaks at 512, 552, and 600 nm develop during this process. The major absorption peak also shows a red shift from 465 nm in the original spectra to 479 nm after 97 hrs of aging. Similar to samples in CF, RR-P3HT in DCB without ultrasound treatment does not exhibit any optical change due to aging (Figure 4.5(d)). Amorphous and aggregated peak absorption areas are used to convert the absorption spectrum to polymer aggregates fractions by considering the differences in extinction coefficient of fully dissolved polymers in those two forms.\textsuperscript{41,42} The spectra after subtraction of the dissolved polymer fraction are shown in Figure 4.6, where the peaks of lowest energy 0-0 transition ($A_{0\text{-}0}$) and 0-1 first vibronic absorption transition ($A_{0\text{-}1}$) are labeled. The relative strength of $A_{0\text{-}0}$ and $A_{0\text{-}1}$ can be used to determine the type of aggregates.\textsuperscript{41,43} It is interesting to note that polymers form J-like aggregates ($A_{0\text{-}0}/A_{0\text{-}1}>1$) in CF, whereas H-like aggregates ($A_{0\text{-}0}/A_{0\text{-}1}<1$) are produced in DCB. This implies that intrachain coupling is stronger in CF and interchain coupling signal dominates in DCB. The aggregate fraction is plotted as a function of aging time in Figure 4.5(f). It is clear that the polymer fraction that forms aggregates quickly reaches steady-state at 9% in CF. In contrast, no sign of the stabilization of aggregate concentrations is observed for DCB even after 97 hrs in solution. The fraction of polymer chains
in aggregates can be as high as ~ 17% with 30 min sonication time after 97 hrs of aging in DCB. Longer sonication time results in sharper increases of the polymer fiber fraction.

**Figure 4.4.** Photograph of 4 mg/ml P3HT solutions in chloroform with 10 min and without application of acoustic wave in sonication bath.
Figure 4.5. Evolution of UV-vis spectra of P3HT aging time with and without 10 min sonication in (a), (b) chloroform and in (c), (d) 1,2- dichlorobenzene, respectively. (e) shows the spectra of a sample under 30 min sonication time in 1,2-dichlorobenzene with various aging times. The corresponding aggregate fraction in different solvents under various sonication conditions is plotted in (f) as a function of aging time.
Figure 4.6. Measured absorption spectra of polymer solution aged 97 hrs after ultrasound application, completely dissolved P3HT solution, and subtracted absorption spectra of pure aggregates in (a) chloroform and (b) dichlorobenzene.

In addition to UV-vis measurements, small angle neutron scattering (SANS) was carried out to quantitatively analyze fiber formation in solution. Moreover, this is a sensitive technique that probes the system over multi-length scales and can provide information on the cross-sectional dimensions of these polymer fibers. It is important to note that fiber fractions from SANS resolves RR-P3HT portions in fibril form, whereas UV-vis probes total aggregate fraction that may or may not incorporate into fibers. Figure 4.7 shows the SANS profiles of RR-P3HT solution with various sonication times in both CF and DCB after approximately 1 day of aging. After ex-situ acoustic field irradiation, an increase in intensity at low-q range is observed in both solvents after sonication. In contrast, reference samples without ultrasonic treatment do not show fiber formation. The lack
of assembly is also observed in the sTEM images shown in Figure 3. Also, the longer the insonation time, the more significant the enhancement of the SANS intensity (Figure 5(b)). A combined model, equation (4.1), is utilized to fit the scattering profiles to extrapolate the fiber fractions and cross-sectional dimensions. This model was successfully demonstrated by our group for nanofiber system containing dissolved polymers.\textsuperscript{26,27,44–46} Excluded volume effects (\(P_{\text{ExV}}(q)\)) are considered when describing the dissolved polymers.\textsuperscript{47,48} Meanwhile, the nanofibers are modeled by a long parallelepiped form factor with a rectangular cross-section (\(P_{PP}(q)\)).\textsuperscript{49,50} The first half of equation (4.1) describes the polymer nanofibers and the second half of the model represents dissolved polymers.

\[ I(q) = \phi_v \varphi_f (\Delta \rho_{PP})^2 P_{PP}(q) + \phi_v (1 - \varphi_f) (\Delta \rho_{\text{ExV}})^2 P_{\text{ExV}}(q) \quad (4.1) \]

Where \(\phi_v\) is the volume fraction of P3HT in solution, \(\varphi_f\) is the polymer fraction in fiber form, \(\Delta \rho_{PP}\) is the SLD difference between solvent and nanofibers, and \(\Delta \rho_{\text{ExV}}\) is the SLD difference between solvent and fully dissolved P3HT chains. The form factors of the parallelepiped (\(P_{PP}(q)\)) and polymer excluded volume model (\(P_{\text{ExV}}(q)\)) are given by equation (4.1) and equation (4.2) \(~(4.5)\), respectively. In this model, only three parameters were allowed to change. These were fiber height (a), width (b), as well as polymer fractions in fiber form (\(\varphi_f\)). Other parameters were known or determined from fits at sonication time=0 (e.g. radius of the dissolved polymer) and kept fixed in fits at other sonication times.

\[ P_{PP}(q) = \frac{2}{\pi} \int_0^{2\pi} \int_0^{2\pi} \left[ \left( \frac{\sin(qA \sin \alpha \cos \beta)}{qA \sin \alpha \cos \beta} \right) \left( \frac{\sin(qB \sin \alpha \cos \beta)}{qB \sin \alpha \cos \beta} \right) \left( \frac{\sin(qC \cos \alpha)}{qC \cos \alpha} \right) \right]^2 \sin \alpha \, d\alpha \, d\beta \quad (4.2) \]

\[ P_{\text{ExV}}(q) = \frac{1}{\nu U^2} \gamma \left( \frac{1}{2}, U \right) - \frac{1}{\nu U^2} \gamma \left( \frac{1}{\nu}, U \right) \quad (4.3) \]
\[ \gamma(x, U) = \int_0^U dt \exp(-t) t^{x-1} \]  
(4.4)

\[ U = \frac{q^2R_0^2(2v+1)(2v+2)}{6} \]  
(4.5)

A schematic representation of the cross-sectional height \(a\), width \(b\), and fiber length \(c\) is illustrated in the inset schematic drawing of Figure 4.7(b). Both \(a\) and \(b\) are left as fitting variables while \(c\) is fixed at 1 µm, since it is outside of the q-range SANS is probing and cannot be determined accurately. However, this length can be justified by the fiber lengths observed from sTEM images (Figure 4.3). The fiber fraction for P3HT in chloroform after sonication is 2.79%, which is less than the fiber fractions obtained from UV-vis measurement (~ 9%). The difference could be due to the fact that UV-vis is probing the total number of aggregates but some of them may not be in fiber forms. For samples in DCB, the fiber percentages associated with each insonation periods are labeled in Figure 4.7(b). Longer exposure time to ultrasound leads to higher amounts of fiber formed. The fiber fractions after 10 min and 30 min ultrasound application time are 0.75% and 3.85%, respectively. The cross-sectional dimensions, ‘a’ and ‘b’, of the nanofibers formed in those two solvents, as extracted from SANS fits, are also listed in Table 4.2. The nanofiber formed in CF has a similar size to that in DCB, but may be a little thinner. The dimensions in both solutions are consistent with what is observed from sTEM images in Figure 4.3. They are also similar in size to P3HT fibers formed using poor solvent induced self-assembly.
Figure 4.7. Small angle neutron scattering profiles of (a) 4 mg/ml P3HT in Chloroform with 0 and 10 min sonication durations (b) 10 mg/ml RR-P3HT in 1,2-dichlorobenzene after sonicating for 0, 2, 10, and 30 min. The markers represent the experimental data and lines are the fittings based on combined model of parallelepiped and dissolved polymer model with excluded volume effect.

Table 4.2. The fixed parameters used in combined model. The dimensions of the parallelepiped model and polymer excluded volume model for chloroform, chlorobenzene, and 1,2-dichlorobenzene.

<table>
<thead>
<tr>
<th>Parallelepiped</th>
<th>Dissolved Polymer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solvents</td>
<td>a (nm)</td>
</tr>
<tr>
<td>CF</td>
<td>1.4</td>
</tr>
<tr>
<td>DCB</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Acoustic fields can also affect the assembly of other conjugated polymers with different molecular structures. Side chain engineering is an important strategy in conjugated polymers to tune their
solubility in solutions and molecular packing in films, which plays a critical role in affecting charge transport. It is also found that the final assembly structure is strongly dependent on side-chain arrangements. To gain insights into this, three polymers with variable regio-regularity, side chain length, and alkyl chain to thiophene ratio are chosen: regio-random P3HT (RRa-P3HT), P3DDT, and PQT-12. The molecular structures are depicted in the inset images in Figure 4.8. All the three polymers were dissolved in DCB at the same concentration (10 mg/ml). The samples are either not treated or exposed to 10 min ultrasound irradiation in the sonication bath.

The steep slope of the SANS profile in the low-q region of RRa P3HT in Figure 4.8(a) indicates the formation of large aggregates after the dissolution of the polymer. sTEM images in Figure 4.9 also clearly show spherical clusters with sizes of several hundred nanometers are formed. A combined model of spheres, 51 describing the aggregates, and dissolved polymer was used to quantify the polymer fractions in aggregated form (equation( 4.6 )). The form factor of sphere model is in equation ( 4.7 ) and dissolved polymer model with excluded volume effect is shown in equation ( 4.3 )~ equation ( 4.5 ).

\[
I(q) = \phi_v \phi_f (\Delta \rho_{Sph})^2 P_{Sph}(q) + \phi_v (1 - \phi_f)(\Delta \rho_{PEXV})^2 P_{PEXV}(q) \quad (4.6)
\]

\[
P_{Sph}(q) = V \times \left[ \frac{3(\sin(qr)-qr \cos(qr))}{(qr)^3} \right]^2 \quad (4.7)
\]

Where \( \Delta \rho_{Sph} \) is the scattering length density difference between polymer and solution and \( P_{Sph} \) is the form factor of the sphere model, which is defined in ( 4.7 ). \( V \) is the volume of a single polymer chain and \( r \) is the radius of the sphere. All the rest of the parameters are the same as those defined in Equation (4.1 ). In this model, only the sphere radius and polymer fraction in sphere form are used as variables.
The model fitting was performed by varying the radius of the sphere and the fraction of the polymers that form the spherical structures, while fixing the total concentration of polymers. The results are tabulated in Table 4.3. Based on the fits, sonication can break these clusters down to smaller sizes from 441 nm to 57 nm while, at the same time, a little over six times more polymer chains are assembled into these aggregated clusters of RRa polymer. It is worth mentioning that a small fraction of the RRa P3HT polymers form aggregates in solution even before sonication. Considering that the fit has an estimated uncertainty of ± 0.01%, this value is still much smaller than the aggregated polymer fraction that results after ultrasound.

In comparison, by increasing the side chain length from 6 carbons to 12 carbons (P3DDT), the scattering profile remains unchanged after sonication (Figure 4.8(b)). This suggests that P3DDT may be closer to a thermodynamically stable solution in these solvents due to a higher solubility imposed by the longer chains. A simple model of dissolved polymer with excluded volume is used to fit this data. The radius of gyration (Rg) is found to be 5.8 nm with Porod exponent being 1.8.

In contrast, SANS profiles of PQT-12, which has the same side chain length as P3DDT but half the number of side chains per chain length, shows significant ultrasound effects (Figure 4.8(c)). Interestingly, sonication changes the scattering profile by increasing intensity at low-q. sTEM images were also utilized to visualize the final structure formed by PQT-12 (Figure 4.10). Without sonication, PQT-12 itself has a strong tendency to self-assemble into complex structures. They can form short fibers that are >100 nm long, or spherulites that can be up to several micro-meters in diameter. After sonication, longer fibers are observed and the large spherulitic particles become more branched on the perimeter. To quantify the fraction and cross-sectional sizes of the fibril
structure, the parallelepiped model combined with the dissolved polymer model was used once again. Since the spherulites are large in size, the SANS results in this q-range characterizes both the free-standing fibers and also the fibril shapes grouped radially within the spherulites. The fiber cross-sectional dimensions are similar in size, but the polymer fraction in fiber form is enhanced by about one order of magnitude from 0.03% to 0.3% after sonication. The fitting results are summarized in Table 4.4.

**Figure 4.8.** SANS profiles for 10 mg/ml (a) RRa P3HT, (b) P3DDT and (c) PQT-12 in 1,2-dichlorobenzene without and with 10 min sonication. The inset schematics show the molecular structure of each polymer. The models used for fitting the experimental data are the sphere model combined with dissolved polymer with excluded volume for RRa P3HT and also a combined model of parallelepipeds with dissolved polymer with excluded volume for PQT-12. The scattering profile of P3DDT is fit with just the dissolved polymer model with excluded volume.
**Figure 4.9.** sTEM images of regio-random P3HT solution in 1,2-dichlorobenzene (a) without and (b) with 10 min sonication.

Table 4.3. The radius and fraction of spheres extrapolated from the scattering profile of regio-random P3HT by fitting into a combined model.

<table>
<thead>
<tr>
<th></th>
<th>r (nm)</th>
<th>$\varphi_f$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Sonication</td>
<td>440.7</td>
<td>0.02</td>
</tr>
<tr>
<td>10 min Sonication</td>
<td>57.4</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 4.4. The cross-sectional sizes and polymer fractions in fiber form extrapolated from the scattering profile for 10 mg/ml PQT-12 in dichlorobenzene with and without sonication.

<table>
<thead>
<tr>
<th>Parallelepiped</th>
<th>a (nm)</th>
<th>b (nm)</th>
<th>Polymer fraction in fiber form (%)</th>
<th>Dissolved Polymer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Porod Exponent</td>
</tr>
<tr>
<td>No Sonication</td>
<td>44.7</td>
<td>44.7</td>
<td>0.03</td>
<td>1.55</td>
</tr>
<tr>
<td>10 min Sonication</td>
<td>14.8</td>
<td>49.3</td>
<td>0.3</td>
<td></td>
</tr>
</tbody>
</table>
Well-characterized focused acoustic field experiments were also used to quantitatively draw mechanistic information. Typically, acoustic wave fields in laboratory sonication baths are chaotic and complex. This means that acoustic pressure distributions vary from place to place and may also change as a function of time. Moreover, sonication baths only operate at low frequencies (20-40 kHz) where cavitation is always present and also have poor power level control to sweep over acoustic pressures. In order to better control the incident acoustic field that is applied to the polymer solution, spherically focused transducers were utilized to systematically vary the applied
acoustic pressures at the focal point and to reduce the influence of acoustic reflections. Samples in this setup were also characterized during ultrasound application to more effectively correlate the process of fiber formation to the acoustic field. Since polymer solutions in chloroform show instantaneous color change right after ultrasound application (Figure 4.5), UV-vis measurement was also used to calculate the aggregate fraction. The normalized UV-vis spectra are plotted in Figure 4.11. The cavitation probability, which is defined as the probability of detecting a cavitation event from each acoustic pulse, for pure chloroform is shown in Figure 4.12 as a function of peak negative pressure. The threshold pressure for cavitation is at ~ 4 MPa, above which the cavitation dominates. Below this pressure, the sample is still exposed to the acoustic field and its effects, but not to the violent temperature and flow fluctuations that are induced by bubble cavitation.

**Figure 4.11.** Normalized UV-vis spectra of P3HT solutions in chloroform after acoustic wave applied with varied peak negative pressures with pulse on for 5 min.
Results (Figure 4.12) show that the cavitation pressure is closely related to the onset for fiber formation, below which the polymers stay fully dissolved. When the system is exposed to a pressure above threshold, the longer the irradiation time, the higher the amount of fibers formed. Figure 4.13 shows a series of UV-vis spectra collected under 7.2 MPa over different ultrasound durations. This shows that ~100 s of insonation is enough to induce fiber formation. On the other hand, 1500 s of sonication more than doubled the amount of fibers compared to that obtained with just 100 s. In contrast, if the peak negative pressure is below the threshold, 3 MPa for example, even four times longer ultrasound application time (6000 s) is not enough to result in any observable optical change (Figure 4.14).

**Figure 4.12.** Cavitation probability curve of pure chloroform and aggregate percentage of 4 mg/ml P3HT in chloroform calculated from UV-vis measurements right after ultrasound application as a function of peak negative pressure.
Figure 4.13. (a) Normalized UV-vis spectra of P3HT solutions in chloroform after acoustic wave applied with varied amount of time at 7.2 MPa peak negative pressure. (b) Fiber fraction calculated from UV-vis measurement as a function of sonication time.

Figure 4.14. Normalized UV-vis spectra of P3HT solutions in chloroform with and without 3 MPa pressure for 6000 s. The duty cycle of the acoustic wave is 20%. 
Compared to solutions in chloroform, the optical change right after ultrasound application in DCB is not as obvious (Figure 4.5). In order to probe the instantaneous structural change under ultrasound, a new sample environment was built to allow for in-situ characterization using scattering techniques (i.e. SANS, SAXS, USAXS). Figure 4.2 shows a schematic view of the setup. The sample holder is sandwiched between two identical transducers that operate alternatively to prevent accumulation of materials on either side of the container via sonophoresis. Thin Kapton films are used as front and back windows of the sample cell to provide transparent pathways for the x-ray or neutron beam. Figure 4.15(a) shows scattering profiles obtained from a combination of USAXS and SANS of RR-P3HT in DCB during sonication. Similar to ex-situ SANS results for samples exposed to ultrasound in a sonication bath (Figure 4.7), an increase in intensity is observed at the low-q range (< 0.01 Å⁻¹) of the data after exposure to acoustic waves at 7.2 MPa, demonstrating the formation of fiber structures. USAXS allows probing of a much lower q-range (0.0001 Å⁻¹ < q < 0.001 Å⁻¹) and it was used to track simultaneous structural changes for polymer solutions under ultrasound as a function of insonation time. Figure 4.15(a) shows a substantial increase of USAXS (i.e. low q) intensity after just 5 min of ultrasound application. The extension in sonication time lead to increased scattering intensities and decreased slopes. A power law model (equation (3.1)) is used to fit the USAXS data from 0.00014 to 0.0006 Å⁻¹, where both the scale factor (B) and power-law exponents (A) are left as variables for fitting.

\[ I(q) = B \cdot q^{-A} \] (4.8)
Figure 4.15(b) shows the fit results corresponding to both of the parameters in equation (3.1) as a function of sonication time. The power-law exponent starts at ~3.3 and steadily decreased to ~2.3 at 17 min. It then plateaus with increased sonication time. The scale factor (B) is proportional to the fiber volume and the total amount of polymer that is forming assembled structures. This parameter increases and reaches steady state at the same time as the power-law exponents plateau. By fitting the SANS data at low-q range (0.003 to 0.01 Å⁻¹), a similar power-law exponent (2.39) and scale factor (6.96×10⁻⁶) as in the USAXS data are obtained showing consistency in the results. All fit results are plotted with the corresponding scattering profile in Figure 8.16.

Consistent with what is observed in P3HT samples in DCB that are insonated with sonication baths, no optical shift was observed when aging for a short time (10 hrs) (Figure 4.16(a)), in spite of the obvious changes in the scattering profiles. After an extended time aging (108 days), crystallization is observed for polymer solutions with and without ultrasound treatment based on new absorption peak formation of UV-vis spectra (Figure 4.16(b)). sTEM images also confirm that nanofibers are formed in both samples that were aged for 108 days. However, without ultrasound treatment the fibers are thick and short (typically under 500 nm) while nanofibers formed on sonicated samples are several micro-meters long.
Figure 4.15. (a) In-situ characterization of assembled structures in DCB under ultrasound using USAXS and SANS for different q-ranges. The legend indicates the integrated sonication time corresponding to each scattering profile. (b) The power-law exponents and scale factors extrapolated by power law fitting as a function of ultrasound application time.
Figure 4.16. UV-vis measurement of 10 mg/ml P3HT in DCB (a) aged for 10 hrs and (b) aged for 180 days with and without ultrasound application in in-situ cell. sTEM image of (c) sample solution without ultrasound treatment and (d) 2hrs application of 7.2 MPa ultrasound after aging for 108 days.

A question still remains as to whether ultrasound can provide enough energy to induce crystallization for samples dissolved in even better solvents. To do this we used bromobenzene, which is a much better solvent for P3HT. Bromobenzene has more than five times higher solubility
than DCB and to the best of our knowledge is currently the best known solvent for P3HT. In addition, deuterated bromobenzene also provides good neutron scattering contrast for P3HT. The polymer concentration and insonation time are kept the same as samples in DCB. Figure 4.17 (a) shows SANS profiles of RR-P3HT in bromobenzene before and after ultrasound of 7.2 MPa treated for 2 hrs. Ultrasound induced an increase in scattering profile in low-q range, indicating the formation of large structures. In contrast, a lower peak negative pressure of 4 MPa, Figure 4.17 (b), does not show any detectable change by SANS.

![SANS profiles](image)

**Figure 4.17.** (a) SANS profiles of 10 mg/ml RR-P3HT in bromobenzene before and right after application of 7.2 MPa ultrasound for 2 hrs. (b) The same concentration of polymer solution before and right after application of 4 MPa ultrasound for 2 hrs.

### 4.4 Discussion

Figure 4.18 summarizes the proposed mechanism of nanofiber formation resulting from cavitation events based on homogeneous nucleation. Polymers are in a coil conformation after they are fully dissolved at higher temperatures. When the applied acoustic wave exceeds the cavitation
threshold pressure for the solvent, bubbles form. Due to rectified diffusion into and out of the bubbles, ultrasound oscillation favors bubble growth until the bubbles grow large enough to resonate with the field and collapse under the positive pressure phase of acoustic waves. The large pressures generated during the bubble collapse process alters the polymer chains to induce a more planar configuration that is more favorable for π-π stacking. This is evidenced by the UV-vis data in Figure 4.5 (a) that improved intrachain coupling is observed right after sonication in CF. It is possible that strong shear fields, which are produced by ultrasound induced cavitation, are able to stretch the chains allowing them to form extended conformations. If two extended polymers get close to each other, they could form larger structures that serve as nucleation sites for further crystallization into nanofibers. Another possibility is that the formation of a new bubble-liquid interface may also trigger the assembly of conjugated polymer nanofibers. When cavitation is generated, polymer chains can accumulate at the interface by adsorption. Since bubbles undergo a large volume expansion, they sweep through a large region of the solvent. This increases the opportunity for polymer chains to assemble when the bubble collapses and they are brought close to each other. Unfortunately, our current data is insufficient to unequivocally determine the dominating effect.
Figure 4.18. Possible mechanism of nucleation sites formation based on bubble collapse under acoustic field. Nucleation sites serve as seeds for long fiber formation.

To provide evidence of nuclei formation under ultrasound at early stages, in-situ scattering characterization experiments were performed. USAXS data in Figure 4.15 (a) shows that nucleation sites are formed after very short time of sonication (within 5 min). The high power-law exponents at the beginning of the sonication process in Figure 4.15 (b) indicates that the initial structures are highly branched. Those fractal dimensions are typical values that are also observed in P3HT colloidal and gel system.\textsuperscript{10,44} The decrease of the power-law exponents can be attributed to the favored growth of fibril structure due to one-dimensional sonocrystallization (Figure 4.18) or the breakup of the large aggregates into small anisotropic fibrils. At the same time, the scale factor of the power law model increased with longer time of sonication. The scale factor is proportional to the volume fraction of fibers in solution and the increase can be explained by the
integrated energy that is placed into the system by continued ultrasound insonation. An equilibrium is eventually established at around 17 min of sonication, which could be a steady-state process involving the growth of new fibers induced by ultrasound, the mechanical fracture of larger fibers and the re-dissolution of fibers through dissipated heat. In a much better solvent, such as in bromobenzene (Figure 4.17), the initial nucleation is also observed with ultrasound but it is not as obvious as in 1,2-dichlorobenzene. This could be due to a larger energy barrier for inducing sonocrystallization. Since bromobenzene is a better solvent, it should be easier to re-dissolve the nucleation sites and limit the equilibrium concentration of nucleation sites. During the scattering experiment, the energy input from ultrasound could also potentially raise the sample temperature and affect the crystallization. However, an increase in temperature would act in reverse to the process of assembly since it would further increase the solubility of the polymer in the solvent. Therefore, it is conclusive that the nucleation of fibers that is observed in scattering experiments originates from ultrasound induced cavitation.

In all the ‘good’ solvents that were investigated in this work, nucleation and growth of fibers still resulted from application of ultrasound. It is important to note that this suggests that none of the samples were ‘good’ solvents in a thermodynamic sense (i.e. where the solvated state is a minimum free energy configuration). Indeed, the crystalline nanofiber state represented a minimum energy configuration and the polymer samples were only kinetically stabilized (Figure 4.1). This argument is further supported by the formation of nanofibers from fully dissolved RR-P3HT in DCB after aging for 108 days (Figure 4.16 (c)). When the temperature is raised, polymers fully dissolve in a thermodynamic sense but, as the temperature is lowered to room temperature, the polymer chains are kinetically trapped in a local energy minimum and crystallization is slowed down. Ultrasound
only accelerates the crystallization process by providing very high energy locally and in a short
time to enable polymers to achieve other configurations.

Based on the above mechanism, ultrasound serves as the driving force for polymers to assemble
into nucleation sites. At the same time, the high mechanical energy is also likely to break up larger
structures (i.e. sonofragmentation). It is important to note that ultrasound does not break apart
covalent bonds and cause polymer chain scission. This is proved by gel permeation
chromatography (GPC) measurement that no obvious change is observed on P3HT samples before
and after ultrasound application (Table 4.5). The unaffected molecular weight by ultrasound is also
reported by Amassian’s group. For large structures, it has been demonstrated by kinetics
experiment that the primary mechanism for sonofragmentation is based on shock waves. The
shock wave generated during cavitation collapse can break assembled nanofibers preventing them
from growing too long. In systems with violent cavitation events, such as chloroform (i.e. low
cavitation threshold) under high peak negative pressures, defects can be generated that are
detrimental for producing high quality nanofibers. UV-vis results in chloroform show that very
small amounts of fibers formed right after sonication (Figure 4.5) but growth continued after
sonication was halted.
Table 4.5. Summary of molecular weight and polydispersity index (PDI) of P3HT (Lot # BS23-49) before and after sonication. The GPC measurements used polystyrene standard and performed by dissolving P3HT in chlorobenzene.

<table>
<thead>
<tr>
<th>Polymers</th>
<th>M&lt;sub&gt;w&lt;/sub&gt;</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Treatment (Rieke Value)</td>
<td>69k</td>
<td>2.3</td>
</tr>
<tr>
<td>No Treatment (Measured)</td>
<td>74k</td>
<td>2.2</td>
</tr>
<tr>
<td>30 min Sonication bath in chloroform</td>
<td>74k</td>
<td>2.3</td>
</tr>
<tr>
<td>2 hrs 7.2 MPa with 20% duty cycle in o-DCB</td>
<td>66k</td>
<td>2.6</td>
</tr>
</tbody>
</table>

SANS data of RRa P3HT (Figure 4.7(a)) also reveals that large aggregates are broken into smaller sizes after sonication while at the same time the total fraction of polymers in aggregate form increased (Table 4.3). The decreased size can be attributed to sonofragmentation and the increased volume fraction of aggregates is due to sonocrystallization. For PQT-12 (Figure 4.7 (c)), SANS also confirms that ultrasound assembles the polymer chains into fibers. On the other hand, sTEM results in Figure 4.10 (c) and (d) suggest that smaller fibers are fragments produced by ultrasound breakup of branched spherulites. Although both processes are observed in polymer systems and caused by the ultrasound field, sonocrystallization is the desirable effect for improving charge transport by producing nanofibers for electronic applications. Thus, it is important to understand the underlying physics of both processes.
In sonocrystallization, after nucleation sites are initially formed, an aging process without any additional ultrasound produces larger fibers without an acoustic field to break the fibers (Figure 4.3). In chloroform, although fiber formation is observed by UV-vis right after sonication, the majority of the fibers (~ 4 times more) come from aging after cessation of ultrasound. In Figure 4.5 (f), the quick establishment of a steady-state aggregate concentration in chloroform is due to the low cavitation threshold of the solvent (Figure 4.19), which results in more cavitation events and nucleation sites at a given acoustic input.

![Cavitation Probability Graph](image)

**Figure 4.19.** Cavitation probability of solvents as a function of peak negative pressure for chloroform and dichlorobenzene.

In contrast, P3HT in DCB has a higher cavitation threshold (Figure 4.19) and a larger energy barrier to confine polymers in the fully dissolved local minimum, creating fewer nucleation sites. Therefore, it does not form enough crystallites to cause optical shifts in UV-vis measurement right
after ultrasound application without aging. This also results in a slower crystallization process, which produces longer fibers (Figure 4.3(c)). A longer sonication time in DCB also results in faster fiber growth because more energy input produces more crystalline nuclei. For this reason, both the UV-vis and SANS data show that longer sonication times creates more fibers (Figure 4.5(f) and Figure 4.7).

It is worth mentioning that the capability of tuning the excitonic coupling could be useful for changing the population of different spin states, thus controlling the photophysics. For example, J-like aggregates have been shown to promote triplet formation that leads to stronger photoluminescence (PL) quenching as compared to H-like aggregates. Not many reports exist on methods to form J-like aggregates. They are often formed in toluene and it requires polymers to have high regioregularity or low dispersity. This work provides an alternative and simple method to reliably generate J-like aggregates from commercially available P3HT in chloroform. The aggregate type can also be tuned using different solvents. In Figure 4.5 (a), polymers exhibit stronger intrachain coupling in CF (J-like aggregates), which indicates that π-π stacking is weaker than when compared to fibers formed in DCB (H-like aggregates). The stronger intrachain coupling in CF could also explain why the fiber length is shorter in CF as compared to DCB.

During the crystallization process, the interactions between polymer chains can alter the final assembled structures. This can be achieved by changing the polymer molecular structure, such as the side chains as shown in Figure 4.8. RRa-P3HT (Figure 4.8(a)) is known not to crystallize because of the steric hindrance imposed by randomly oriented side chains. Still, ultrasound promotes polymer chains to form aggregates (Table 4.3 and Figure 4.9). In contrast, RR polythiophenes with longer side-chains (i.e. 12 carbons in P3DDT) achieve a high solubility at room temperature so that ultrasound fields are unable to produce any fiber crystallization or
induced-assembly. Interestingly, assembled structures can still be induced by ultrasound for PQT-12, which also has long side-chains (12 carbons) but fewer chains-per-monomer resulting in a lower solubility when compared to P3DDT. Therefore, the capacity to sonocrystallize a conjugated polymer seems to correlate best with its solubility.

4.5 **Summaries**

In summary, it is demonstrated that P3HT can be assembled into nanofibers under ultrasound in solvents that are commonly believed to be ‘good’ solvents in a thermodynamic sense. Our results suggest that the dissolved state of these polymers is not a global minimum in the free-energy landscape. The formation of fiber in solution was quantified by both UV-vis and SANS measurements with consistent results. Ultrasound was determined to induce the formation of nucleation sites in the system and continued aging without acoustic insonation is crucial to achieve high fiber fractions. The molecular structure of the conjugated polymers was also found to be critical for ultrasound-directed polymer assembly. It was also shown via in-situ experiments that polymer assembly is strongly correlated to solvent cavitation. The mechanism of sonocrystallization is proposed to be based on nucleation-and-growth.
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Chapter 5. Self-assembly of Donor-acceptor Conjugated Polymers Induced by Miscible Poor Solvents

5.1 INTRODUCTION AND MOTIVATION

Conjugated polymers (CPs) have gained interests due to their potential to be used in electronic devices, such as flexible and stretchable electronic skin, light weight and economic organic photovoltaics (OPVs), electrically controllable and scalable smart windows, and biocompatible electronics mimicking neural systems.\(^1\)–\(^4\) However, limited charge transport is still a major hindrance for most CP devices in comparison to inorganic counterparts.

Thanks to effective molecular design, donor-acceptor CPs (DACPs) with alternating electron-rich units (donor) and electron-deficient units (acceptor) covalently bonded within the same chain are emerging as excellent candidates to realize high mobilities (>10 cm\(^2\)/V·s).\(^5\),\(^6\) Examples are poly[4-(4,4-di hexadecyl-4H-cyclopenta[1,2-b:5,4-b']dithiophen-2-yl)-alt-[1,2,5]-thiadiazolo[3,4-c]pyridine] (PCDTPT) with 21.3 cm\(^2\)/V·s and poly[2,5-(2-octyldodecyl)-3,6-diketopyrrolopyrrole-alt-5,5-(2,5-di(thien-2-yl)thieno [3,2b]thiophene (DPPDTT) of 19.5 cm\(^2\)/V·s.\(^6\),\(^7\),\(^5\) Besides excellent electrical performance, light harvesting efficiency of OPVs also benefits from this type of polymer because of a lower bandgap.\(^8\) It is worth mentioning that the demonstrated high electrical performance often involves carefully controlled processing of the polymers.\(^6\),\(^5\) This is because conjugated polymers have multiple degrees of freedom and may form structures that interrupt charge transport.\(^9\) Forming long and well-organized chain packing, for example by interchain \(\pi\)-\(\pi\) stacking, is an effective way to enhance the conductivity.\(^10\) Therefore, inducing the formation of such structures is of great interest for high performance organic electronic devices.\(^11\)–\(^15\)
Solution-based whisker self-assembly is one of the most widely used methods to induce the formation structures with long range order in homo-polymer CPs (e.g. Poly(3-hexylthiophene) (P3HT)). By tuning the quality of solvents, either by decreasing temperature or by introducing poor solvents to effectively reduce the solubility, nanofibers or nanoribbons can be formed. \[^{16-18}\]

The shape of the assembled structure depends on the solvent, the kinetics of self-assembly and the polymer concentration among other parameters. \[^{16-18}\]

Previous work in our group has systematically investigated the effect of solvent choice on the assembled nanostructures of homopolymers P3HT and poly(9,9-dioctylfluorene) (PFO)) using small angle neutron scattering (SANS). \[^{13,19}\] Small angle neutron scattering was successfully utilized to determine the cross-sectional size, fiber fractions, and fractal dimensions. \[^{11,13,14,20}\] External electric and acoustic fields were utilized to control the assembly in our group, which can either align conjugated polymers or induce nanofiber formation with long range order. \(^{14,21}\)

The self-assembly of DACPs, however, is challenging due to the complex molecular structure of the polymer backbone. Very few works have been reported the formation of whiskers from DACPs in solution. Still, Chen et al. discovered that hole mobility could be further enhanced by about 1.5 times after mixing 30v% methanol into polymer solutions. \(^{22}\) They ascribe this result to reduced \(\pi-\pi\) stacking distance and a more favorable in-plane orientation in the substrate. Zheng et al. reported the formation of 1-D rod-like structures in good solvents and a 2-D lamellar structure in poor solvents. Using solvent mixtures leads to an enhancement of both crystallinity and interconnectivity, resulting in electron mobility improvements from 1.8 \(\text{cm}^2/\text{V-s}\) to 3.2 \(\text{cm}^2/\text{V-s}\). \(^{23}\) Moreover, polar co-solvents, in comparison to nonpolar counterparts, are reported to achieve almost one order of magnitude in enhancement of power conversion efficiency (PCE) due to the formation of small aggregate sizes. \(^{24}\)
Here we present a systematic investigation of the effect of poor co-solvents on self-assembled structures of DACPs to provide insights into structure engineering for these solution-based processes. DPPDTT is chosen as a model system for this study because it has a high mobility and because it exhibits extraordinary stability at ambient environmental conditions, which is often deficient in many CPs. No degradation is observed for this polymer based OFETs after switching on and off for more than 3500 cycles and its high electrical performance can be maintained over a year in air. 6,15

5.2 EXPERIMENTAL

5.2.1 Materials

DPPDTT was purchased from ossila (Sheffield, UK). PCDTPT and Poly[(5-fluoro-2,1,3-benzothiadiazole-4,7-diyl)(4,4-dihexadecyl-4H- cyclopenta[2,1-b:3,4- b']dithiophene-2,6-diyl)(6-fluoro-2,1,3-benzothiadiazole-4,7-diyl)(4,4-dihexadecyl-4H cyclopenta [2,1-b:3,4-b']dithiophene-2,6-diyl)] (PFT-100) were obtained from 1-Material (Quebec, Canada). Poly[N-9′-heptadecanyl-2,7-carbazole-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′ benzothiadiazole)] (PCDTBT) was acquired from Sigma-Aldrich (St. Louis, MO, USA). Detailed information of the polymers, including batch numbers, molecular weight (Mw) and dispersity (D) is listed in Table 5.1. Trichloro(decyl)silane (DTS) was purchased from Gelest (Morrisville, PA, USA). Hydrogenated solvents: chloroform, methanol, dimethyl sulfoxide (DMSO), isopropanol (IPA), n-hexane, and acetonitrile (ACN) were purchased from Sigma-Aldrich. Acetone and toluene was obtained from Fisher Scientific (Hampton, NH, USA). Deuterated solvents: d-chloroform, d4-methanol, d6-dimethyl sulfoxide, and d3-acetonitrile were purchased from Cambridge Isotope Laboratories (Tewksbury, MA, USA). All chemicals were used as received without further purification.
Mechanical grade silicon wafers were obtained from University Wafer (South Boston, MA, USA). Heavily n-doped silicon wafers with 200 nm thermally grown oxide were acquired from WRS Materials (Vancouver, WA, USA). Chromium rods and gold pellets used for evaporation were purchased from RD Mathis company (Long Beach, CA, USA).

Table 5.1. Summary of lot number, molecular weight and dispersities of polymers.

<table>
<thead>
<tr>
<th>Polymers</th>
<th>Lot #</th>
<th>$M_w$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPPDTT</td>
<td>M315</td>
<td>279 k</td>
<td>3.65</td>
</tr>
<tr>
<td>PCDTPT</td>
<td>YY9100 &amp; YY11066</td>
<td>76 k</td>
<td>2.5</td>
</tr>
<tr>
<td>PFT-100</td>
<td>YY8224P1</td>
<td>50 k</td>
<td>3</td>
</tr>
<tr>
<td>PCDTBT</td>
<td>MKBJ8073V</td>
<td>65 k</td>
<td>19.1</td>
</tr>
</tbody>
</table>

5.2.2 Sample Preparation

DPPDTT, PCDTBT, and PFT-100 were first dissolved in chloroform at 60 °C, which is a good solvent for all polymers. The initial polymer concentration in chloroform was adjusted accordingly for all samples to keep the final concentration at 1.6 mg/ml after mixing with the co-solvents at variable ratios. All of the solvent ratios that are stated in this work correspond to volume percentage. Due to the high solubility of PCDTPT, its final concentration was adjusted to 3.2 mg/ml in order to induce self-assembly. After full dissolution in chloroform, a specific co-solvent (i.e. methanol, n-hexane, dimethyl sulfoxide (DMSO), acetonitrile (ACN), isopropanol, or acetone) was slowly added to the polymer solution. Large aggregates form instantaneously at the vicinity
of the poor solvent. To make a dispersible solution, samples were immersed for 5 min in a sonication bath (Branson 5000, 40 kHz, 160W, Danbury, CT, USA).

5.2.3 Scanning Transmission Electron Microscopy (sTEM):

An FEI (Tecnai G2 F20, FEI company, Hillsboro, OR, USA) transmission electron microscope (TEM) was used to characterize the structures the polymer formed in various solvent mixtures. Due to the relatively low contrast for polymer samples, scanning mode was utilized to capture high resolution images. The solutions were diluted by 10 times in a solvent mixture with the same solvent ratio before characterization. A volume of ~5 μl of the samples were drop-cast onto a pure carbon grid (200 mesh Cu, Ted Pella Inc., Redding, CA, USA) that was placed on top of filter paper to wick the excess solvent. The grid was left in a well-ventilated chemical hood to dry at least one day in air.

5.2.4 Atomic Force Microscopy (AFM)

A Bruker Dimension Icon-PT atomic force microscope (AFM) was used to characterize the surface morphology of all polymer films in peak force tapping mode. The samples were prepared by spin coating polymer solution onto a precut glass slide or SiO2 surface that is thermally grown on a silicon wafer. A scan size of 2.5 μm by 2.5 μm was used for each image.

5.2.5 Grazing-Incidence small angle x-ray scattering (GISAXS)

GISAXS experiments were performed at beamline 8-ID-E of the Advanced Photon Source at Argonne National Laboratory. The polymer samples were prepared by drop casting ~100 μl of
solution on a silicon substrate that was sequentially cleaned using acetone, IPA, and DI water in a sonicication bath. The samples were dried in air for at least overnight. A beam size of 200 μm by 20 μm was used with an energy of 10.92 keV. The substrates were aligned with a tilt angle of 0.14° so that the x-ray beam would penetrate through the polymer layer and be reflected off from the polymer/silicon interface. A total of two frames were recorded with a vertical detector offset to form a full image. The two frames were combined together using GIXSGUI software to remove dark stripes from the x-ray detector. Each frame was exposed for 10 s for every sample. GIXSGUI was also used to reduce the 2-D pattern to a 1-D scattering profile in both out-of-plane and in-plane directions.

5.2.6 Small Angle Neutron Scattering (SANS)

SANS experiment was conducted at NIST center for neutron research (NCNR, Gaithersburg, Maryland). Both NG7 and NGB-30 were used for characterization of polymer solutions. Standard configurations with three detector positions were used and the 1-D profiles were stitched together to cover a q range of 0.0033 Å⁻¹ < q < 0.45 Å⁻¹. The experiments utilized sample cells with either 1 mm path length (NG7) or 2 mm path length (NG3) without any influence on the results. Quartz windows were held together by the titanium cells and sealed by PTFE coated o-rings. All the samples were prepared fresh on-site and the scattering experiment was performed within the same day of preparation. Scattering profiles for quartz windows were recorded for every sample to account for the scattering of the empty cell and to subtract the background precisely. The Igor (WaveMetrics, Inc., Lake Oswego, OR, USA) reduction macros were used to reduce the SANS data. SASview software was then utilized to fit the data to an appropriate model.
5.2.7 Organic Field Effect Transistor (OFETs) fabrication

OFETs devices were fabricated in a bottom gate bottom contact configuration. Standard photolithography processes were used to define a device active region of Lg=100 μm and Wg=1000 μm. Two layers of metal (10 nm Cr and 50 nm Au) were deposited over a wafer having a dielectric layer of 200 nm SiO\textsubscript{2} thermally grown on heavily n-doped silicon. The substrates were diced into chips 0.9 cm by 1 cm in size by a Disco dicing saw (DAD321, Tokyo, Japan) after coating a thin layer of photoresist for surface protection. The pre-patterned substrates were cleaned sequentially with acetone, IPA and DI water and blow dried in air. Then the surface was further cleaned by UV/ozone treatment for 20 min right before silane treatment to passivate the surface. Afterwards, the substrates were submerged in a solution of 1 v% of DTS in toluene at 60 °C for 30 min. Then they were rinsed with toluene and blow dried in air. The polymer solution was spin coated at 1500 rpm for 30s and dried in a nitrogen filled glovebox. In order to characterize the structures as formed in solution, no annealing was used after spin coating. The electrical characterization was conducted in a nitrogen filled glove box with a Signatone probe station (Gilroy, CA, USA). Hewlett-Packard (Palo Alto, CA, USA) 4145B semiconductor parameter analyzer was utilized to record the current voltage curve.

5.3 Results

DPPDTT was fully dissolved in chloroform at ~60 °C, and methanol was slowly added into the polymer solutions to induce assembly while keeping the final polymer concentration constant. Figure 5.1 shows the AFM and sTEM images of polymer samples with varying ratios of methanol,
which is a poor solvent for DPPDTT. Compared to the morphology of samples processed from pure chloroform, the addition of 10 v% methanol increases the domain size. Starting at a higher ratio of 15 v% methanol, assembly into fibril structures is observed in both AFM and sTEM images. Further increasing methanol concentration to 20 v% produces wider and longer nanoribbons that appear to be flexible and superimposed over each other. The width of the nanoribbon varies from ~20 nm to above ~100 nm. It is important to note that uniform polymer films can only be prepared from spin coating at low methanol concentrations. Above 15 v%, the large aggregates formed in solution results in discrete islands on the substrate during spin coating. All the samples shown in Figure 5.1 are prepared within a couple hours after mixing the poor solvent. The structures formed in solution at longer aging times for methanol concentrations of 20 v% (ribbons) and 10 v% (no ribbons) are shown in Table 5.2. For 10 v% methanol, no observable nanoribbons were formed even after 12 days of aging. In contrast, for 20 v% methanol concentration, the initially formed nanoribbons gradually grow larger in size and can be above 100 nm in width after 12 days aging in solution.
Figure 5.1. (a)–(d) AFM and (e)–(h) sTEM images of 1.6 mg/ml DPPDTT in chloroform mixed with (a) (e) 0 v% (b) (f) 10 v% (c) (g) 15 v% and (d) (h) 20 v% Methanol.
Nanoribbons are clearly visible in solid films probed by microscopy techniques. A more quantitative way of characterizing polymer conformations, as well as nanostructures, in solution is also important to eliminate artifacts that may occur from coating and drying. Figure 5.3 shows SANS profiles for the DPPDTT polymer in solvent mixtures of chloroform and methanol at various concentrations. The scattering profiles never show a plateau at low-q, indicating a large size and very rigid conformation in solution, even before inducing self-assembly. This is due to both the long polymer chain (i.e. high molecular weight) and the stiff and planar molecular structures of the DACP backbones. At low methanol ratios (below 10 v%), the scattering profiles overlap on top of each other, which suggests that no solution assembly occurs. At methanol concentrations higher than 15 v%, the scattering intensity increases in the low q-region and a clear hump develops at methanol concentrations of 20 v%, which correlates to the formation of
nanoribbons. A semi-flexible cylinder model is used to fit the dissolved polymer chains in solution before they assemble into nanoribbons. In this model, the contour length, Kuhn length and cylinder radius were left as adjustable variables. The length of each rigid rod was called persistent length \((l_p)\). Kuhn length \((b)\) was defined as two times of persistent length, which reflected the rigidity of a polymer chain. The scattering intensity using flexible cylinder form factor can be modeled with concentration \((c)\), SLD difference \((\Delta \rho)\), and molecular weight \((M)\) as shown in equation (5.1).

\[
I(q, L, b, r) = c\Delta \rho^2 M < S(q, L, b) >_{SZ} P(q, r) + bk g
\]  

(5.1)

\[
P(q, r) = \left[ \frac{2J_1(qr)}{qr} \right]^2
\]  

(5.2)

\[
< S(q, L, b) >_{SZ} = \frac{\int NSZ(L)S(q, L, b) dL}{\int NSZ(L)L^2 dL}
\]  

(5.3)

\[
NSZ(L) = \frac{L^z}{z!} \left( \frac{2+1}{\langle L \rangle} \right)^{2+1} \exp \left[ -\frac{L(z+1)}{\langle L \rangle} \right]
\]  

(5.4)

\[
S(q, L, b) = [1 - w(qR_G)S_{Debye}(q, L, b)] + w(qR_G) \left[ 1.22(qR_G)^{-0.585} + 0.4288(qR_G)^{-2} + 1.651(qR_G)^{-3} \right] + \frac{C(n_p)}{n_b} \left\{ \frac{4}{15} + \frac{7}{15u} - \frac{11}{15} + \frac{7}{15u} \right\} \times \exp[-u(q, L, b)]
\]  

(5.5)

\[
S_{Debye}(q, L, b) = \frac{2}{u(q, L, b)} \{ \exp[-u(q, L, b)] + u(q, L, b) - 1 \}
\]  

(5.6)

\[
u(q, L, b) = \frac{Lb}{6} \left\{ 1 - \frac{3}{2n_b} + \frac{3}{2n_b^2} - \frac{3}{4n_b^3} \left[ 1 - \exp(-2n_b) \right] \right\} q^2
\]  

(5.7)

\[
n_b = \frac{L}{b}
\]  

(5.8)
\[ w(x) = \frac{1 + \tanh[(x - 1.523)/0.1477]}{2} \]  \hfill (5.9)

\[ < R_G^2 >= \alpha(n_b)^2 \frac{bL}{6} \]  \hfill (5.10)

\[ u(q, L, b) = \alpha(n_b)^2 q^2 \frac{bL}{6} \]  \hfill (5.11)

\[ \alpha(x) = \sqrt{1 + \left(\frac{x}{3.12}\right)^2 + \left(\frac{x}{8.67}\right)^3}^{0.176/3} \]  \hfill (5.12)

\[ C(n_b) = \begin{cases} 3.06n_b^{0.44} & \text{for } L > 10b \\ 1 & \text{for } L \leq 10b \end{cases} \]  \hfill (5.13)

Using the size of the repeat units and the molecular weight measured from gel permeation chromatography (GPC), the contour length of the polymer is estimated to be \(~141\) nm.\(^{31}\) Still, the contour length was left as a variable because it is possible that polymer chains could assemble along the chain length direction and effectively increase the length probed by SANS. Figure 5.3 (b) compares the fit parameters as obtained from the SANS data. The contour length stays roughly at around 120 nm until methanol concentrations of 10 v\%. At 15 v\% methanol, an abrupt increase in the length to almost three times is observed, indicating the onset of self-assembly to larger structures. Similar trends apply to the radius since gradual addition of methanol induces an increase in the cross-sectional size of the cylinder. The Kuhn length is roughly constant with small amounts of added methanol but it decreases abruptly when polymers start to form larger structures.
Figure 5.3. (a) SANS profiles for 1.6 mg/ml DPPDTT in chloroform mixed with various amounts of methanol. The data for samples with 0 v% to 15 v% methanol is fit using a semi-flexible cylinder model. (b) The contour length, Kuhn length, and radius of the cylinder as a function of methanol concentration.

In sharp contrast, the addition of the non-polar solvent n-hexane ($\varepsilon=2$), which is also a poor solvent for DPPDTT, does not lead to nanoribbon formation. Figure 5.4 (a) shows AFM images of the resulting films after addition of 20 v% n-hexane. No nanoribbons formed even after the addition of up to 50 v% n-hexane. Instead, the addition of non-polar poor solvents results in large aggregates with amorphous shapes. The diameter of the aggregates increases with the hexane content in the solvent, which ranges from tens of nanometers to a few hundred nanometers. In contrast, the addition of hexane would promote the formation of nanofibers for P3HT. 17
While the formation of nanofibers and/or nanoribbons is typically indicative of a well-ordered chain arrangement, it is still important to analyze the crystalline structure and polymer packing using higher resolution methods. Grazing-incidence small angle x-ray scattering (GISAXS) was utilized to probe polymer samples prepared from chloroform mixtures with methanol (polar) and n-hexane (non-polar) poor solvents in Figure 5.5. The polymer chain orientation with respect to the substrate can be characterized by the azimuthal intensity distribution for crystalline peaks along different angles from the 2-D profiles. The intensity distribution of the π-π stacking peak at 1.7 Å⁻
shows that the face-on orientation was favorable in pure chloroform samples. In contrast, the addition of 20 v% n-hexane increased the edge-on orientation while still maintaining a fairly strong scattering signal at the out-of-plane direction. This indicated the coexistence of both chain orientations (i.e. face-on and edge-on) as shown in Figure 5.5 (b). For pure chloroform and 20 v% n-hexane samples, the edge-on π-π stacking peaks are better defined in the in-plane direction (horizontal) as compared to out-of-plane direction (vertical).

In sharp contrast, samples with 20 v% methanol (Figure 5.5 (c)) showed a nearly uniform distribution of the intensity of the π-π stacking peak along all azimuthal angles. This is attributed to the formation of nanoribbons since the interconnected stiff structure leads to a random isotropic distribution of fiber orientations with π-π stacking peaks oriented in nearly all directions. By integrating along both out-of-plane (Figure 5.5 (d)) and in-plane (Figure 5.5 (e)) directions, the peak positions and relative peak intensities were also compared. In Figure 5.5 (d), the intensity of the peak at 1.37 Å⁻¹ was greatly enhanced as compared to the π-π stacking peak at 1.7 Å⁻¹ when n-hexane was used. The intensities of those two peaks were comparable to each other for both pure chloroform and for samples with 20 v% methanol. The peak at 1.37 Å⁻¹ was found to be strongly correlated to the distance between two interdigitated side chains by comparing to molecular dynamics simulation. This means that the addition of n-hexane affected the side chain packing. Another obvious change is the emergence of two new scattering peaks at 2.2 Å⁻¹ and 3.2 Å⁻¹ for the sample with 20 v% methanol, while they do not show up in either pure chloroform or 20 v% n-hexane. The emergence of those peaks is the result of at least one new repeat distance in real space. It is worth mentioning also that these peaks do not originate from the substrate. The tilt angle of the substrate for each sample is carefully aligned so that no x-ray beam penetrates the substrate. In addition, The diffraction peaks of both silicon and silicon dioxide are located at
different q positions. The time-dependence of the two new diffraction peaks after aging in solution can be found in Figure 5.6 (e) ~ (h). The new crystalline features show up right after the sample is prepared but longer aging time enhances the peak intensity. Moreover, the peaks are already visible for samples formed in 10 v% methanol, which is before large nanoribbons are formed (Figure 5.6 (a) ~ (d)). The new peaks at high-q are also isotropic in all azimuthal angle directions Figure 5.5 (c). Three sharp peaks, 2.1 Å⁻¹, 2.54 Å⁻¹, and 2.84 Å⁻¹, show up at the high-q region for both chloroform and n-hexane samples in the in-plane direction. However, those peaks were barely visible for methanol induced nanostructures. This suggests that methanol induces a different crystal structure in the polymer, whereas n-hexane maintains the same structure as in pure chloroform.
Figure 5.5. 2-D GISAXS pattern of film drop casted from 1.6 mg/ml DPPDTT in (a) pure chloroform and with (b) 20v% methanol (polar) and (c) 20v% n-hexane (non-polar) poor solvent addition. 1-D (d) out-of-plane (φ=105°) and (e) in-plane (φ=175°) line cut for the three samples with a 5° integration angle.
Figure 5.6. The corresponding 2-D GISAXS pattern of the samples in Figure S1 of 1.6 mg/ml DPPDTT in chloroform mixed with (a) (b) (c) (d) 10 v% methanol and (e) (f) (g) (h) 20 v% methanol after aging for (a) (e) 2 hrs, (b) (f) 3 days, (c) (g) 6 days, (d) (h) 12 days.

The differences in both nanostructure and polymer packing that is caused by methanol motivated the exploration of other commonly used polar poor solvents, including DMSO (ε=47), ACN (ε=37.5), acetone (ε=20), and IPA (ε=17). The measured dielectric constant of different poor solvents with various ratios are shown in Figure 5.8. Nanoribbon formation can be clearly observed in samples containing DMSO and ACN after 10 days of aging in Figure 5.7 (a) and (b). The samples without aging are shown in Figure 5.9, which also presented nanoribbon formation with polar poor solvents. The cross-sectional size of these nanoribbons is tens of nanometers and the length can extend to a few micrometers. Compared to the above two solvents, IPA and acetone did not show clear signs of nanoribbon formation. In order to ensure enough supersaturation was induced by the addition of IPA and acetone, higher solvent ratios were also prepared and their
AFM images are shown in Figure 5.10. With 30 v% of IPA, nanoribbons were also generated. However, samples with acetone did not produce nanoribbons even at concentrations of up to 40 v%.

Figure 5.7. AFM images of 1.6 mg/ml DPPDTT in chloroform mixed with 20 v% (a) DMSO (b) Acetonitrile (ACN) (c) IPA (d) Acetone. The samples were casted after aging for 10 days in solution.
Figure 5.8. Measured dielectric constant of chloroform mixture with various poor solvents of different ratios.
Figure 5.9. AFM images of 1.6 mg/ml DPPDTT in chloroform mixed with 20 v\% (a) DMSO (b) Acetonitrile (ACN) (c) IPA (d) Acetone. The samples were casted after preparation without aging.
Figure 5.10. AFM images of films spin coated from 1.6 mg/ml DPPDTT mixed with (a) 30 v% IPA, (b) 30 v% acetone and (c) 40 v% acetone. The samples are casted within a day after preparation.

To further quantify the size of nanoribbons, SANS was also used on other polar poor solvents (i.e. ACN, and DMSO) that also formed these structures. The scattering profiles are shown in Figure 5.11 along with reference samples that were prepared in pure chloroform. A combined model of long parallelepiped fibers $^{35,36}$ and dissolved polymers $^{37,38}$ was used to fit the data and to obtain the cross-sectional dimensions and the total amount of polymers that formed nanoribbons in the solvent mixtures. This model was previously implemented to characterize the size of P3HT nanofibers in solutions. $^{11,14,21}$ The fraction of parallelepiped model ($\varphi_f$) indicates the amount of polymers that form nanoribbons. The form factor of the combined model is depicted in equation (5.14).

$$ I(q) = \phi_v \varphi_f (\Delta\rho)^2 P_{PP}(q) + \phi_v (1 - \varphi_f) (\Delta\rho)^2 P_{PEV}(q) \quad (5.14) $$
Where the total volume fraction of conjugated polymers in solution is denoted by $\phi_v$, $\Delta \rho$ is the scattering length density (SLD) difference between solvent and polymer chains. $P_{PP}(q)$ represents the form factor of the parallelepiped model and $P_{PE x V}(q)$ is that of dissolved polymers with excluded volume effect. Both of the form factors are defined in equation (5.15)~(5.18).

$$P_{PP}(q) = \frac{2}{\pi} \int_0^{2\pi} \int_0^{2\pi} \left[ \left( \frac{\sin(qA \sin \alpha \cos \beta)}{qA \sin \alpha \cos \beta} \right) \left( \frac{\sin(qB \sin \alpha \cos \beta)}{qB \sin \alpha \cos \beta} \right) \left( \frac{\sin(qC \cos \alpha)}{qC \cos \alpha} \right) \right]^2 \sin \alpha \, d\alpha \, d\beta \quad (5.15)$$

$$P_{PE x V}(q) = \frac{1}{v^{U/2}} \gamma \left( \frac{1}{2}, U \right) - \frac{1}{v^{U/2}} \gamma \left( \frac{1}{v}, U \right) \quad (5.16)$$

$$\gamma(x, U) = \int_0^U dt \exp(-t) t^{x-1} \quad (5.17)$$

$$U = \frac{q^2 R_g^2 (2v+1)(2v+2)}{6} \quad (5.18)$$

Where $a$ and $b$ are the width and height of the parallelepiped, and $c$ denotes the length of the nanoribbons. As the length of the nanoribbon is over one micrometer, which is outside of the window that SANS is probing. The length $c$ of the model is fixed at 1 μm for all the samples. $R_g$ is the radius of gyration of fully dissolved polymers and $\nu$ represents excluded volume parameter, which is the inverse of Porod exponent.

The width and thickness of nanoribbons, as well as the fraction of the total polymer that was forming nanoribbons were the only fit variables. The rest of the parameters are constrained with known values. The fit results are summarized in Table 5.2. The nanoribbons formed in ACN and DMSO were very similar in size, with cross-sectional thickness (parameter ‘$a$’) of ~10 nm and width (parameter ‘$b$’) of ~25 nm. In contrast, the nanoribbons formed in methanol were substantially larger with both dimensions almost doubled. This result was further corroborated by
comparing AFM images of Figure 5.1 (d) with Figure 5.7 (a) and (b). Even though nanoribbons were generated in different polar solvents, the size of those induced by methanol was different from the others. Besides the cross-sectional size of the nanoribbons, the fraction of polymers that assembled into nanoribbons varied from solvent to solvent. This fraction correlated well with the polarity of the poor solvents. Almost 80% of polymers formed nanoribbons in DMSO ($\varepsilon=47$) and ~ 66% of polymer chains assembled into ribbons upon addition of ACN ($\varepsilon=37.5$). Methanol, with the lowest dielectric constant of the three ($\varepsilon=32$), caused the assembly of the lowest amount of polymer into nanoribbons.

**Figure 5.11.** 1-D SANS profiles of nanoribbons formed with 20 v% ACN, DMSO, and methanol mixed in polymer solutions in chloroform. The data is fitted with a combined model of parallelepiped and dissolved polymer with excluded volume effect.
Table 5.2. The cross-sectional sizes of parallelepiped extrapolated from fitting, as well as polymer fractions in nanoribbons.

<table>
<thead>
<tr>
<th>Poor solvent Ratio</th>
<th>a (nm)</th>
<th>b (nm)</th>
<th>Dielectric Constant (ε)</th>
<th>Polymer Fraction in Nanoribbons (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20% DMSO</td>
<td>9.8</td>
<td>25.2</td>
<td>47</td>
<td>78.9</td>
</tr>
<tr>
<td>20% ACN</td>
<td>10.1</td>
<td>23.5</td>
<td>37.5</td>
<td>66.7</td>
</tr>
<tr>
<td>20% Methanol</td>
<td>22.5</td>
<td>40.9</td>
<td>32</td>
<td>40.2</td>
</tr>
</tbody>
</table>

GISAXS was again used to characterize the chain packing for samples from these other poor solvents. The 2D scattering patterns and 1D integration profiles are shown in Figure 5.12. Similar to that of methanol samples in Figure 5.5, the π-π stacking peaks at 1.7 Å⁻¹ are uniformly distributed across the azimuthal angles when the polymers form nanoribbons (i.e. DMSO and ACN samples), which is consistent with a random orientation of the ribbons with respect to the substrate.

A comparison of the 1D integration profiles over in-plane and out-of-plane directions is shown in Figure 5.12 (e) and (f). In the out-of-plane direction, the π-π stacking peaks (q=1.7 Å⁻¹) showed weaker scattering intensities compared to the peaks at q=1.37 Å⁻¹ for less polar solvents, IPA and acetone. This is also observed for samples mixed with n-hexane in Figure 5.5 (d). In contrast, the relative intensity of the two peaks was similar for both DMSO and ACN samples. Additionally, the position of one of these peaks shifts from ~1.37 Å⁻¹ to 1.29 Å⁻¹ in less polar solvents, indicating a larger distance between side chains. In both Figure 5.12 (e) and (f), the scattering profiles of samples with 20 vv% methanol and 20 vv% n-hexane are plotted as dashed lines for
comparison. The two new peaks that appeared in methanol samples (q=2.2 Å⁻¹ and q=3.2 Å⁻¹) were not observed in other poor solvents, except for very faint peaks in DMSO and ACN.
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**Figure 5.12.** 2-D GISAXS pattern of films drop casted from 1.6 mg/ml DPPDTT in chloroform mixed with 20 v% (a) DMSO (b) Acetonitrile (ACN) (c) IPA (d) Acetone. (e) and (f) show the 1-D integration in the out-of-plane (φ=105°) and in-plane (φ=175°) directions with a 5° integration angle, respectively. The dashed lines in each figure are the corresponding integration of methanol and hexane samples.

The electrical properties of nanoribbons was also investigated for methanol samples. Unfortunately, after the polymers were fully assembled into nanoribbons, it was difficult to form a uniform film with spin coating due to the increased viscosity and elasticity. This was also documented for nanofibers formed from P3HT. ¹¹ In order to gain insights into changes to the
electrical properties of these structures, a high methanol ratio (15 v%) was used to induce partial assembly but kept low to achieve an adequate film quality for OFET fabrication. Based on SANS results in Figure 5.3, self-assembly starts to become evident at this solvent concentration. No annealing was used during the fabrication process to ensure that the solution structure was maintained in the devices. The performance of these materials was characterized by bottom gate bottom contact OFETs in Figure 5.13 (a). After self-assembly, the drain current increased by a factor of almost two at the same gate voltage when the channel is fully ‘on’. A larger hysteresis was observed for devices processed from pure chloroform but not in devices made with nanoribbons This indicated that defects were effectively reduced with self-assembly in solution.

To calculate the saturation mobility from the transfer curves, the curves were replotted to the square root of the current as a function of gate voltage (Figure 5.13 (b)). Double slopes were observed for both conditions, which is very common for this type of conjugated polymers.

Significant efforts have been devoted to understanding the origin of this phenomena and it was recently proposed that reducing the contact resistance or using polymeric dielectric layers could help alleviate this effect. It was also reported that this would be resolved when a very small gate length (5 μm) was used. However, many of the literature-reported mobilities for DPPDTT have been extracted from analysis of the largest slope that is adjacent to the threshold voltage. This was recently considered to be an overestimation of the true mobility.

In order to compare with published literature values and also to more accurately estimate the real mobility, we used two different methods to calculate the mobility. The first consists of an analysis of the largest slope as has been done routinely in the literature for DPPDTT (dark dashed line in Figure 5.13 (b)). In addition, we also follow recent suggestions to calculate mobilities at high gate voltages (pink dashed line in Figure 5.13 (b)). The results from both methods are summarized
in Figure 5.13 (c) and an enhancement of mobilities for nanoribbons was observed in both analyses. ‘High’ represents the mobility obtained from fitting the largest slope of the curve close to threshold voltage and ‘Low’ means the conservative estimation of the mobility from the high voltage slope shown as the dashed pink line. The averaged mobility of 10 devices, as estimated from the ‘High’ model fit, improves about 5 times after self-assembly was induced. The averaged value of the methanol 15 vv% sample was ~3 cm²v⁻¹s⁻¹ and highest mobility for one device was above 5 cm²v⁻¹s⁻¹. Those values are comparable to the reported performance in recently published work for the same polymer but without any kind of annealing process.⁴² Mobilities in that work were also calculated using the highest slope of the I-V curve. With the more conservative estimate, the average mobility was about 0.13 cm²v⁻¹s⁻¹, which was slightly improved from those of samples processed from pure chloroform. The output curves of devices in Figure 5.13 (d) showed significant enhancements in the drain current after self-assembly is induced by methanol.
Figure 5.13. (a) Transfer curves for bottom-gate bottom-contact OFETs fabricated from DPPDTT dissolved in pure chloroform and with 15 v% methanol. The inset figure shows the device geometry. (b) Square root of current v.s. gate voltage for two representative devices. The dashed lines represent the two fits (‘High’ and ‘Low’) that were used to obtain the mobility values.\(^{41}\) (c) The average mobilities as estimated from the two different methods. The mobility was averaged from more than 10 devices for each condition. (d) Comparison of output curves from fully dissolved and self-assembled (15 v% methanol) polymers.
We also explored other donor-acceptor conjugated polymers in order to see if the same poor solvent polarity dependence of self-assembly was observed. This analysis included PCDTBT, PCDTPT, and PFT-100, where the molecular structures are depicted together with DPPDTT in Figure 5.14. The surface morphology of films formed after addition of methanol and n-hexane were also characterized with AFM and are shown in Figure 5.15. With the addition of n-hexane, the films are relatively flat and uniform. In comparison, the same amount of methanol (polar) shows clear signs of induced self-assembly into large aggregates. For samples composed of PFT-100, short nanoribbons were formed that are micrometers long and less than 50 nm in width. It is important to note that the polymer structures of PCDTPT and PFT-100 are very similar and only differ in the areas shown in dashed circles in Figure 9. Therefore, a small change in composition within the polymer drastically affected the nanostructures.

Figure 5.14. The schematic drawing of molecular structures of DPPDTT, PCDTPT, PFT-100, and PCDTBT.
Figure 5.15. AFM images of structure formed from three different donor-acceptor conjugated polymers by mixing 20 v% (a) (b) (c) hexane and (d) (e) (f) methanol.

The corresponding polymer chain packings were also investigated with GISAXS for the different polymers upon addition of polar non-solvents. The 1D profiles along both out-of-plane and in-plane directions are shown in Figure 5.16. The corresponding 2D scattering patterns are also presented in Figure 5.17. Polymers did not show strong orientation of π-π stacking peaks except for PCDTBT that showed a face-on orientation when processed from 20 v% hexane. In the 1D scattering profiles, the lamellar peaks of the three conjugated polymers all shift towards lower-q when methanol is added as compared to samples with n-hexane and pure chloroform. This indicates that a larger lamellar packing distance emerges for samples mixed with polar poor
solvents. The 100 lamellar peak positions are summarized in Table 5.3. The largest change in the lamellar distance is observed in PCDTBT samples. A small peak at $\sim 1.98 \text{ Å}^{-1}$ in the out-of-plane direction of PCDTBT sample disappeared when 20 v% methanol was used to induce assembly. This peak was also observed in samples prepared from 100 v% chloroform, which is shown in Figure 5.17. It is intriguing to see that two new peaks, which appeared in methanol-assembled DPPDTT (i.e. $q=2.2 \text{ Å}^{-1}$ and $q=3.2 \text{ Å}^{-1}$), also appear in all the other DACPs when nanostructures are induced by methanol. Moreover, the peaks appear to be in the same location for polymers with different molecular structures suggesting that it is a conserved feature for these samples. In the in-plane direction (Figure 5.16 (b)), all the samples showed weaker lamellar scattering peaks as compared to those in the out-of-plane direction. This suggests a preferred lamellar orientation that is parallel to the substrate.

**Figure 5.16.** 1-D integration in the (a) out-of-plane ($\phi=105^\circ$) and (b) in-plane ($\phi=175^\circ$) directions with a 5° integration angle of PCDTPT, PFT-100, and PCDTBT using 20% n-hexane (dashed lines) and 20 v% methanol (solid lines).
Figure 5.17. 2-D GISAXS patterns of PCDTPT, PFT-100, and PCDTBT using 20 v% n-hexane, 20 v% methanol, and 100 v% chloroform.
Table 5.3. 100 lamellar peak position in the polymer films after treating with 20% methanol, 20% n-hexane and pure chloroform of the three conjugated polymers in the out-of-plane direction.

<table>
<thead>
<tr>
<th>Conjugated Polymers</th>
<th>20% Methanol (Å⁻¹)</th>
<th>20% n-Hexane (Å⁻¹)</th>
<th>100% Chloroform (Å⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCDTBT</td>
<td>0.318</td>
<td>0.361</td>
<td>0.361</td>
</tr>
<tr>
<td>PFT-100</td>
<td>0.261</td>
<td>0.268</td>
<td>0.268</td>
</tr>
<tr>
<td>PCDTPT</td>
<td>0.254</td>
<td>0.261</td>
<td>0.261</td>
</tr>
</tbody>
</table>

5.4 DISCUSSION

Donor-acceptor conjugated polymers (DACPs) were shown to form ordered nanoribbons by mixing polar poor solvents into stable solutions in good solvents. It is hypothesized that addition of poor solvents effectively reduces the solubility of polymers and induces aggregation in solution. However, solvents may also alter the solvent-polymer interactions and in this way affect the structure of the resulting aggregates. When polar poor solvents are added, the dipole within the solvent molecules may interact with the backbone of the polymer that has electron rich and electron deficient subunits. Therefore, these dipole-dipole interactions may play a role in helping align polymers to facilitate the formation of π-π stacking interactions in solution, which is not easily achieved for DACPs due to their complex backbone structure. Furthermore, continued crystallization and growth due to this lower solubility leads to the formation of nanoribbons over long distances (Figure 5.1, Figure 5.4, and Figure 5.7). In contrast, non-polar poor solvents (e.g. hexane) would likely interact with the aliphatic side chains and do not lead to a preferred
orientation for assembly. Therefore, aggregates were observed to have amorphous shapes Figure 3.

The addition of poor solvents also leads to conformational changes of polymers before they fully assemble, which is evidenced by the SANS data in Figure 5.3. The Kuhn length, which is a measure of the rigidity of the polymer chains in solution, increased slightly from 24.2 nm to 25.9 nm with 5 v% methanol addition. At 10 v% methanol the Kuhn length was still larger than that in chloroform and radius started to also increase indicating that assembly started to occur. Further addition of methanol to 15 v% ratio formed much larger structures. The increased stiffness of the polymer chains and initial assembly were also observed with addition of the non-polar solvent n-hexane. The SANS profiles and the corresponding fits are summarized in Figure 5.19. This suggests that a change in polymer conformation is not directly correlated to the formation of nanoribbons. Similar conformation changes were observed with PCDTPT, which had a much shorter chain as compared to the DPPDTT samples. A cylinder model was used to fit the SANS data shown in Figure 5.18. With 10 v% methanol, the chain radius remained constant but the length of the polymer increased by ~ 3 nm (Table 5.4). This could be rationalized as a slight extension of the polymer chains with methanol addition. A larger structure was observed with even higher methanol concentrations. All in all, the addition of methanol changed the conformation of DACPs for self-assembly to occur. This explanation is further supported by recent reports stating that the incorporation of small amounts of ionic liquids (polar) in DPPDTT hindered side-chain torsion, making it easier for the polymer chains to form ordered stacks. In addition, non-polar poor solvents also increased polymer rigidity, but did not result in ordered structures.
Figure 5.18. 1-D SANS scattering profile of 4 mg/ml PCDTPT in chloroform mixed with varied methanol concentrations. A cylinder model is used to fit the SANS profile at low methanol concentrations.

Table 5.4. Extrapolated fitting parameters for PCDTPT samples from a cylinder model.

<table>
<thead>
<tr>
<th>Methanol Ratio</th>
<th>Radius (nm)</th>
<th>Length (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>1.6</td>
<td>24.8</td>
</tr>
<tr>
<td>10%</td>
<td>1.6</td>
<td>27.9</td>
</tr>
<tr>
<td>15%</td>
<td>1.9</td>
<td>32.6</td>
</tr>
</tbody>
</table>
It is also worth mentioning that the solvent-polymer interactions are not limited to dipole-dipole interactions. Hydrogen bonding may also play a role in forming these ordered structures. Compared to nanostructures formed in other polar poor solvents, methanol induced nanoribbons with a substantially wider cross-section, which was shown by both AFM in Figure 5.1 and SANS in Figure 5.11.

The chain packing within the nanostructures was also very different for samples assembled from methanol mixtures and other co-solvents. Additional peaks emerged at high-q in the GISAXS scattering profiles as shown in Figure 5.5 for sample with methanol. These peaks were either totally suppressed or significantly reduced for other polar poor solvents. This was also observed for several other DACPs at similar q values as shown in Figure 5.16.

In contrast to polar solvents, non-polar poor solvents such as n-hexane affect the polymer structures in different ways. Unlike whiskers formed in P3HT and other homopolymers, nanoribbons were not observed by addition of n-hexane for any DA polymer. Instead, large aggregates were formed that could be observed in AFM images for all polymers investigated in Figure 5.4 and Figure 5.15. Therefore, the solubility of a DACP cannot be the only parameter that determines the final structure. In sharp contrast, by reducing the solubility of P3HT using nonpolar solvent (e.g. dodecane) fiber formation is easily achieved. 13

GISAXS results showed that the scattering peaks were the same for samples containing hexane as those for samples coated from pure chloroform (Figure 5.5). This indicated that non-polar poor solvent did not change the crystal structure of the polymers in coated films. Since hexane may be considered a good solvent for alkyl side chains, 17 it could affect the packing of these side-chains in the crystals. This was verified by slightly smaller lamellar packing distances (higher q values in
Table 5.3) and an enhanced scattering peak at q = 1.37 Å⁻¹ that is shifted towards low-q directions, which represents a larger interdigitated side-chain distance (Figure 5.12). 32

The interactions between poor solvent and good solvent molecules may also important in affecting the formation of nanostructures from DACPs. Neither methanol nor n-hexane form completely miscible mixtures with chloroform. This can be observed in SANS scattering profiles for solvent mixtures (i.e. no polymer) in Figure 5.20. A ‘hump’ is observed at very high-q after methanol or hexane addition to chloroform. Fits to spherical form factors revealed a radius of ~ 4 Å of methanol and ~ 3 Å dispersed in chloroform. It is possible that the new crystal structure that appears upon methanol addition is due to methanol-chloroform and/or methanol-polymer interactions. To determine this, molecular dynamics simulations may be useful to understand how solvent-polymer interactions evolve in mixed solvents. In contrast, DMSO and ACN are completely miscible with chloroform and only showed a fully flat background at high q values.
Figure 5.19. (a) SANS profiles of DPPDTT with 20 v% and 40 v% n-Hexane. The profiles are fitted with flexible cylinder model. (b) The extrapolated contour length, Kuhn Length, and radius from the model.

Figure 5.20. 1-D SANS scattering profiles of d-chloroform mixed with (a) d4-methanol and (b) d14-n-hexane with different ratios.
5.5 **Summaries**

The self-assembly of donor-acceptor conjugated polymers into nanoribbons was easily induced by addition of certain miscible polar poor solvents. The polarity of the poor solvent additive was found to be important for this self-assembly process to occur. The use of non-polar solvent to induce aggregation resulted in particles with amorphous shapes in solution. The interactions between poor solvent molecules and polymers, as well as poor solvent and good solvent molecules were both important in determining the resulting structure and chain packing conformation. Of all poor solvents that were investigated, methanol facilitates the formation of unique crystalline peaks that appear at high q values. This indicated the formation of a different crystal polymorph from the same polymer. An enhancement of hole mobility in OFETs resulted from the formation of nanostructures upon addition of methanol. Self-assembly of DACPs by addition of polar poor solvents into mixtures with good solvents was found to be a general and powerful method to further improve the performance of these promising materials.
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Chapter 6. Organic Electrode materials for printable battery applications

6.1 INTRODUCTION AND MOTIVATION

Recently, organic electronic devices have gained tremendous attention, since they are promising candidates for making wearable devices that are flexible and stretchable. At the same time, the solution processable materials can be easily scaled up for roll-to-roll process. Due to those reasons, various flexible electronics have been demonstrated, such as organic field effect transistors (OFETs) \(^1\), photovoltaics (OPVs) \(^2\text{-}\(^4\)), and light emitting diodes (OLEDs) \(^5\). On top of those basic building blocks of electronic devices, novel wearable devices within the framework of bioelectronics are emerging as a hot topic, such as organic electrochemical transistors (OECTs) to mimic neural interface \(^6\), and electronic skins to convert contact and touch to electrical signal \(^7\). Currently, however, the device testing requires bulky power supplies that restricts their flexibility as an operating unit \(^8\). Therefore, it is important to explore energy storage materials with wearable mechanical properties to power bioelectronics and could potentially remove the form factor constraint from the power supplies. \(^9\)

An important factor to consider for electrode materials is the cost of processing. Nowadays, most batteries are fabricated in a batch mode that requires grinding and high temperature annealing, which is costly and difficult to be scaled up. \(^10\text{-}\(^11\)) Printing is a great technique that is suitable for large scale production and it has been demonstrated in OPVs and OLEDs fabrication. \(^12\text{-}\(^13\)) This technique has already been applied to battery fabrication to lower the cost, especially inorganic electrode materials, including Zn/MnO\(_2\), Zn/Ag, Zn/Ag\(_2\)O, Li\(_4\)Ti\(_5\)O\(_{12}\)/LiFePO\(_4\), and LiCoO\(_2\)/Li\(_4\)Ti\(_5\)O\(_{12}\). \(^8\text{-}\(^14\text{-}\(^17\)) The charge capacity for the printed battery LiCoO\(_2\)/Li\(_4\)Ti\(_5\)O\(_{12}\) can be 120 mAh/g. \(^8\) For those material, the preparation of a homogeneous ink is critical for printing. The ink
is a multi-component system that includes electrochemically active materials, polymers, binder, and solvents. A tremendous amount of effort is needed to achieve well dispersed paint or slurry. Typically, ultrasonication and strong mechanical shaking are necessary for paint preparation. Sometimes, a careful separation of particles based on their sizes using centrifugation are required as well. All the extra steps add complexity to the processing, which calls for new materials that can be easily dispersed into solvent to prepare the ink. Additionally, there is a strong need to eliminate the use of water as solvent to ensure the quality of batteries. In order to achieve this, very careful steps are taken during battery assembly process to remove absorbed water in chemicals from atmosphere, which may not be suitable for mass production in industry. Instead of using water, materials that can be readily dispersed into organic solvents are desirable for electronic device fabrication.

Conductive polymers are good candidates for solution processable redox active materials. Compared to inorganic particles, it is relatively easy to form dissolved state or dispersion of conductive polymers. Two methods are generally used to stabilize polymer chains to decrease the strong polymer-polymer interaction, which includes utilizing electrostatically bonded large counterions, such as PEDOT:PSS, or covalently bonded side chains to the backbone, P3HT for example. The electrostatically bonded conjugated polymers can be potentially used for active materials of battery electrodes, since the process of gaining and releasing the dopants is associated with the formation of positive and negative polarons, which provides the electrochemistry of charge and discharge. Another benefit of conjugated polymers is that their structures can be tuned by many factors, such as solvents, monomer molecular structures, and dopants, which offers itself a large freedom to control the final structures for enhanced performance. What is more, conjugated polymers are electrically conductive, which is beneficial for energy storage devices as they provide
more charge transport paths. In fact, they have been shown to replace the insulating binder material (polyvinylidene fluoride) and increased the capacity. \textsuperscript{21,22} The incorporation of conjugated polymers as a binder also improves the quality of the film.

Some pioneer work has been done to apply conjugated polymers into batteries as electrode materials. Polyaniline, PEDOT, polypyrrole, and polythiophene have all been characterized as electrode materials. \textsuperscript{20} Polyaniline shows a very high theoretical charge capacity (294 mAh/g) and has been demonstrated a practical charge capacity of 120 mAh/g. \textsuperscript{23} For polypyrrole and PEDOT, the experimental capacity were around 80 mAh/g. \textsuperscript{20}

Organometallic complex, on the other hand, can also be used as electrode materials for printable batteries. Instead of forming polarons in a conjugated polymer backbone, utilizing multi-valent metallic ions is another way to achieve redox active electrochemistry. Different ways have been reported to disperse metallic ions into organic solvents. It has been reported that polymers can be synthesized to covalently bonded to metallic radicals, such that polymer backbone was used to carry the redox active species. \textsuperscript{24} Charged metallic cations can also be dispersed into organic solvents (apolar) by forming reverse micelles with surfactant counterions as well. \textsuperscript{25,26} The advantage of using surfactant chains for dispersing is that it is a simple, economical, and versatile method that works for almost all multi-valent cations. In this study, electrochemistry of organometallic complex that can be dispersed into organic solvent is investigated.
6.2 Experimental

6.2.1 Materials

Sodium dodecyl sulfate (SDS, 98%), Dioctyl sulfosuccinate sodium salt (AOT, 97%), Sodium dodecylbenzenesulfonate (SDBS, technical grade), iron (III) chloride (97%), aluminum chloride hexahydrate, vanadium (III) chloride (97%), cobalt (II) chloride (97%), pyrrole (98%), 3,4-ethylenedioxythiophene (EDOT, 97%), tetrabutylammonium tetrafluoroborate (TBATFB, 99%), ferrocene (Fc, 98%), potassium sulfate (99%), and propylene carbonate (PC, 99.7%) were purchased from Sigma Aldrich (St Louis, MO). Cerium (III) chloride (99.9%) was obtained from Alfa Aesar (Tewksbury, MA). Sodium chloride was purchased from Fisher Scientific (Pittsburgh, PA). All chemicals were used as received without any further purification. Lithium disks, battery separators and cases for packaging were bought from MTI corporation (Richmond, CA). 1M lithium hexafluorophosphate solution in ethylene carbonate and dimethyl carbonate (EC/DMC=50/50(v/v)) was purchased from Sigma Aldrich and used as electrolyte.

6.2.2 Scanning Electron Microscopy

SEM images were taken by an FEI XL830 dual beam scanning electron microscope. Sample solutions were drop casted on a piece of silicon wafer. After they were completely dried, a thin layer of ~8 nm gold/palladium was sputtered onto the sample surface. This extra step right before imaging was to prevent charging during imaging, since conjugated polymer themselves were not conductive enough to completely eliminate charging effects.
6.2.3  

Organometallic salt complex, PEDOT, and Ppy synthesis

The general synthesis procedure was following the method reported by de la Iglesia et al. \(^{26,27}\)  
Surfactants were dissolved in DI water and stirred for at least a few hours before they completely dissolve. AOT sample required a much longer time for dissolution, which was typically stirred overnight before use. Metallic chloride was dissolved in DI water. They were then added to surfactant solutions while stirring until organometallic salt complex aggregated and precipitated. Extra metallic chloride solutions were added to ensure the consumption of all surfactant groups. The precipitate was filtered and dried in a watch glass under vacuum at room temperature for at least 24 hours. To synthesize conjugated polymers doped with surfactant chains, the dried iron (III) salt complex was dissolved in toluene first at a concentration of 30 mg/ml and either monomer 3,4-Ethylenedioxythiophene (EDOT) or pyrrole (Py) was added to salt complex solution at a ratio of monomer/Iron complex=1:1. The solutions were left polymerizing for a few weeks to ensure complete polymerization. The resulted polymer solution was washed for at least three times using ultrafiltration to remove the excess surfactant chains and reacted iron (II) complex until the filtrate color become clear. Then the polymer solutions were dried in chemical hood before use.

6.2.4  

Small Angle Neutron and x-ray Scattering (SANS and SAXS)

Small angle neutron scattering experiments were performed at the NIST Center for Neutron Research (NCNR) (Gaithersburg, MD). Standard configuration with four detector positions, including lens, was used to cover a q-range of 0.002<q(Å\(^{-1}\))<0.4 of NGB 30. For detector position with lens, neutron beam with 8.4 Å wavelength was used and 6 Å neutron was utilized for the rest of the detector positions. Ultra-small angle neutron scattering (USANS) was performed on BT5 at
The obtained data was stitched with SANS profile to extend the low q range to $3 \times 10^{-5}$ Å$^{-1}$. The SANS and USANS experiments were conducted on the exact same sample. The polymer samples were dispersed into d-chloroform at a concentration of 15 mg/ml. Tip sonicator was utilized assist polymers to form a stable dispersion. Titanium cell with 1 mm path length was used and the samples were loaded between two quartz windows. The scattering profile was corrected using the empty cell scattering from two quartz windows and background scattering signal with blocked beam. The intensity was normalized to absolute scale by measuring the open beam flux.

Igor reduction macro $^{29}$ was followed to reduce the SANS data.

The solid sample was characterized by small angle x-ray scattering (SAXS) using a SAXSESS instrument from Anton Paar (Graz, Austria). X-ray beam with 1.54 Å wavelength was utilized. 2-D scattering patterns was collected using an image plate and the data is reduced by SAXSQuant software. For powder samples, a 75 μm thin glasses were used to sandwich the organometallic salt complex in a static cell. The scattering profile was collected for glass and subtracted from the sample intensity. For printed films, the polymer solution was spray coated on the thin glass before use.

**6.2.5 Brunauer-Emmet-Teller (BET) measurement**

A FlowSorb surface area analyzer (MicroMeritics Corp., Norcross, GA) is used to characterize the surface area of the polymers. Before each measurement, the weight of the sample was measured and recorded. The samples were purged with dry nitrogen flow for overnight to remove water or solvent molecules that were trapped within the materials that could potentially affect the results. A gas mixture of helium (70%) and nitrogen (30%) was used for the experiment. Helium served as carrier gas and nitrogen was used as adsorbate. The system was calibrated by injecting 1 ml
pure nitrogen into the system until 2.84 m² reading was obtained. Liquid nitrogen was used to cool down the system and to induce gas adsorption. The surface area was extrapolated by measuring the thermal conductivity difference after nitrogen adsorption.

6.2.6 Cyclic Voltammetry

A Gamry potentiostat (Reference 600, Warminster, PA) was used to conduct cyclic voltammetry experiments. Working electrode (glassy carbon), counter electrode (platinum wire), as well as Ag/AgCl reference electrodes were purchased from BASi (West Lafayette, IN). The 3-electrode characterization in solution was followed by purging of argon gas with C-3 cell stand (BASi). The solid salt CV was conducted by dissolving them in methanol and then was drop casted onto working electrode repeatedly. They were dried in a chemical hood before measurement. Electrolytes were dissolved in water before measurement. The cell stand was also served as a faraday cage to minimize the electrical interference for the signal. The cyclic charge and discharge testing for coin battery was also performed with Gamry potentiostat.

6.2.7 Battery assembly and characterization

The battery schematic was shown in Figure 6.5. The electrode materials were coated on aluminum foil and dried in vacuum chamber before use. If carbon black (Super P, Timcal Graphite & Carbon) is used, it is mixed with active materials in 1:4 ratio. 1M LiPF₆ in a mixture of ethylene carbonate and dimethyl carbonate with 1:1 ratio was used as electrolyte. The separator film (Celgard 2400) was soaked in electrolyte before assembly. The assembly of the coin battery (CR2016) was achieved by using a hydraulic crimping machine (MSK-110, MTI, Richmond CA) in an argon
filled glovebox to ensure complete seal. The battery cyclic charge and discharge testing was performed using a Gamry potentiostat with a global software license. The voltage range was chosen between 1.5 V and 5 V (v.s. Li/Li$^+$).

6.3 RESULTS & DISCUSSIONS

The general synthesis method of organometallic salt complex enables customized production of various metallic ions and surfactant chains, which can be finely adjusted to accommodate different applications. The electrostatic interaction between metal ions and surfactant head groups results in a relatively stable complex that is not soluble in water. Figure 6.1 (a) shows photo images of several examples of organometallic salt complexes. The molecular structure of the three surfactants are drawn in Figure 6.1 (b). The materials can be designed in different ways for different purposes. Simply switching the metallic chloride and the surfactants can result in a new material. The color of the salt complexes varies greatly with the choice of metal ions. Aluminum and Cerium metal ions usually have a white color, while cobalt, iron, and vanadium samples are more colorful. Changing the surfactant groups can also tune the colors. Of the same metal ion, AOT and SDBS have a relatively dark color and SDS shows a lighter color. In addition, the physical forms of the samples are also determined by the molecular structures of the complexes. The SDS samples are often in powder form. In comparison, SDBS and AOT samples tend to form gels. Generally speaking, the yield of divalent organometallic (cobalt) salt complex is much lower than their counterparts with trivalent metal ions. This is because the divalent salt complexes are electrostatically bonded to two surfactant chains at most. Thus, they remain dispersed and are relatively difficult to precipitate out from aqueous solutions.
Figure 6.1. (a) Optical photographs of the synthesized salt complex using various metal ions (columns) and different surfactant groups (rows). (b) Molecular structures of surfactants SDS, SDBS, and AOT.
A closer look into the organometallic salt complex from the molecular scale could provide more insights into the physical difference of the complexes using different metal ions and surfactant chains. The molecular packing of the complex is highly dependent on the surfactant chains. For example, SDS, a relatively short linear chain surfactant, leads to a very crystalline form of the salt complex. The SAXS patterns of iron and aluminum complexes are shown in Figure 6.2. For both metal ions, SDS samples exhibit multiple well-defined peaks at relative high q region, indicating high crystallinity in the samples. At low q-region, both iron and aluminum samples with SDS show steepest slopes of all three surfactants. Power law fitting to the low-q region of SDS reveals a slope of ∼2. This could be due to the formation of fractal structures with a fractal dimension of 2. It is also possible that part of SDS doped metal complex may form larger structures, leading to an increase in low-q region. It is interesting to note that simply changing the metal ions does not affect the major peak positions between 0.2 and 0.3 Å⁻¹ for DBS and AOT salts. This indicates that those peaks may result from the scattering of the surfactant chains.
Figure 6.2. 1-D SAXS scattering profiles of (a) iron and (b) aluminum salt complexes with the three surfactant chains: SDS, SDBS, and AOT. The measurement was conducted on samples in a solid form.

The electrochemical behavior of iron salt complexes is investigated by cyclic voltammetry (CV) in Figure 6.3. After coating the salt on electrodes, the iron salt complexes are systematically tested with multiple sweeps. It is obvious that the iron salt complex is redox active no matter what electrolyte solution is used. This redox active specie is attributed to Fe$^{3+}$/Fe$^{2+}$ couples, which are closely related to the losing and obtaining one surfactant group, depending on the formed species. Different surfactant groups can slightly tune the location of oxidation and reduction peaks. This could be related to the different mass transfer rates of the surfactant groups while iron ions are oxidized or reduced. It is also possible that the varied molecular structure and moiety within the surfactant chains could affect their bonding strength with metal ions. In 1M NaCl solution, Fe(DS)$_3$ shows both the closest oxidation and reduction peak, which indicates that it is the most quasi-
reversible reaction of the three. The distance between oxidation and reduction peak for Fe(DBS)\textsubscript{3} are very large, which could probably due to the electron withdrawing benzene group in the surfactant chain. Pealing problem exists for all the three iron surfactant complexes in all electrolyte solutions. The more the sample has been cycled through, the less material remains on the electrodes. Fe(DBS)\textsubscript{3} shows the least peeling problem during the cycle, which is attributed to its physical gel form.
Figure 6.3. Cyclic voltammetry measurement of iron complexes with three surfactant groups in various electrolytes. (a) ~ (c) are in 1M NaCl aqueous solution. (d) ~ (f) are in 0.4M K₂SO₄ aqueous solution. (g) ~ (i) are in 0.1 M TBATFB in propylene carbonate. The columns from left to right indicates the 1ˢᵗ, 5ᵗʰ, and 30ᵗʰ cycles. The salt complexes were dissolved in methanol and drop casted on the working electrode before use. The scan rate was fixed at 100 mV/s.

Not only are iron salt complexes redox active, other metal complexes also exhibit potential to be used as battery electrode materials. Vanadium, cerium, and cobalt metal complex are synthesized and their CV curves are recorded in Figure 6.4. Vanadium complexes show the highest
electrochemical activity. Linear surfactant chains (i.e. DS and DBS) show clearer redox behavior compared with branched surfactant chains (AOT). This could be due to the better accessibility because of less steric hindrance of the linear chain. The first oxidation peak appears between 0V to 1V and the second oxidation peak is at close to 2V. A tiny reduction peak is observed for V(DBS)\textsubscript{3} between 0V and 1V and a well-defined one at ~1V. In addition, the moiety in the surfactant group can shift the redox potential of the peaks. By comparing V(DBS)\textsubscript{3} with V(DS)\textsubscript{3}, shifts towards negative potential are observed for all the peaks, which could be explained by the electron pulling from the benzene ring in DBS group. In contrast, complexes with cerium and cobalt as cations do not exhibit reproducible redox peaks. It is interesting to note that those ones that do have oxidation peaks for both metal ions are with DS surfactant groups.

**Figure 6.4.** Cyclic voltammetry of (a) vanadium (b) cerium (c) cobalt salt complex with DS, DBS, and AOT. Ferrocene is used as reference electrode. The measurement was conducted in propylene carbonate with 0.1 M TBATFB as supporting electrolyte. The scan rate is fixed at 100 mV/s. All the curves are recorded after repeatedly sweeping for four cycles.

After the initial cyclic voltammetry test, the organometallic salt complexes are prepared into a coin battery cell as cathode to measure the storage capacity. The schematic drawing is shown in Figure 6.5 (a). Lithium metal is used anode. Different salt complexes are characterized and CV results are
shown in Figure 6.5 (b). Five cycles are recorded to show the repeatability. Both vanadium and iron salt complexes show redox active curves. Iron complex has one oxidation peak (4V v.s. Li/Li⁺) and one reduction peak (2.8V v.s. Li/Li⁺). Vanadium exhibiters two reduction and oxidation peaks, which is consistent to what is shown in the CV measurement in solution in Figure 6.4. The mild oxidation peak at 4.3V v.s. Li/Li⁺ and reduction peak at 2.2 V v.s. Li/Li⁺ indicate that vanadium could have irreversible chemical reactions with lithium metal. Interestingly, when organometallic salts are assembled into coin batteries, the dissolution problem disappears. The curves are all reproducible even if several cycles were measured. This could be due to the confined space defined by the separator in the lithium ion battery cell, which avoids the mass transport issue one the DBS group is dissolved in the electrolytes during a reduction cycle. Similar to what are observed in Figure 6.4 (b) and (c), cerium and cobalt complexes do not show redox behavior.

Figure 6.5. (a) Schematic drawing of a coin battery. The electrode materials were coated to aluminum foil to be used as cathode. (b) Cyclic voltammetry measurement of DBS salt complexes with different metal ions. The scan rates were fixed at 100 mV/s.
The charge and discharge rate performances are characterized for the two metal complexes that have shown redox behavior in CV measurements (i.e. Fe(DBS)₃ and V(DBS)₃). Not much decay is observed for both batteries. Vanadium battery show a slightly higher capacity (~7 mAh/g) at a current density of 26 mA/h compared to its iron counterpart (~2 mAh/g). At all the current density tested, vanadium battery exhibits higher capacity. After charging at high current density, the capacity retains for iron battery when a lower current density is switched back on. In comparison, vanadium salt battery shows decay in capacity at a lower current density. This is consistent with the CV measurement in Figure 6.5 (b) that mild oxidation and reduction peaks are observed. The capacity for bother batteries are relatively low. This is probably due to the low conductivity of the metal salt complexes, since the metal core is associated with insulation layers of surfactant tails. Figure 6.6 (b) and (d) are the first several charge and discharge curves of iron and vanadium batteries. The first discharge cycle for vanadium show a capacity of 35 mAh/g, however, the second cycle show about 60% decrease charge capacity. This is probably due to the chemical reaction of vanadium with lithium mentioned before.
Due to the redox activity of the salt complex, the salt can also be used as an oxidant to polymerize conductive polymers, such as poly (3,4-ethylenedioxythiophene) (PEDOT) and polypyrrole (Ppy). The polymerization follows a reactivation chain polymerization mechanism.\textsuperscript{31,32} In the initiation step, iron surfactant complex, in our case, serves as the oxidant and catalyst of the reaction. The loss of one electron of each EDOT monomer enables them to attack another EDOT monomer to form a dimer. The propagation step requires the re-oxidation of the dimer. Therefore, the molar ratio of iron salt to EDOT monomer is an important parameter that determines the final chain
length and doping density, which closely correlates with the conductivity of the synthesized polymer. This general method can be applied to many conjugated polymer systems to synthesize different kinds of polymers that are dispersible in organic solvent by just simply changing the monomer used. For example, by using a pyrrole monomer, organic solvent dispersible Ppy can be synthesized. Figure 6.7 shows multi-scale images of a series of doped polypyrrole. They exhibited similar spherical shape superimposing on each other as PEDOT reported by Charba et al. The size of the individual sphere varies for different dopants. DS and DBS doped PEDOT exhibited a diameter between 100 and 200 nm, whereas the AOT doped PEDOT has a much larger size of ~500 nm in diameter. This change is attributed to the molecular structure of the dopants, since AOT is a branched chain that occupies larger space.
It is important to note that the size of the spheres observed in the SEM images are critical to electrode material for the battery applications, since it determines the specific surface area. To gain more insights into this, polypyrrole samples doped with different surfactant groups are characterized with SANS and USANS in chloroform, shown in Figure 6.8 (a). Similar scattering profiles are observed for polypyrrole doped with all surfactant chains with a slope of $\sim$4 in the low q region of SANS, indicating a very smooth surface. The SANS profiles can be further transformed into Porod plot in Figure 6.8 (b), which can be used to calculate the specific surface area of the samples using Porod equation as below.
\[ \lim_{q \to \infty} [I(q) \cdot q^4] = 2\pi(\Delta \rho)^2 \Sigma \]  

(6.1)

Where \( \Delta \rho \) is the scattering length density between polymer and solvents and \( \Sigma \) is surface area per volume [m\(^{-1}\)], which can be converted to specific surface area, \( S_v \), [m\(^2\)/g] by knowing density \( \rho_m \) and volume fraction \( \varphi \) of polymer particles.

\[ S_v = \frac{\Sigma}{\rho_m \varphi} \]  

(6.2)

Surface area directly reflects the area of sites that are available for electrochemical reactions. High surface area is desirable for high storage capacity devices. It is clear in the Porod plot that surface area for AOT is smaller than those of DS and DBS doped polymers. This is consistent with what was observed in the SEM images in Figure 6.7 that smaller particles result in larger surface areas.

**Figure 6.8.** (a) 1-D SANS and USANS profiles of polypyrrole doped with different surfactant groups. (b) Corresponding Porod plot of the SANS profile to extrapolate specific surface area.

Another alternative way to obtain surface area is using BET measurement. The polymers are dried and purged overnight with nitrogen to remove the residue water and solvent molecules that are
trapped in small pores within the polymer particles. The surface areas obtained from BET is smaller those from SANS.
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**Figure 6.9.** Comparison of specific surface areas obtained from BET measurement and Porod plot of SANS profile. Three measurements are conducted for each polymer sample to calculate the standard deviation.

Small angle x-ray scattering is also used to characterize polypyrrole and PDEOT powder doped with different surfactant groups, shown in Figure 6.10. The dried powder could remove the incoherent background caused by deuterated solvents, since it has been observed that the PEDOT samples prepared in the same manner show crystalline peaks at high q region.\(^{27}\) It is important to note that the contrast of SANS comes from the hydrogen in the side chain groups of the dopants, whereas SAXS is more sensitive to the head groups in the dopant. Another important distinction between those two measurements is that SANS is measuring the polymer dispersion in organic solutions, whereas SAXS probes the solid-state phase in our experiment. A smaller slope (~2) is
observed in DBS doped Ppy, whereas the slopes for AOT and DS doped polymer exhibit slope of -3. This could be because the DBS doped polymer has a 2-D fractal structure. In contrast, DS and AOT doped polymers have more branched 3-D structures. In other words, this indicates that the powder formed by AOT and DS doped Ppy are more densely packed. In comparison, all the PEDOT samples exhibit similar slopes at low q as that of Ppy: DBS. The difference is that a hump is observed for all PEDOT samples at ~ 0.2 Å⁻¹. Those peaks are at similar locations as that of the metallic salt complex in Figure 6.2 (b). Those peaks probably come from the surfactant dopant on the polymer backbone. This indicates that the dopant in the PEDOT samples possess a stronger interaction with the backbone. They can be easily associated with the polymer, but hard to lose during the iron salt wash step. At the high q region, DS and DBS doped PEDOT samples show well defined peaks, whereas AOT samples exhibit a broad peak at the same position. This phenomena has been observed and reported by de la Iglesia et al..²⁷ The differences in the peak shape and sharpness are probably coming from the variation in the batch synthesis. The peaks at high q are attributed to the stacking of polymer chains, which probably form lamellar structure. The large size and branched shape of AOT group may provide steric hindrance of effective packing of polymer chains.
The above microscopy and scattering characterizations provide insights into the shape, packing, as well as the surface areas of the polymers. It is still important to explore the electrochemical properties in order to be used for battery applications. Figure 6.11 shows the CV curves of both PEDOT and polypyrrole doped with different surfactant groups. Compare to Ppy, PEDOT has better defined oxidation and reduction peaks. The potential difference between oxidation and reduction peaks are small, indicating the redox couple are quasi-reversible. Two oxidation and reduction peaks are observed for all three conjugated polymers with different dopants. DS and AOT doped PEDOT have well defined redox peaks and closer located oxidation and reduction peaks. By tuning the dopant used, the electrochemical properties can be changed. In contrast, Ppy shows well defined reduction peaks, however, DS and AOT doped polymers do not exhibit
oxidation peaks. It is important to note that the polymer samples do not exhibit as much dissolution issue into electrolytes as compared to organometallic salt samples, which can be attributed to both the better adhesion on substrates of polymers and stable oxidation and reduction species that is insoluble in propylene carbonate.

Figure 6.11. Cyclic voltammetry of DS, DBS, and AOT doped (a) polypyrrole and (b) PEDOT conjugated polymers in propylene carbonate solutions. The curves were taken after five sweeps.

Another advantage of conjugated polymer samples is that they are much more conductive than organometallic salts per unit mass (Figure 6.1). This is one of the general merits of polymers that they are both conductive and light weight. As a result, they have a strong potential to be used as batteries with large specific capacity. Due to the conductive and redox active nature, as well as the high stability, it is possible to use conjugated polymers to replace carbon black and binder in a battery. PEDOT: DBS was mixed with V(DBS)₃ at 1:1 mass ratio for cyclic voltammetry measurement in Figure 6.12 (a) and (d). The measurements were conducted for 30 cycles to test
the repeatability and stability. For vanadium salt complex, the CV curves finally disappeared due to irreversible chemical reactions or dissolution of certain oxidation state. DBSA was added into the electrolyte solution to enhance the diffusion of DBS chains to the vicinity of the electrode, thus lower the energy barrier for reforming organometallic complexes during oxidation. The increase in concentration of DBS does not solve the dissolution problem, even with up to 0.5 M concentration (Figure 6.12 (b) and (c)). The potential difference between reduction and oxidation peak become smaller after adding DBSA into electrolyte. At 0.5 M DBSA concentration, the current density is dramatically decreased. After mixing with PEDOT the current density is increased, however, the redox curve eventually disappears after the initial five cycles for electrolytes without DBSA (Figure 6.12 (d)). By adding 0.1 M and 0.5 M DBSA into electrolytes, the oxidation and reduction peaks still preserved even after 30 cycles of sweep (Figure 6.12 (e) and (f)). Two well defined oxidation peaks and two reduction peaks exist for the polymer/organometallic salt composite. By comparing the shape to PEDOT samples in Figure 6.11 (b) and Figure 6.12 (a), the double oxidation/reduction peaks are likely due to the vanadium complex. By introducing the conjugated polymer into the system, the potential for each reduction and oxidation was greatly changed. The potential difference also becomes smaller, which is probably due to the more accessibility of DBS chains.
Figure 6.12. (a) (b) (c) are cyclic voltammetry measurements of vanadium salt complex doped with DBS. (d) (e) (f) are vanadium salt complex mixed with PEDOT: DBS with 1:1 mass ratio. (a) and (d) are measured in 0.1 M TBATFB in PC electrolyte. (b) and (e) are with 0.1 M DBSA and 0.1 M TBATFB. (c) and (f) are with increased DBSA concentration (0.5 M) and 0.1 M TBATFB. After investigating the polymer structure and electrochemical properties, it is important to directly utilize those polymer materials as electrode material of a battery. The mass ratio of polymer to carbon black of 4:1 is used for the cathode formulation. Lithium metal was used as anode material. Figure 6.13 shows the charge and discharge characteristics of Ppy and PEDOT doped with different surfactant groups. The surfactant counterions play a huge role in changing the charge capacity of the electrode materials. This could be the result of a combination of several factors, including surface area, conductivity, interaction strength of dopants and doping concentrations. For both Ppy and PEDOT, the capacity could be above 100 mAh/g. It is interesting to note that the effect of the surfactant group on different polymers varies, which could come from the interactions.
between polymer backbone and dopants. Ppy: AOT shows an initial charge capacity of 190 mAh/g and then started to decrease after the third cycle of the process. After five cycles, the capacity was reduced by almost 50% to ~100 mAh/g. The charge and discharge capacity become almost comparable after four cycles. For PEDOT: DS samples, the degradation was also observed, but to a smaller extent. It also starts with a capacity close to 200 mAh/g. After five cycles, the capacity reduces to ~ 150 mAh/g. Other than those two combinations for Ppy and PEDOT, other surfactant groups exhibit relatively low capacity of at ~ 50 mAh/g. However, for those low capacity materials, the cycling performance was better. No obvious degradation shows for 5 cycles. Although there are some problems associated with Ppy and PEDOT electrodes, those materials do show very promising results to be as electrodes. Compared to other published work of using conjugated polymers as electrodes, the capacity demonstrated here is among the high end of those polymers, which is typically at around 80 mAh/g.\textsuperscript{20,33,34}
Figure 6.13. Charge-Discharge characteristics of (a) PEDOT and (b) Ppy doped with different surfactant chains measured in half battery cell by using Lithium metal as anodes for five cycles. 50 mA/g was used as the current density for charge and discharge the battery.

PEDOT and Ppy are promising as electrode materials for their high charge storage capacity and large tuning freedom. However, all the batteries above were prepared in a conventional way that is hard to scale up. In order to further take advantage of the solvent processability of polymers, the possibility of using them for printable battery applications is explored. Figure 6.14 (a) and (b) show the well dispersed polymer solutions in chloroform. The polymer concentrations are 15 mg/ml and can be readily dispersed into solutions under a short period of sonication. The solution can be spray coated on virtually all substrates. Aluminum, typically used as a current collector, is utilized as an example in Figure 6.14 (c) and (d). Uniform films can be prepared by spray printing of the film without inducing visible cracks on the films.
The printed PEDOT film on aluminum foil is then assembled into a coin battery with lithium metal as anode. Based on the data shown in Figure 6.13, PEDOT: DS shows the highest capacity of all the three dopants, which was chose as the model system for printed films. When PEDOT: DS was used as the only electrode material, a very low capacity was observed (less than 10 mAh/g in Figure 6.15 (a) and (d)). It was postulated that the low capacity was because of the low conductivity in the electrodes. Consequently, 20% mass ratio of carbon black was mixed with PEDOT: DS to form a stable dispersion before coating them into film. In Figure 6.15 (b) and (e), a dramatic enhancement to above 40 mAh/g was observed with the addition of carbon black. Five batteries were averaged to obtain the error bars. To validate that the improvement is purely due to the charge storage of PEDOT polymers, pure carbon black was spray coated onto aluminum substrate and the battery performance was shown in Figure 6.15 (c) and (f). The carbon black only sample shows a capacity below 10 mAh/g. It is clear that the improvement of capacity was because of more charge transport paths and the improved capacity was from PEDOT: DS. It is important to admit that
compared to the polymers prepared in the traditional way, the spray coated film exhibits lower capacity for the same material. Further engineering of the spray coating process can be controlled to improve the charge capacity. Also, it is necessary to investigate the polymers doped with different surfactant groups using spray coating to obtain a full spectrum of how the polymer films perform.

**Figure 6.15.** (a) (b) (c) Battery cyclic performance and (d) (e) (f) charge discharge curves of batteries prepared from spray coating film. (a) and (d) are films with only PEDOT: DS. (b) and (e) correspond to carbon black spray coated films. (c) and (f) are mixing PEDOT: DS with carbon black at 4:1 mass ratio. The error bars in the battery cyclic performance curves come from the number of batteries specify in the legend of each condition.
To gain more insights of the differences between spray coated and powder films. Small angle x-ray scattering was utilized as tool to probe the chain packings by using a transmission mode. The powder films were sandwiched between two pieces of thin glass (75 μm thick) in a static cell. The spray coated films were directly coated on the thin glass. The glass background was subtracted from the sample scattering intensity. For DS and AOT doped Ppy, not much difference was observed of the spray coated film v.s. the powder films. A slight difference exists for Ppy: DBS films. At mid-q region (0.03 ~0.2 Å⁻¹), a broad hump appears for spray coated film. Same conclusion can be made that the DBS doped polymer has a shallower slope compare to the other two polymers, indicating a less densely packed film.

**Figure 6.16.** Small angle x-ray scattering of films prepared in powder form and spray coated form for the three surfactant groups doped Ppy conjugated polymers. The intensities were not normalized to absolute scale. They remain arbitrary units.
6.4 **Conclusion and Outlook**

In conclusion, both organometallic salt complex and surfactant group doped conjugated polymers that can be dispersed into organic solvents have been synthesized. The general method has the potential to be used for packing metal ions or polymer chains into apolar solvents. Various metal ions and polymers have been explored as electrode materials for printable battery applications. By simply changing the dopant to the polymer backbone, the surface area and redox behavior can be changed. Their structures were characterized by various techniques, including SEM, SANS, SAXS, and BET measurement. Cyclic voltammetry and coin battery was used to probe the film electrochemical properties. The polymers generally exhibit a specific area of \( \sim 10 \text{ m}^2/\text{g} \) and the charge capacity can be up to 150 mAh/g, which is higher than most of the reported polymers of the same kind. It is demonstrated that conjugated polymer synthesized through reactivation chain polymerization has a strong potential to be used as printable battery electrodes.

To further enhance the charge capacity, the synthesis method could be modified to improve the conductivity and eliminate side reactions. It has been reported that using larger amount of oxidant (iron to monomer ratio) could result in enhanced conductivity.\(^{19}\) Similar trend has also been observed in the PEDOT polymer we synthesized (Figure 6.17) that oxidant to monomer ratio above 2 leads to an increase in the conductivity. During the polymerization step, the organic side chains are doped on the polymer backbone. The dopant is necessary for achieving high conductivity, at the same time, they help polymers to disperse well in organic solvents. Another important factor that could lead to a better quality of the synthesized polymer is that the synthesize can be conducted in a glove box to remove water and oxygen that may lead to side product or terminate the activation sites during polymerization. What is more, the iron salt complex can also be changed to stronger
oxidant. Richards et al. and coworkers utilized sodium persulfate as oxidant and iron salt as catalyst, a DC conductivity of 100 S/m was obtained. 
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**Figure 6.17.** Conductivity of Fe(DBS)$_3$ salt complex synthesized under different iron to EDOT ratio.

Other than revising the synthesis procedure, other monomers could be selected for electrode materials, which could provide more choices for redox potential or charge capacity. For example, polyaniline shows a theoretical capacity of close to 300 mAh/g, which also follows a reactivation chain polymerization mechanism. What is more interesting is that polyaniline film can be doped with the counterions from different acids, thus changing the redox states. Thus the doping could be achieved either during the polymerization, as what was shown for Ppy and PEDOT, or after the polymerization when then form a film. Since the surfactant chains has their corresponding
acid form (DBSA is the acid form of SDBS), it would be interesting to explore how the acid change the redox states of polyaniline that can be dispersed into organic solvents.
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Chapter 7. Redox active materials for flow battery applications

7.1 INTRODUCTION AND MOTIVATION

Nowadays, climate change caused by harmful greenhouse gases (GHGs) emission has drew increased attention from all over the globe.\(^1\) A lot of evidences are shown during this rapid change in the past century, including sea level rising because of the melting of glaciers, temperature increase, and water acidification due to the dissolution of the emitted carbon dioxide.\(^1\) Those changes have been linked to the fossil fuel production and consumption, which accounts for 90% use of all the energy sources.\(^1,2\) In order to mitigate the environmental problem and achieve sustainable development, renewable energy sources, such as solar energy, wind, biomass, and hydropower have spurred a lot research to convert all energy sources to electricity in order to face climate change.\(^2\) However, the harvesting of renewable energy sources are often lack of consistency, which cannot be used as a reliable source for consumption.\(^3\) On the other hand, the energy demand during the day is largely dependent on the time. Because of this variation, the peak time of energy generation may not necessarily match with that of the energy consumption. It is, therefore, important to develop energy storage systems that can collect the intermittent energy sources and serve as stable output to users.\(^4\)

Redox flow battery is a great candidate that can be used to store electricity in a large scale. It consists of two tanks of redox active materials in liquid and is separated by a membrane that only allow certain ions or charges passing through. Its capacity depends on the amount of active species stored in the tank and can be easily scaled up to lower the cost. Redox flow battery has been considered as a promising candidate to achieve the target set by Department of Energy (DoE) to reduce the cost of energy to $100 (kWh)\(^{-1}\) by 2023.\(^4\) So far, many redox active species have been
recognized, including organometallic ions that can be dispersed in organic solvents and small organic molecules that are economical. In this work, both the organometallic salt complex synthesized by the method described in Chapter 6 and small molecular species will be presented as candidates for redox flow batteries.

The major advantage of flow battery in organic solutions is that a wider potential window can be achieved compared to aqueous flow batteries. It can also work at elevated temperatures and possess high energy and power density. Many metal ion species have been found to be dispersible and redox active in organic solvent, such as iron, vanadium, chromium, cobalt, and cerium. Typically, those metal ions are packed into organic solvents by forming organometallic complex with organic chains to help metal ions forming stable dispersion. Due to the high potential window, a cell open circuit potential of above 2V can be achieved. Liu et al. demonstrated an open cell potential of 3.4V for vanadium battery. In most of the papers, a relatively polar solvent (acetonitrile) is usually used to disperse the organometallic complex. It is important to note that by changing the organic side chains of the complex, or the solvent it is used, the structure of the dispersed structures can be tuned. The complexes can form rod-like structures or micelles, which are important for flow batteries applications, since the active species are the metal core and the shell of organic chains are electrically insulating.

7.2 EXPERIMENTAL

7.2.1 Materials

All chemicals and solvents were used as received. Sodium dodecyl sulfate (98%), Dioctyl sulfosuccinate sodium salt (AOT, 97%), Sodium dodecylbenzenesulfonate (SDBS, technical
grade), iron (III) chloride (97%), aluminum chloride hexahydrate, vanadium (III) chloride (97%), and cobalt (II) chloride (97%) were obtained from Sigma Aldrich (St Louis, MO). Toluene (99.9%), chloroform (99.9%), acetone (99.7%), methanol (99.9%), propylene carbonate (99.7%), and 2-propanol (99.9%) were purchased from Fisher Scientific (Hampton, NH). Ferrocene (Fc) and tetrahexylammonium bromide (THABr) were purchased from Sigma Aldrich and used as received.

7.2.2 Cyclic voltammetry

The Cyclic voltammetry (CV) measurement is performed on Gamry potentiostat (Reference 600, Warminster, PA). Glassy carbon is used as working electrode and a platinum wire is used as counter electrode. A quasi reference electrode is assembled by immersing silver wire into a solution that dissolves 0.1 M ferrocene and 0.1 M supporting electrolytes (THABr). The same solvent that dissolves the analytes is used prepare the quasi reference electrode, unless otherwise mentioned. All the electrodes are purchased from BASi (West Lafayette, IN). The characterization is performed using 3-electrode mode with a C-3 cell stand (BASi) that is capable of stirring and purge argon gas into the solution, as well as screening out signal noise originates from electrical interference with a Faraday cage.

7.3 Results & Discussions

Dispersing metal ions into organic solvents can not only benefit electronic device fabrication, since water is eliminated from the process, it is also very useful in obtaining active materials that can be used in flow batteries. This is because the organic solvents usually provide a wide potential window for the batteries to operate, which potentially enhances the charge capacity. At the same time, however, it remains difficult to disperse large amount of metal ions into organic solvent. As a result, the organometallic salt complexes that are previous described as active materials for solid-
sate batteries, are once again explored as candidates for use in organic flow batteries. The cyclic voltammetry measurement was used as a major characterization tool to measure the electrochemical activity. The salt complexes were dispersed in methanol and the CV characteristics are shown in Figure 7.1. All the measurements were repeated for ten cycles to demonstrate reversibility. Three different metal ions, including vanadium, iron, and cobalt, doped with different surfactants are all tested. In methanol, all the metal complexes are electrochemically active. The vanadium complexes show two oxidation peaks (~0.2V and ~1.5V) and two reduction peaks (~0V and ~-1V). By changing the type of the doped surfactant groups, the peak position will be shifted. The shape and current for oxidation and reduction peaks between 0V and 1V are affected the most. This is probably due to the accessibility of metal ions, since they are coated with a shell of insulating surfactants that form spherical micelles. Also, the bonding strength of the metal ions to different surfactant groups can vary. Clear oxidation and reduction peaks are observed in iron complexes as well. Similar to vanadium complexes, the measured redox potentials are affected by the choice of surfactant chains. Their oxidation peaks are located between 0.7 V and 1 V and the reduction peaks are in the range of 0 V and 0.5 V. For both vanadium and iron ions, their DBS doped complexes exhibit the lowest current density, which is probably due to the difference in electrostatic bonding exerted by additional benzene ring in the surfactant chains. The least active complex is cobalt (II) complex, which is shown in Figure 7.1 (c). For the two surfactant groups that are tested, only one oxidation peak is observed between 0 V and 0.5 V. No clear reduction peak presents, which indicates that the oxidation reactions are electrochemically irreversible.
Figure 7.1. Cyclic voltammetry measurement in methanol of (a) vanadium (b) iron and (c) cobalt complex doped with different surfactant chains. A fixed concentration of 50 mM salt complexes is used.

It is found that it is important to specify the solvent used to prepare quasi reference electrode because it shifts the potential of the measured potential. Figure 7.2 shows the CV curves of the same species at the same concentration, but using quasi electrodes prepared in PC, instead of methanol. Methanol is still the solvent used to disperse organometallic complex. It is clear that for quasi reference electrode prepared using PC as solvent, the electrochemical potential shifts towards higher potential values compared to reference electrodes in methanol. The difference also depends on redox active species and can vary between 0.2 V and 0.5 V.
Figure 7.2. Cyclic voltammetry of (a) vanadium and (b) iron salt complexes doped with different surfactants using quasi reference electrodes prepared in propylene carbonate. The comparison of CV curves of (c) vanadium (DBS)₃ and (d) vanadium (AOT)₃ using reference electrodes prepared in different solvents.

The changing of the solvent can tune the potential window that the batteries are operating. In addition, the structures of the metallic organometallic complexes vary from solvent to solvent. ⁹,¹⁰ It is also important to explore the redox activity of metallic salt complexes in another solvent. Toluene, an apolar solvent, was chosen, which is more difficult to disperse metallic complexes in a large concentration. Figure 7.3 shows CV curves of both vanadium and iron organometallic complex that are dispersed at 50 mM in toluene. One reduction peak is observed for vanadium
complex and no oxidation shows up. In contrast, both oxidation and reduction peaks are presented for iron salt complex, but the oxidation peak is ill-defined. For DBS doped complex, a lower current density and worse redox behavior are observed. Compared to CV curves obtained in methanol, the same species exhibit much less current density and redox potential peaks are not as well-defined. This is probably due to the much larger metal ion core formed in toluene compared to methanol, which makes it difficult to access metal ions by the working electrodes, since more metal ions are clustered in the center that is shielded by insulating surfactant chains.\(^\text{10}\)

**Figure 7.3.** CV measurement of (a) iron and (b) vanadium complexes doped with DBS and AOT surfactant chains dispersed in toluene. The quasi reference electrodes are prepared in toluene as well. The concentration of all the organometallic complexes is fixed at 50 mM.

In order to enhance the accessibility of the redox active metal ions, a higher concentration of organometallic complexes, 300 mM, are dispersed into toluene, which is shown in Figure 7.4. No new redox peak appears for vanadium organometallic complexes. The existing peaks remains broad and ill-defined. For iron complexes, especially Fe (AOT)_3, however, the increased concentration does help to improve the redox reaction, indicated by better defined peaks. Two
reduction peaks become apparent at a higher concentration. The CV curves do not show good reversibility and they deviate from each other as it is swept more and more cycles. To further improve the redox behavior, a slower scan rate is used. A sweep of 10 mV/s is used in Figure 7.4 (b). This slow scan rate leads to much better reversible peaks. It is possible that kinetics of charge transport to the metal active sites may play a role in affecting the reversibility. As the micelles formed in toluene is covered with insulating shell consisting of surfactant chains, the charge transport from the electrode to the center of the micelle takes a relatively longer time. This is because the micelles formed in toluene are elliptical in shape and the metal core is large in size when compared to the methanol case where metal cores are much smaller and well dispersed.

![Figure 7.4](image_url)

**Figure 7.4.** Cyclic voltammetry measurement of iron and vanadium complexes dispersed in toluene at 300 mM concentration and sweep with (a) 100 mV/s and (b) 10 mV/s.

### 7.4 Conclusions

It has been demonstrated that the simple, economical, yet versatile method of synthesizing metal complexes that can be used to disperse redox active metal ions into organic solvent, even in
nonpolar solvent, such as toluene, is promising for applications in flow batteries. Vanadium and iron complexes are used as model system to demonstrate the redox active behavior using cyclic voltammetry. Both methanol and toluene have been used to disperse the organometallic complexes. Excellent redox activity is shown in methanol and irons are electrochemically active in toluene. Future work of forming smaller micelles by implementing different chemistry in synthesizing metal complexes or methods to assist formation of smaller micelles are largely needed for organic flow batteries in apolar solvents.
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Chapter 8. Appendix

8.1 Sample Environment for In-situ Electric Field Alignment Using Neutron Scattering Technique

As discussed in Chapter 3, electric filed can be used to align the polymers chains to form anisotropic structures and enhance the charge transport. For the aligned fibers, scattering techniques can be used to quantify the degree of alignment. A simple laser engraved quartz slide is sandwiched between two metal plates was used to quantify the alignment at different electric fields. To continue that project, efforts have been put to improve the sample environment that is compatible with scattering techniques and allows characterization of degree of alignment without sacrificing the illumination area. The exploded and assembled schematic drawing with all parts are shown in Figure 8.1 (a) and (b), respectively. The sample environment consists of a rubber gasket sandwiched between two quartz plates that have lithography patterned silver wires to apply electric field. It is important to note that the baking time for patterning photoresist on quartz are drastically different from the recipe typically used for silicon processing, since the quartz are usually thicker (1 mm) than a silicon wafer and its heat conduction is worse. Roughly 3 times baking time of that of silicon is used for quartz slides. Another issue during the photoresist patterning is that quartz slide is transparent. If anything underneath the slide is a light reflector (such as a screw), even a mirror like dark surface would create an unwanted pattern of the reflective subject on the quartz slide or cause overexposure, which, otherwise, is never an issue for opaque silicon wafers. To solve this problem, a sand paper roughened dark acrylic piece was used under the quartz slide to absorb the UV light passing through the quartz slide. A thin layer of chromium (5 nm) is used before silver layer to improve the adhesion. 100 nm silver metal is deposited onto photoresist patterned quartz slide in a metal evaporator, followed by metal lift-off in a developer.
solution. The drawing of the metal wires pattern and the aligned fibers formed on top of the quartz plates are shown in (c) and (d). This cell can dramatically reduce the path length for the neutron beam, which could reduce the chance of having multiple scattering if that ever becomes an issue. The path length is defined by the thickness of gaskets and can be easily tuned by changing different gaskets. Chemical solvent resistant Viton sheets are laser engraved into gaskets to ensuring well sealing of the cell. Another advantage of this cell is that the reduced distance between two electrodes can effectively reduce the applied electric potential for a given field. This way, very high frequency electric field can be easily achieved by using a function generator, which reduces the hazards of having electrical shock. In addition, the increased area of electrode edge compared to the initial design in Chapter 3 can align polymers more effectively. What is more, the cell is more practical to check for leaking or perform in-situ optical measurement, if the structure change can induce a color change, because of the transparent quartz windows. Figure 8.1 (e) is a 2-D scattering patterns of a demonstration of the sample environment aligning P3HT under electric field. The 1-D cut the 2-D scattering in both horizontal and vertical directions is presented in (f). Clearly, the alignment in nano-meter scale is observed using this sample environment and the alignment persist to micro-meter scale, which is shown in the optical image in the inset figure. This sample environment can be used to characterize alignment of various polymers over a wide length scale. 10 Less than 1 ml of the solution is used for the sample.
Figure 8.1. (a) Exploded view of the sample environment that enables in-situ application of electric field during scattering experiment. (b) Assembled view of (a). (c) Schematic of electrode lines patterned on quartz through photolithography (d) Schematic of aligned polymers under electric field. (e) 2-D SANS scattering profile of 3 mg/ml P3HT in a solvent mixture of 75% d4-dichlorobenzene and 25% d26-dodecane aligned with this sample environment (f) Reduced 1-D profile of aligned P3HT integrated along horizontal and vertical direction. The inset figures in (f)
is an optical microscopic image of the aligned fibers that resulted in scattering in (f). (a) and (b) are designed by Dr. David S. Li.

### 8.2 Supporting Information for Chapter 3

#### 8.2.1 Electrode Polarization

In order to exclude the electrode polarization effect due to ions in the solvents, the following experiments were performed. If ions contribute to the measurement, the origins of ions may come from either the solvents or from impurities in the dissolved polymers. To test this while preventing the formation of nanofibers, regiorandom P3HT was used since it will not crystallize into nanofibers due to its random side chain configuration. Consequently, two sets of samples were prepared: solvent mixtures of dodecane and 1,2-dichlorobenzene and the same samples containing 30 mg/ml regiorandom P3HT. The configuration was identical to the parallel plates geometry described in the main text. Moreover, if any of the above samples induce electrode polarization, changes in permittivity should be observed as a function of electrode separation distance.

Therefore, both sets of samples were measured at 0.5mm and 0.25 mm distances to compare the results.

From the result in Figure 8.2 below, solvent and regiorandom P3HT samples are almost identical to each other at all of the different gap distances. Moreover, the value of $\varepsilon'$ is much lower than that found for electric field aligned P3HT fibers. Therefore, the high permittivity at low frequency should be attributed to the assembled P3HT structure. Impedance spectroscopy measurement carried out by other groups on solid P3HT films, also show a uptake of permittivity at low frequency. 11–13
Figure 8.2. Permittivity of 30 mg/ml regiorandom P3HT in 25 wt% dodecane and 75 wt% 1,2-dichlorobenzene mixture and its solvent as a function of frequency. Both samples were conducted at two different gap distances: 0.25 and 0.5 mm, respectively. The experiment was performed in the same way as the dielectric spectroscopy measurement described in the main text. The voltage amplitudes used were 20 mV.

8.2.2 FFT Transformation

FFT transformation of model images was also used in order to better understand the meaning of features that were observed. Figure 8.3 shows FFTs performed on artificially generated images that were treated identically to the experimental images. Clearly, horizontal alignment results in the formation of vertical features of high intensity in the FFT. Interestingly, when lines are spaced with a repeating distance (Figure 8.3), the intensity concentrates in two high intensity ‘points’ similar to a diffraction pattern. When randomness is introduced in the separation distance, the
‘points’ diffuse and lead to a high intensity ‘stripe’. In FFT from experimental images, we observe features that are characteristic of both of these cases.

Figure 8.3. Raw images of artificially generated lines and corresponding FFT transform of (a) equally spaced (b) randomly spaced and (c) entangled fibers. Two dots appear in the FFT image if the fibers are well aligned and with equal distance as in (a). In contrast, the loss of alignment in (c) shows a vertical stripe for entangled fibers.
In order to extract more quantitative information from SANS experiments, direct 2-D fitting was performed using an aligned cylinder model at two electric field conditions that resulted in alignment: 200 V/mm and 400 V/mm at 250Hz. The SANS results and the corresponding fits are shown in Figure 8.4. The fitting was performed by keeping three parameters as variables: cylinder radius \((r)\), length \((l)\), and standard deviation of tilt angle \(\theta\) with respect to the electric field direction (i.e. horizontal). An explanation is shown in Figure 8.5 (a). In perfectly aligned samples without deviations, the value of \(\theta\) is 0°. During fitting, the mean value of the distribution was fixed at 0° and the standard deviation of the distribution was fit. The fit results are shown in a table in Figure 8.5 (b). It is noteworthy that higher electric field amplitudes resulted in fibers with smaller standard deviation of \(\theta\). This is consistent with our proposed mechanism that higher amplitude resulted in larger DEP force, which can transport smaller fibers and improve orientation along the electric field direction. The angular distribution is also plotted in Figure 8.5 (c)
Figure 8.4. 2-D fitting of the SANS data based on cylinder model for 200V/mm at 250Hz and 400 V/mm at 250Hz electric field alignment conditions, respectively.

<table>
<thead>
<tr>
<th></th>
<th>r (nm)</th>
<th>L (nm)</th>
<th>STD (θ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 V/mm</td>
<td>13.5</td>
<td>100.7</td>
<td>50</td>
</tr>
<tr>
<td>400 V/mm</td>
<td>12.1</td>
<td>110</td>
<td>23</td>
</tr>
</tbody>
</table>

Figure 8.5. (a) Schematic of a perfectly aligned fiber (θ = 0°) and a fiber with a finite angle θ relative to horizontal direction. (b) Cylinder radius (r), cylinder length (l) and standard deviation of θ (mean was fixed at θ = 0°) obtained from 2-D fitting. (c) Angular distributions from 2D SANS fits for 200 and 400 V/mm.
8.2.4  

*Rheology*

The repeatability of the rheology measurement in the main text is plotted in semi-log scale and shown in Figure 8.6. It is clear that the application of the AC field strengthens the gel while the application of DC fields results in a weaker gel.

![Complex modulus for 30 mg/ml P3HT samples in 25 wt% dodecane mixed with DCB formed with 0, 200 V/mm 250Hz and 200 V/mm DC electric fields as a function of time. Three samples were repeated and shown for each condition.](image)

**Figure 8.6.** Complex modulus for 30 mg/ml P3HT samples in 25 wt% dodecane mixed with DCB formed with 0, 200 V/mm 250Hz and 200 V/mm DC electric fields as a function of time. Three samples were repeated and shown for each condition.

8.2.5  

*Fractal dimensions obtained from rheology and SANS*

Linear fit of rheology kinetics based on Liu’s model and power law fit of the SANS data at low q range to extrapolate fractal dimensions in Figure 8.7 and Figure 8.8.
**Figure 8.7.** Plots of ln(-ln(1-X_{cr}(t))) as a function of ln(t-g) based on rheological properties $G^*$ according to Liu’s model for (a) without, (b) with 200 V/mm 250Hz and (c) 200 V/mm DC electric field aligned samples, whereas $X_{cr}(t) = \frac{G^*(t)-G_0^*}{G^*(max)-G_0}$. The open circles are the experimental data and the solid red lines are the corresponding fits.

**Figure 8.8.** Reduced 1-D profile of SANS data using customized sample cell depicted in Figure 3 with neutron beam perpendicular to the electric field. The 2-D pattern at 200V/mm 250Hz electric field is reduced by sector integration along horizontal direction. For 0V and 200V/mm DC samples, the 1-D profile is obtained by circular integration. The regions from 0.0033 to 0.007 Å$^{-1}$ are fitted with power law to obtain the fractal dimension ($D_f^S$).
8.2.6  

Dielectric spectroscopy and FEM analysis

Dielectric loss, imaginary and real part of conductivity obtained from dielectric spectroscopy measurement are shown in Figure 8.9 as supplement of dielectric permittivity in Figure 6 (b).

![Figure 8.9](image)

Figure 8.9. (a) Dielectric loss, (b) imaginary and (c) real part of conductivity as a function of frequency. The data was obtained from the dielectric spectroscopy of P3HT organogel in Figure 9 in the main text.

The simulation of electric field gradient distribution between two electrodes was conducted via COMSOL Multiphysics software, shown in Figure 8.10. The electrostatics physics module was used and all of the simulations were performed in 2-D domains. The profiles corresponding to the parallel-plate electrodes were directly imported from an experimental profilometer roughness measurement. The Maxwell’s Equation was used as the governing equation. The system was meshed with free triangular shape of element sizes between 6 nm and 3 µm. Charge conservation
and electrode potentials were used as boundary conditions. Continuity relation was applied for the transition between adjacent materials.

**Figure 8.10.** (a) Simulations of electric field and gradient of electric field squared distributions between two planar electrodes with a 100 µm gap under 20V electrical potential. (b) 2-D potential distribution and electric field contours simulated by COMSOL.

In both SANS and rheology measurements, the electrodes applying electric fields were parallel plates with a ~1 mm separation distance. Although two perfectly flat parallel plates lead to ideally uniform electric field gradient, local electric field gradients, serving to nucleate initial fibers, can be induced by roughness of the electrodes. A Bruker OM-Dektak XT Profilometer was used to measure the roughness of the Ti plates that were used for SANS measurements. The scan length was 3mm and three different positions were measured on the plates and averaged to extract a representative roughness value. The root mean square roughness of the titanium plates used for SANS measurement was 3.92 ± 0.23 µm. The electric field for a rough plate was also simulated by FEM and the gradient of electric field squared, $\nabla E^2$, was plotted in Figure 8.11. The overall magnitude of $\nabla E^2$ dropped by about six orders of magnitude when compared to that of the planar plate with a smooth surface.
electrodes used in microscopy as shown in Figure 8.10. Still, the DEP force would still be large enough to transport the nanofibers when they grow to be large. It is also important to note that the roughness of the electrodes only determines the electric field gradient at initial stages. The electric field would be significantly distorted as soon as some nanofibers start to grow and this further accelerates assembly.

![Figure 8.11](image)

**Figure 8.11.** (a) Simulations of electric field distribution between two parallel plates with different roughness separated by 100 µm under 20V electric potential. (b) Simulations of the gradient of electric field squared between two parallel plates with different roughness separated by 100 µm under 20V electric potential. The roughness was measured with profilometer and the profile was used as the edge of the electrodes. The magnitude of the gradient of electric field squared dropped by six order of magnitudes compared to planar geometry in Figure 8.10 (a).

### 8.2.7 Dielectric force calculations

The real part of Clausius-Mossotti function, which is shown in Figure 8.12 (a), was used to calculate DEP force in Figure 8 (main text). According to Equation-6 in the main text, this factor
determines the signs of torque at x, y, and z directions. These are plotted in Figure 8.12 (b) as a function of frequency.

![Graphs](image.png)

**Figure 8.12.** (a) Comparison of the real part of Clausius-Mossotti function for fully dissolved P3HT coil and nanofibers with different sizes. Radius of gyration is used to describe the size of fully dissolved polymer chains. “a” represents the length and “b” denotes the radius of the nanofibers. (b) Factor \((L_x-L_y)\text{Re}[K_p K_\gamma]\) as a function of frequency determines the sign of the torques for different axis. The blackline indicates “0” torque, which separates positive and negative signs.

### 8.2.8 Zeta Potential

Zeta potential measurements were performed on a Zetasizer Nano HT from Malvern Instruments (Worcestershire, U.K.) using a 1 cm path length quartz dip cell with 633 nm wavelength laser. The P3HT samples were made in 0.3 mg/ml concentrations in 45 wt% dodecane mixed with 55 wt% dichlorobenzene and diluted by 40 times for the measurements in Figure 8.13. The samples were prepared in ambient air or in an argon filled glovebox. A sphere shape was assumed and the Huckel electrokinetic model was used in calculating zeta potential values.
Figure 8.13. Zeta potential measurement of 1 mg/ml P3HT colloidal network prepared in 25 wt% dodecane mixed with 75 wt% dichlorobenzene.

8.2.9 Time Resolved SANS

Time-resolved SANS data are shown in Figure 8.14 with and without electric fields. The slope of the low-q region (0.0037 to 0.007 Å⁻¹) showed a slight decrease from the beginning to the end of the gelation process. The exponent (slope in log-log plot) at the early stage indicates the presence of some large scale heterogeneous structures. Since these aggregates are large, they scatter with a large exponent due to Porod scattering (i.e. q⁻⁴). A combined model of large spheres (i.e. aggregates) and dissolved polymer was used to fit the scattering profile at early stages in Figure 8.14 (c) (300s) and to estimate the amount of aggregation that would lead to this low-q increase. The fit estimated that a very small amount of aggregates (i.e. 0.65% of the total vol% of polymer) with 63 nm in radius was enough to reproduce scattering profile. As the sample crystallizes and nanofibers form, the scattering is rapidly dominated by these emerging nanostructures and the exponent at low-q is reduced. The origin of the aggregates could be contaminants in polymer samples, such as insoluble polymer or residual catalyst. Another possible cause of the low-q signal is due to the error in
correcting empty cell scattering, since the rough electrodes also have large features (>1 µm) that can contribute to low-q scattering. Great efforts have been made to correct for it by increasing empty cell counting time and by measuring every empty cell for each corresponding sample, but the excess signal was not fully eliminated. However, it is important to note that the initial large aggregates at low-q region do not affect the cross-sectional dimensions extrapolated from parallelepiped model, which is performed at mid and high-q region (0.01 ~ 0.3 Å⁻¹) in Figure 8.14.

**Figure 8.14.** SANS of gelation process (a) without and (b) with electric field as a function of time with 30 mg/ml P3HT in 25 wt% dodecane and 75 wt% 1,2-dichlorobenzene in the dielectric cell that has been reported before.¹⁴,¹⁵ (c) SANS data of 30 mg/ml P3HT in a mixed solution of 25 wt% dodecane and 75 wt% 1,2-dichlorobenzene collected at 300s and the corresponding fitting using combined model of sphere and polymer excluded volume model.

8.2.10  
**UV-vis Spectroscopy**

A Thermo Evolution 300 UV-Vis spectrophotometer was used to record the absorption spectra at wavelength between 300 and 800 nm. 30 mg/ml P3HT samples dissolved in 25% wt dodecane mixed with 1,2-dichlorobenzene was loaded between two parallel plates and experiment performed in the same way as the rheology measurement described in the main context. After allowing gelation for 3 hrs, a small amount of sample was taken out to disperse at a concentration
below 0.1 mg/ml in the same solvent used to prepare the gel. Redissolved samples were prepared by heating up the dispersed fibers to ~80 °C to fully dissolve them. Filtrate curves were obtained by filtering dispersed samples with 200 nm pore size syringe filters (VWR, Radnor, PA). Concentration were determined using Beer’s law by fitting the peak absorbance at ~450 nm of the fully dissolved P3HT to extract extinction coefficient.

UV-Vis spectroscopy was also utilized to indirectly probe for structural changes caused by the electric fields. UV-Vis spectra are shown in Figure 8.15 where the solid fraction of fibers was also calculated and compared. The method used for calculating fiber fractions, which was similar to that used in previous publications, consist of filtration and separation of the dissolved fraction. The main absorbance peak in the dissolved state (λ ~ 450 nm) for a fully dissolved sample ($A_{\text{redissolved}}$) and for the extracted supernatant after filtration ($A_{\text{filtered}}$) were used to calculate the fiber/solid fraction using equation (3.1). The absorption spectra for crystalline, re-dissolved, and filtered samples are all shown in Figure 8.15. A small increase of the solid fraction from 79.3% to 84.7% was observed after applying an electric field. According to Clark and coworkers, the ratio of the 0-0 and 0-1 peak absorbance can be used to calculate the free exciton bandwidth (W). Values of W for samples formed with and without electric field were 31.2 and 47.1 meV, respectively. Lower W values suggest a higher order for the interchain π-π stacking. Thus, samples without electric field showed relatively higher order of the π-π stacking than those with electric field.

$$\phi_s = 1 - \frac{A_{\text{filtered}}}{A_{\text{redissolved}}} \quad (8.1)$$
Figure 8.15. (a) Absorption spectra for a fraction of 30 mg/ml P3HT samples formed in rheology measurement with 200 V/mm 250Hz and without electric field alignment at room temperature. (b) Absorption spectrum for P3HT that was redissolved at 80 ºC, crystalized in solution, as well as the supernatant of the solution with solid P3HT removed by filtration.
Figure 8.16. Power law fitting results of USAXS and SANS at low \( q \) range (< 0.01 \( \text{Å}^{-1} \)). The open symbols represent data points and solid lines are the corresponding power law fitting.
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Chapter 9. Conclusions and outlook

9.1 Key Results

The enhancement of electrical properties of conjugated polymers generally includes the exploration of new conjugated polymers by molecular design or the engineering of assembly for existing conjugated polymers to form desired large structures. In this dissertation, both directed- and self-assembly have been demonstrated to be effective in forming ordered structures.

In Chapter 3, we demonstrated that electric field can be effectively used to align conjugated polymers into uni-directional fibers. By applying SANS, optical microscopy, and atomic force microscopy to characterize the structures, it was concluded that alignment can be achieved from nanometer to micrometer scales. The electric field frequency, amplitude, polymer concentration, poor solvent ratio, as well as molecular structures of the polymers are investigated to form a correlation between controllable parameters and the resulted alignment. The optimum condition and molecular design rules are proposed to form effective alignment. The mechanism for alignment is proposed to be dielectrophoresis. The combined effect from electrophoresis, dielectrophoresis, and crystallization of conjugated polymers is the cause for the existence of the optimum alignment conditions for the above controllable parameters.

Chapter 4 presented a method to form nanofibers in commonly believed ‘good’ solvents using acoustic wave. The size and fraction of the nanofibers are carefully characterized by SANS and sTEM. It is found that the dissolved state in ‘good’ solvent is only a local minimum in the energy landscape, which kinetically trap polymers and keep them from forming aggregations. The acoustic wave provides energy to overcome the barrier to form assembly, even using the best solvent for conjugated polymers. The choice of solvent can change the length and aggregation type
of the assembled structures. A correlation between the polymer fractions in fiber form is formed with the peak negative pressure of the acoustic wave. The formation of cavitation is the fundamental reason for the assembly.

In Chapter 5, self-assembly using poor solvents with different polarity is presented. Nanoribbons can be formed with polar poor solvents, while the addition of nonpolar solvent only leads to the formation of aggregates with arbitrary shape. Methanol induces the formation of a different crystalline structure and the hole mobility can be enhanced with this polymorph. This type of crystalline structures can be induced by methanol in different conjugated polymers. It is proposed that the poor solvent molecule interaction with polymer and good solvent molecule is the reason for this polarity dependent self-assembly.

In chapter 6 and 7, conjugated polymers with different dopant and different monomer composition are synthesized. The electrochemical activity is evaluated as solid electrode materials for printable battery applications. Their structures are characterized by SANS, BET, and SEM to correlate with the charge storage capacities. The organometallic salt used to initiate polymerization are also found redox active both as a solid-state material or dispersed in organic solvent. This work provides a way to form versatile materials that the structures can be easily tuned during synthesis.

To continue the above work, several directions are proposed. The preliminary data is collected along with some discussions. Basically, electric field can be combined with flexible substrate for wearable devices that require aligned structures. Acoustic field can also be explored as a general method to direct the assembly of both macro- and small molecules.
9.2 ELASTOMER EMBEDDED WITH ALIGNED CONDUCTIVE FIBERS

Bioelectronics attract a lot of attention because they possess both electrical and flexible mechanical properties within the same device. They can mimic the signaling in biology and potentially replace organs or tissues in human bodies. They can also be used as sensors to detect and record external stimuli. It has been an emerging research area to develop wearable electronic devices that is flexible and ideally stretchable. Examples include electronic skins, biosensors, and organic electrochemical transistors (OECTs). ¹ Conjugated polymer is a good candidate for such devices. The assembly of P3HT into nanofibers can further enhance the charge transport for a much longer distance compared to single polymer chains. Such assembly does not compromise the mechanical properties of the resulting film. Recently work have successfully demonstrated that by integrating P3HT nanofibers into a elastomer matrix to enhance the electrical performance in a flexible and stretchable film. ²,³ As the electric field has been demonstrated to align P3HT nanofibers along one direction, it can enhance the charge transport in one direction while suppressing that in the perpendicular direction. By integrating the aligned structure into the flexible and stretchable substrates, it is potentially useful for controlling signal transporting in a favorable direction and it can also be used for biosensors that detect stretches or bending in a certain direction. Preliminary work of transferring aligned fibers to flexible PDMS substrate is shown in Figure 9.1. The fibers are very well aligned with electric field. A relatively low concentration of 1 mg/ml P3HT was used in a binary solvent mixture of 25% dodecane and balanced with 1,2-dichlorobenzene following the same procedure as described in Chapter 3. In fact, alignment can be further improved by decoupling the self-assembly process from alignment. The self-assembly can be achieved either by using mixing poor solvents to induce assembly or by sonication in good solvents (1,2-dichlorobenzene). The sample solution can be aged for days to weeks to ensure complete assembly.
Then the preformed colloidal network can be casted onto electrodes with AC electric field alignment. The elastomer layer was formed by using commercially available Dow Corning (Midland, MI, USA) Sylgard 184 kit. Both the base and crosslinker are dissolved into hexane to allow fast evaporation of solvents during curing. The base to crosslinker mixing ratio of 10:1 is used. It is important to note that the elastomer mixture should be casted after the alignment is completed, but before the solvent is completely dried. This way, high quality alignment is maintained and at the same time good adhesion between polymer and elastomer layer can be achieved as well. After curing at 80°C for a few hours, the aligned P3HT can be peeled off easily, which can be used for further processing of devices.
Figure 9.1. Optical microscopy image of aligned P3HT fibers that is transferred to PDMS substrates. The alignment is achieved by using 1 mg/ml P3HT in 25 wt% dodecane and 75 wt% 1,2-dichlorobenzene under 160 V/mm and 250 Hz electric field between two pre-patterned silver electrodes.

9.3 Using sonication as an effective tool to enhance the mobility of different conjugated polymers

Chapter 4 uses poly (3-hexylthiophene) (P3HT) as a model system to study the mechanism of induced crystallization by ultrasound. Not only in P3HT, ultrasound can assist assembly in other conjugated polymers to further improve their charge transport. Below are some preliminary results of enhanced device mobility from different conjugated polymers. We have developed a detailed
understanding of how assembly is induced by acoustic wave. It is also important to further explore how much this step can enhance the mobility in a device for different polymers.

Figure 9.2 shows UV-vis spectra of 3 mg/ml PBTTT with and without 30 min sonication in bath. After sonication, the absorption peak red shifted by 9.5 nm. New absorption peaks start to develop at 574 nm and 623 nm, indicating assembly of polymer chain. In order to measure the charge carrier mobility enhancement in conjugated polymer poly[2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene] (PBTTT), bottom gate bottom contact organic field effect transistors (OFETs) are fabricated to probe the charge transport before and after sonication is applied. Since PBTTT has a high tendency to self-assemble in solutions, a good solution (dichlorobenzene) and a relative low concentration (2 mg/ml) is used to minimize the assembly in solution without ultrasound. The transfer curves of 5 devices of each condition are plotted in Figure 9.3 (a) before and after sonication. The drain current increases by almost one order of magnitude when the device is turned on. The calculated saturation mobilities are summarized in Figure 9.3 (b). An enhancement of mobility of about 10 times is observed for polymer solutions after sonication. The threshold voltage also shifts towards 0 V after sonication.
Figure 9.2. UV-vis spectra of 3 mg/ml PBTTT sonicated in 1,2-Dichlorobenzene with and without 30 min sonication.

Figure 9.3. (a) I-V characteristics of organic field effect transistors (OFETs) fabricated from 2 mg/ml PBTTT in DCB with sonication and without sonication. (b) The comparison of mobility and threshold voltage between sonicated and samples without sonication.
Not only homopolymers, the effect of sonication also appears in donor-acceptor conjugated polymers. Poly[2,5-(2-octyldodecyl)-3,6-diketopyrrolopyrrole-alt-5,5-(2,5-di(thien-2-yl)thieno[3,2-b]thiophene)] (DPPDTT) was dissolved in chloroform at 2 mg/ml in both 1,2-dichlorobenzene and chloroform, which are both good solvents for this polymer. The UV-vis spectra are collected after sonicating in a bath or sonication by a tip and shown in Figure 9.4. A longer isonation time leads to more blue shifts of the major absorption peak, indicating structural or conformational change of donor acceptor polymer chain within the solution. In chloroform, similar direction of wavelength shift is observed as well.
Figure 9.4. UV-vis spectra of 2 mg/ml DPPDTT (a) in 1,2-dichlorobenzene after sonicating in sonication bath and (c) in chloroform after sonicating with a sonication tip. (b) and (d) are enlarged image around absorption peak area.

Another strategy to take advantage of sonication induced assembly, especially in solvents that have high cavitation threshold, is to incorporate a small amount of immiscible solvent that has a relatively low cavitation threshold, which can serve as the seeds for cavitation to occur. The increased number of cavitation events can arrange the polymer chains into conformations that can
easily form π-π stacking. Perfluorohexane is a good candidate for inducing cavitation at low peak negative pressure, since the boiling point for perfluorohexane is only 56 °C. By incorporating immiscible perfluorohexane, an increase of drain current is observed for OFET devices in Figure 9.5. The calculated mobility increased by about 1.5 times after sonication.

**Figure 9.5.** (a) A comparison of transfer curves of 2 mg/ml DPPDTT in chloroform with that of adding 10% perfluorohexane to induce assembly. (b) The calculated saturation mobility of samples prepared in the two conditions. The standard deviations are calculated from six devices of each condition.

9.4 **Effect of Ultrasound on Water Soluble Macromolecules**

Water soluble conjugated polymers (WSCPs) have attracted a lot of attention because they allow ‘green’ solvent processing and are biocompatible. They can be used for diagnosis, imaging and therapy because they are electrochemically or electromechanically responsive to external stimuli. They are also used for electron transport layer, as they can avoid interfacial mixing of the solution deposition of sequential layers, which results in improved charge injection for optoelectronic
Although WSCPs possess so many advantages, they still suffer from poor charge transport when compared to their organic solvent processible counterparts. Hole mobility extrapolated from measurement in organic field-effect transistors (OFET) yielded a value of $10^{-5}$ cm$^2$V$^{-1}$s$^{-1}$ and a low power conversion efficiency (PCE) of 0.015% from a working photovoltaic device. In comparison, conjugated polymers processed from organic solvents have already demonstrated mobility of above 0.1 cm$^2$V$^{-1}$s$^{-1}$ and PCE above 10%. In order to overcome this limitation, self-assembly can be used to assist polymer chains to form long range order for better charge transport. The effect of ultrasound assisted assembly is investigated in WSCPs. Poly[2-(3-thienyl)ethyloxy-4-butylsulfonate] sodium salt (PTEBS) is used as a model system for understanding how ultrasound wave can change its structure in solution. The molecular structure of this polymer is depicted in Figure 9.6 (b). A well-defined acoustic wave with 7.2 MPa peak negative pressure is utilized with 20% duty cycle for 2hrs. The UV-vis spectra are recorded for the sample with ultrasound irradiated and for that without any ultrasound treatment. A red shift of 11.2 nm is observed for solutions with ultrasound irradiation. A color change is also observed in the optical microscopic image in the inset of Figure 9.6 (a). Small angle neutron scattering (SANS) is performed on samples with and without ultrasound application. The fresh sample does not have enough statistics. Based on the scattering profile between 0.015 Å$^{-1}$ and 0.03 Å$^{-1}$, it is possible that there is some structure change after ultrasound irradiation.
Figure 9.6. (a) UV-vis spectra of 10 mg/ml water soluble P3HT with and without 7.2 MPa ultrasound application for 150 min. The inset picture shows optical images of the colour change with and without ultrasound application. (b) Corresponding 1-D small angle neutron scattering (SANS) profiles of 10 mg/ml polymer solution with and without ultrasound application. The inset schematic image shows the molecular structure of the polymer.

In contrast, the effect of ultrasound treatment on water soluble polymer without π orbital interaction is investigated using poly (vinyl alcohol) (PVA). Figure 9.7 shows both UV-vis and small angle x-ray scattering (SAXS) of the PVA solution with and without 30 min sonication in bath. For UV-vis measurement, molecular weights of both 31 kDa and 61 kDa PVA are used. The absorption peaks are located between 320 nm and 340 nm, which is shown in the inset image in Figure 9.7 (a). No obvious change is observed after sonication application for both UV-vis and SAXS measurement. This indicates that the molecular structure is important for acoustic field directed assembly. Strong interchain interaction may be a prerequisite for acoustic directed assembly to occur.
Figure 9.7. (a) UV-vis of 20 mg/ml PVA with two different molecular weights with and without application of 30 min sonication in bath. The inset image shows the enlarge figure around absorption peaks. (b) Small angle x-ray scattering of 61 kDa PVA samples with and without 30 min sonication in bath.

Besides water soluble conjugated polymers, proteins can also be assembled under ultrasound. The crystallization of protein is important for structure characterization using x-ray scattering. Figure 9.8 (a) and (b) show 10 mg/ml and 100 mg/ml lysozyme in water under a sweep of varied ultrasound pressures. For 10 mg/ml sample, an increase in intensity and a change of slope is observed after ultrasound application at the low-q region. This indicates that the formation of a larger structure is intrigued by acoustic wave. With higher lysozyme concentration, the data becomes less noisy and a small increase appears after 2 MPa pressure application. At higher pressures, the change of slope becomes more obvious. It is interesting to note that when lysozyme is dissolved into stock solution made of sodium chloride and sodium acetate, which is usually used in biological experiments, the effect of ultrasound is changed. In Figure 9.8 (c), a decrease of both the intensity and the slope at low-q region are observed with low peak negative pressures. Starting
from 6 MPa, the intensity starts to gradually increase. After the pressure sweep, the scattering curve almost overlaps with the starting point. More investigations are needed to identify the structural change that alters the scattering profiles during ultrasound application. The scattering profiles of the stock solution under ultrasound is shown in (d), which does not show much change by varying the peak negative pressure.
Figure 9.8. Ultra-small angle x-ray scattering profiles of (a) 10 mg/ml and (b) 100 mg/ml Lysozyme dissolved in water, as well as (c) 10 mg/ml lysozyme in stock solution and (d) pure stock solution under ultrasound with different peak negative pressures. The stock solution is prepared with 200 mM sodium acetate and 25 mg/ml sodium chloride in water.
9.5 Effect of ultrasound on small molecules

Small bulky molecules can assemble into very ordered sheets or nanoribbons using reprecipitation method by mixing poor solvents to good solvents to induce assembly.\textsuperscript{9,10} It has been found that during this assembly using reprecipitation method of PCBM, acoustic wave can induce better ordered nanoribbons.\textsuperscript{11} The effect of structural change of this molecule using well characterized acoustic wave is investigated in Figure 9.9. The PCBM sample was dissolved in 1,2-dichlorobenzene at 5 mg/ml. Then methanol is added into PCBM solution with 1:1 volume ratio. The solution is divided into two groups. One is used for control without application of any ultrasound. The other one is irradiated with ultrasound of 6.8 MPa peak negative pressure in the sample environment that is described in Chapter 4. A sharp absorption peak is observed at ~430 nm, followed by a large and broad absorption peak between 450 nm and 650 nm. Another small peak is visible at ~700 nm. No obvious color change shows up in both optical photograph and UV-vis absorption spectra.
Figure 9.9. (a) UV-vis spectra and (b) microscopic photograph of 2.5 mg/ml PCBM in a mixture of 50 vol% 1,2-dichlorobenzene and 1,2-methanol.

The samples that are irradiated with ultrasound and without any treatment are both characterized by SANS measurement in Figure 9.10. An increase in intensity is observed after ultrasound treatment. It is clear that ultrasound induces structural change of PCBM. The increased intensity can be from the assembled larger structure after ultrasound. This preliminary data highlights the importance of using ultrasound to assist the assembly of small molecules to enhance their charge transport. At the same time, scattering techniques is found to be a great way to characterize the assembled structures, since it is hard to distinguish the sample structures formed with and without ultrasound under sTEM (Figure 9.11). From sTEM images, very thin sheets are observed for both samples. It seems that without sonication, fibril structures coexist with sheets, however, it is not very convincing that structural difference exists in sTEM images. In order to confirm those findings, more investigations are needed. Efforts can be devoted to exploring the mechanism how
ultrasound assists the assembly of this type of small molecules. The level of supersaturation, poor solvent polarity (it is reported that the only methanol helps the formation into nanoribbons with ultrasound\textsuperscript{11}), acoustic negative pressure, acoustic wave frequency, as well the molecular structures of PCBM by using different derivatives to understand how the assembled structures are affected.

**Figure 9.10.** 1-D small angle neutron scattering profiles of PCBM sample sonicated with 6.8 MPa and without ultrasound.
Figure 9.11. sTEM images of PCBM samples with and without ultrasound application.
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