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In the context of electronic structure theory, formal theoretical development must be accompanied by efficient and scalable computer implementation in order to study molecular systems at experimentally relevant scales. Thus, this work outlines several advances in the development of efficient and scalable electronic structure methods for the treatment of relativistic effects and molecular response. As such, the first chapter outlines the theoretical underpinnings from which the rest of the original work is built upon. The second chapter outlines several contributions to the field of relativistic electronic structure. While relativistic effects are generally considered to only be of consequence only in heavy elements, they can be of profound effect even in light elements. However, implementation of these methods pose several non-trivial complications over their non-relativistic counterparts, and scalable implementation of relativistic electronic structure methods are scarce. The final chapter outlines a contribution to the field of molecular response theory. In electronic structure theory, the problem of molecular response is cast into a large numerical linear algebra problem suitable for modern high-performance computing architectures. This chapter outlines a highly scalable method which allows for rapid evaluation of response functions in a reduced dimension.
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PREFACE

The pursuit of scientific endeavors can not be done in a vacuum: it is largely a collaborative effort in the context of the scientific body as a whole. As such, it would be prudent to outline my contributions and the contributions of others to the research presented in the following chapters.

Chapter 1 presents a reasonably in-depth overview of the theoretical preliminaries which provide a basis for the research in the chapters which follow. While a major part of my graduate research career has been the pursuit of a deep understanding of these theories both from a mathematical and physical perspective, I would be remiss to attribute any of the fundamental theoretical developments outlined in Chapter 1 solely to myself. Chapter 1 depends heavily on the body of scientific literature relating to electronic structure theory and quantum mechanics in general: both contemporary and historical texts. The novel aspect of Chapter 1 is in the presentation of these methods in a cohesive and consistent manner such that the treatments of relativistic and non–relativistic theory are in a sense equivalent. Much of the formal development of the manipulations of these operators in terms of the Pauli matrices was done in collaboration with Dr. Franco Egidi (FE).

Chapter 2 outlines my primary contributions to the field of relativistic electronic structure theory. The first project discussed presents a scalable implementation of non–collinear Kohn–Sham density functional theory in a Gaussian basis set. The general protocol for the generalized density variables utilized in this work were developed by Peralta et al (Phys. Rev. B. 2007, 75, pp 196405) and Egidi, et al (J. Chem. Theory Comput. 2017, 13, pp 2591), though no implementation details were divulged in either of those papers. My primary contribution to this work was the implementation of the proposed algorithm and
in the formal development of the efficient intermediates used for the assembly of the Fock matrix. This work was done in collaboration with Dr. Alessio Petrone (AP), where much of the code development was written through iterations between him and myself. The proof for the adherence of these generalized density variables to the zero-torque theorem was done in collaboration with Shichao Sun and Professor Xiaosong Li. The distributed memory implementation of the numerical integration was written by myself. The efficient intermediates were originally derived by myself, then further refined through discussions with AP. Further, the framework within which this algorithm was developed (ChronusQ) has been primarily development by myself to this point. The majority of the tests were performed by AP and were selected by the two of us.

The second project discussed in Chapter 2 presents an extension of the particle-particle Tamm-Dancoff approximation to two-component relativistic Hamiltonians. This project was originally inspired through email discussions with Professor Weitao Yang and his student Dr. Yang Yang at Duke University. They provided me with non-relativistic test cases which accelerated the development of this algorithm in Gaussian. The development of this algorithm in Gaussian was written by myself, but much of the development would have been stalled had it not been for thorough discussion with FE at the time. The test cases for this algorithm were chosen by FE and ran by myself. Analysis of the results in the context of the two-component time-dependent Hartree-Fock algorithm was done in equal parts by myself and FE.

Chapter 3 presents a novel algorithm for the estimation of the linear absorption spectrum by model order reduction. This work was done in extensive collaboration with Dr. Chao Yang and his student Roel van Beeuman (RB) at Lawrence Berkeley National Lab. The initial idea for applying model order reduction to the absorption spectrum is due to RB. The formal development of the final algorithm was due to extensive discussion between RB and myself. RB provided a proof-of-concept MATLAB implementation of the algorithm using
data provided by myself. The MATLAB implementation provided the primary reference from which I wrote the production implementation in ChronusQ using small test systems. The validation of the algorithm for larger test cases was done by myself. The full eigendecomposition reference values were obtained by RB on the Cori supercomputer using matrices provided by myself.
Chapter 1

THEORETICAL PRELIMINARIES

In this chapter, I will outline the theoretical preliminaries which will serve as the basis for the subsequent development of relativistic electronic structure theory. Further, this chapter will serve as the primary source of notation which will be used throughout the remainder of this work.

1.1 The Physical Hilbert Space and The Slater Determinant

Perhaps the most fundamental axiom of quantum mechanics is in that for every physical system, there is associated a separable complex Hilbert space, $\mathcal{H}$, such that the vectors of said Hilbert space represent the quantum states of the system [1]. Such vectors are referred to as wave functions and the inner product on $\mathcal{H}$ is referred to as an expectation value. The formal structure of $\mathcal{H}$ is dictated by the Hamiltonian for the physical system, $\hat{H}$, through the wave equation

$$\hat{H}(t)|\Psi(t)\rangle = i\partial_t |\Psi(t)\rangle, \quad |\Psi(t)\rangle \in \mathcal{H}. \quad (1.1)$$

Here, $t$ is the proper time of the quantum system and $\partial_t$ is the partial derivative of the wave function with respect to time. The explicit dependence on $t$ will be dropped for brevity in much of the following, except for when its presence is required to avoid ambiguity. The nature of $\hat{H}$ for various physical situations and approximations relevant to this work will be discussed in detail in later sections (see Secs. 1.7 and 1.8 for instance), however the mere existence of such an operator at this stage is sufficient for the subsequent developments. As the primary focus of this work will be the treatment of the many–body electronic problem in molecular quantum mechanics, one might remark that the physical system in question is
a composite system consisting of many, indistinguishable particles (electrons). Denoting the Hilbert space of a composite system consisting of $N$ particles as $\mathcal{H}^N$, we know that as $\mathcal{H}^N$ is separable, it must admit a countable, dense basis [2]. The direct product space consisting of the Hilbert spaces which describe its constituent parts, namely those spaces which describe a single particle system: $\mathcal{H}^1$, provides a convenient basis for $\mathcal{H}^N$ such that

$$\mathcal{H}^N = \text{span} \left[ \bigotimes_{i=1}^{N} \mathcal{H}^1 \right].$$

(1.2)

The separability condition of Eq. (1.2) is crucial to the following developments as it allows one to construct a simple basis for vectors in $\mathcal{H}^N$ as $N$–fold tensor products of single–particle wave functions which form a countable basis for $\mathcal{H}^1$, i.e. $\mathcal{C} = \{ |\phi_p\rangle \} \subset \mathcal{H}^1$ such that $\mathcal{H}^1 = \text{span} [\mathcal{C}]$. In the following, vectors in $\mathcal{H}^1$, in particular elements of $\mathcal{C}$, will be referred to as orbitals.

As the electron is the moiety of interest in this work, vectors in $\mathcal{H}^N$ must adhere to certain additional criteria in order for them to represent physically realizable wave functions. As electrons are fermions, physically relevant elements of $\mathcal{H}^N$, which we will denote $\mathcal{H}^N_{\text{F}} \subset \mathcal{H}^N$, must adhere to Fermi–Dirac statistics, namely that they must exhibit anti-symmetric behavior under particle permutation [3,4], i.e.

$$\mathcal{P}_{ij} |\Phi^N\rangle = - |\Phi^N\rangle, \quad |\Phi^N\rangle \in \mathcal{H}^N_{\text{F}},$$

(1.3)

where $\mathcal{P}_{ij}$ is the particle permutation operator which interchanges particle $i$ and $j$ (for a more thorough discussion on linear operators acting on $\mathcal{H}^N$, see Sec. 1.2). Remark that this notion of particle interchange is intimately related to Eq. (1.2). With this additional constraint, we may construct a basis for $\mathcal{H}^N_{\text{F}}$ with elements [5]

$$|\Phi^N_I\rangle = \frac{1}{\sqrt{N!}} \sum_{\xi \in S_N(\mathcal{K}^N_I)} \text{sign} (\xi) \bigotimes_{i=1}^{N} |\phi_{\xi(i)}\rangle,$$

(1.4)

where $\mathcal{K}^N_I$ is an $N$–element subset of $\mathcal{C}$ and $S_N(\mathcal{K}^N_I)$ is the symmetric group of $\mathcal{K}^N_I$ which consists of all permutations of its elements; denoted here as permutation functions $\xi$. sign$ (\xi) \in$
\{±1\} denotes the sign of the permutation and ensures the anti-symmetry of the overall wave function. Equation (1.4) introduces a number of concepts with are typically jargonized in the quantum chemistry community. In this work, \(\mathcal{K}_I^N\) will be referred to as an \(N\)-particle configuration (or simply a configuration when \(N\) is to be understood from the context), and \(\Phi_I^N\) will be referred to as a Slater determinant. It is important to note that \(\Phi_I^N\) is completely determined by \(\mathcal{K}_I^N\) but is only unique up to a unitary transformation \(^5\), i.e. for a unitary matrix \(U \in \mathbb{C}^{N \times N}\),

\[
|\Phi_I^N\rangle = |\Phi_J^N\rangle \quad \text{iff} \quad |\psi_j\rangle = \sum_{i=1}^N U_{ji} |\phi_i\rangle \quad \forall |\psi_j\rangle \in \mathcal{K}_J^N, |\phi_i\rangle \in \mathcal{K}_I^N.
\]

(1.5)

The \(N\)-fold tensor product on the right hand side of Eq. (1.4) if referred to as a Hartree product, and while not a valid fermionic wave function in and of itself, it provides an important building block for constructing such wave functions and will be the primary moiety with which we will develop the arithmetic of many-body quantum theory. As such, we reserve a shorthand for the Hartree product constructed for a general set \(\{|\psi_p\rangle\} \subset \mathcal{H}^1\) as \(|\psi_1,\psi_2,\ldots\rangle \equiv |\psi_1\rangle \otimes |\psi_2\rangle \otimes \cdot\cdot\cdot\).

As a basis for \(\mathcal{H}^N\), any vector \(|\Psi_n^N\rangle \in \mathcal{H}_n^N\) may be written as \(^5\)

\[
|\Psi_n^N\rangle = \sum_{I} D_I^n |\Phi_I^N\rangle,
\]

(1.6)

where \(D_I^n = \langle \Phi_I^N | \Psi_n^N \rangle \in \mathbb{C}\) is the complex expansion coefficient of the \(I\)-th configuration in the overall wave function, and \(I\) runs over all unique \(N\)-particle Slater determinants which may be constructed from \(\mathcal{C}\). The fact that the set of all Slater determinants forms a basis for \(\mathcal{H}_n^N\) serves as the primary foundation for the majority of approximate quantum mechanical methods regarding molecular systems. In the following, we will assume both \(|\Phi_I^N\rangle\) and the elements of \(\mathcal{C}\) are orthonormal with respect to the metric on their respective Hilbert spaces.

While the Hilbert space representation of the wave function is the most illuminating description for the development of general quantum mechanical theory, it is often advantageous from the perspective of practical calculations that one projects the vectors of the Hilbert space onto a convenient basis. To this end, we consider a specific single-particle basis,
\{ |r, \sigma\rangle = |r\rangle \otimes |\sigma\rangle \}, which consists of the simultaneous eigenfunctions of both the position and z–spin operators, denoted \( \hat{r} \) and \( \hat{S}_z \), such that [6]

\begin{align}
\hat{r} |r, \sigma\rangle &= |r, \sigma\rangle r, \quad r \in \mathbb{R}^3, \\
\hat{S}_z |r, \sigma\rangle &= |r, \sigma\rangle \sigma, \quad \sigma \in \left\{ \pm \frac{1}{2} \right\}.
\end{align}

(1.7a, 1.7b)

Here, we have denoted the particle’s position and z–axis spin projection as \( r \) and \( \sigma \), respectively. Namely, if \( \mathcal{H}^1 \) represents a non-relativistic spin–1/2 fermion, \( \{ |r, \sigma\rangle \} \) forms a complete basis for \( \mathcal{H}^1 \) and admits the following orthonormality condition on the \( \mathcal{H}^1 \) inner product,

\[ \langle r', \sigma' | r, \sigma \rangle = \delta^3(r - r')\delta_{\sigma \sigma'}, \]

(1.8)

where \( \delta^3 \) and \( \delta_{\sigma \sigma'} \) are the Dirac delta function and Kronecker delta tensor, respectively. As \( \{ |r, \sigma\rangle \} \) is continuous, i.e. its spectrum is continuous, its cardinality is uncountable. Thus, its utility does not manifest as it does in the context of countable bases, such as is required by Eq. (1.4), but rather in the fact that it allows for the casting of inner products on \( \mathcal{H}^1 \) as integrals through the resolution of the identity on \( \mathcal{H}^1 \) via

\[ \hat{1}_1 = \sum_\sigma \int_{\mathbb{R}^3} |r, \sigma\rangle \langle r, \sigma| \, d^3 r. \]

(1.9)

As such, for arbitrary \( |\phi\rangle, |\phi'\rangle \in \mathcal{H}^1 \) we may cast the inner product as

\[ \langle \phi | \phi' \rangle = \sum_\sigma \int_{\mathbb{R}^3} \phi^*(r, \sigma)\phi'(r, \sigma) \, d^3 r, \]

(1.10)

where we have defined

\[ \langle r, \sigma | \phi \rangle \equiv \phi(r, \sigma), \quad \text{s.t. } \phi : \mathbb{F} \mapsto \mathbb{C}, \]

(1.11)

and \( \mathbb{F} = \mathbb{R}^3 \times \{ \pm 1/2 \} \). Equation (1.11), as a projection onto an element of a product space, may be further separated onto the spin basis, \( \{ \alpha, \beta \} \),

\[ \phi(r, \sigma) = \phi^\alpha(r)\alpha(\sigma) + \phi^\beta(r)\beta(\sigma), \]

(1.12)
such that

$$
\alpha(\sigma) = \begin{cases} 
1 & \sigma = +\frac{1}{2} \\
0 & \sigma = -\frac{1}{2}
\end{cases}, \quad (1.13)
$$

$$
\beta(\sigma) = \begin{cases} 
0 & \sigma = +\frac{1}{2} \\
1 & \sigma = -\frac{1}{2}
\end{cases}. \quad (1.14)
$$

In general, single–particle wave functions of the form Eq. (1.11) will be referred to as spinor orbitals, or simply spinors. Noting the two spin components, it is also canonical to refer to these types of wave functions as “two–component” (2C) wave functions. For brevity in the following, we will denote $|\mathbf{x}\rangle \equiv |\mathbf{r}, \sigma\rangle$ such that

$$
\int_{\mathbb{R}^4} f(x) \, d^4x \equiv \sum_{\sigma} \int_{\mathbb{R}^3} f(\mathbf{r}, \sigma) \, d^3r, \quad (1.15a)
$$

$$
\delta^4(x - x') \equiv \delta^3(r - r')\delta_{\sigma\sigma'}, \quad (1.15b)
$$

As a basis for $\mathcal{H}^1$, we may construct a basis for $\mathcal{H}^N$ through $N$–fold tensor products of the elements of $\{|\mathbf{x}\rangle\}$ via Eq. (1.2). Denoting $|\mathbf{x}_i\rangle$ as a specific element of $\{|\mathbf{x}\rangle\}$, the vectors

$$
|x_1, x_2, \ldots, x_N\rangle = \bigotimes_{i=1}^N |x_i\rangle \quad (1.16)
$$

form a basis for $\mathcal{H}^N$. Extending Eqs. (1.8) and (1.9) in a similar manner, we may state

$$
\langle x'_{1}, x'_{2}, \ldots, x'_{N} | x_1, x_2, \ldots, x_N \rangle = \prod_{i=1}^{N} \delta^4(x'_i - x_i), \quad (1.17)
$$

$$
\hat{1}_N = \int \cdots \int_{\mathbb{R}^4} \bigotimes_{i=1}^N |x_i\rangle \langle x_i| \, d^4x_i, \quad (1.18)
$$

such that for $|\Phi^N\rangle, |\Psi^N\rangle \in \mathcal{H}^N$,

$$
\langle \Phi^N | \Psi^N \rangle = 
\int \cdots \int_{\mathbb{R}^4} \Phi^N*(x_1, x_2, \ldots, x_N)\Psi^N(x_1, x_2, \ldots, x_N) \, d^4x_1 \cdots d^4x_N, \quad (1.19)
$$
where we have denoted
\[
\langle x_1, x_2, \ldots, x_N | \Phi^N \rangle \equiv \Phi^N(x_1, x_2, \ldots, x_N).
\] (1.20)

In this work, many–body wave functions of the form Eq. (1.20) will be referred to as spinor wave functions. The utility of such as basis expansion manifests in the context of Slater determinants in that as a direct consequence of Eqs. (1.4), (1.11) and (1.16), we may express
\[
\Phi^N_I(x_1, x_2, \ldots, x_N) = \frac{1}{\sqrt{N!}} \sum_{\xi \in S_N(K^N_I)} \text{sign}(\xi) \prod_{i=1}^{N} \phi_{\xi(i)}(x_i).
\] (1.21)

Unlike the tensor product definition of Eq. (1.4), the expression of the Slater determinant in will prove to be of much of practical utility due to the fact that the spinor orbital basis, as a set of complex valued functions, is commutative.

1.2 Representation of Linear Operators and Expectation Values

Fundamental to the formulation of any quantum mechanical theory is the identification of linear operators on $\mathcal{H}^N$ which represent the physical observables of the system. In this work we will refer to such observables as properties. A more precise identification of the operators relevant to this work will be presented later (see Secs. 1.7 and 1.8 for instance), however in this section we will focus on the general presentation of these operators and how they will typically manifest in the context of Eq. (1.2).

In this work, linear operators which act on $\mathcal{H}^N$, $\hat{O}^N : \mathcal{H}^N \mapsto \mathcal{H}^N$, will be referred to as $N$–particle operators. As was the case for the state vectors of $\mathcal{H}^N$, the general description of $\hat{O}^N$ as an operator on a Hilbert space is indeed the most illuminating treatment for general manipulations of quantum mechanical operators which is independent of coordinate projection. However, it will often be the case that we must examine the projection of these operators onto a coordinate space in order to perform practical calculations. To demonstrate this, we examine the action of an operator $\hat{O}^1$ on the spinor basis $\{ |x \rangle \}$ from Sec. 1.1 through
the identity resolvent in Eq. (1.9),
\[
\hat{O}^1 = \hat{1}_1 \hat{O} \hat{1}_1 = \int_{\mathbb{R}^4} |\mathbf{x}\rangle \hat{O}^1(\mathbf{x}; \mathbf{x'}) \langle \mathbf{x}'| \ d^4\mathbf{x} \ d^4\mathbf{x'},
\]
where
\[
\hat{O}^1(\mathbf{x}; \mathbf{x'}) = \langle \mathbf{x} | \hat{O}^1 | \mathbf{x'} \rangle.
\] (1.23)

For $|\psi\rangle, |\chi\rangle \in \mathcal{H}_1$ we have
\[
\langle \psi | \hat{O}^1 | \chi \rangle = \int_{\mathbb{R}^4} \psi^*(\mathbf{x}) \hat{O}^1(\mathbf{x}; \mathbf{x'}) \chi(\mathbf{x'}) \ d^4\mathbf{x} \ d^4\mathbf{x'}
\]
\[
= \int_{\mathbb{R}^3} \left[ \psi^\alpha(\mathbf{r}) \right]^\dagger \left[ \begin{array}{cc} \hat{O}^{1,\alpha\alpha}(\mathbf{r}) & \hat{O}^{1,\alpha\beta}(\mathbf{r}) \\ \hat{O}^{1,\beta\alpha}(\mathbf{r}) & \hat{O}^{1,\beta\beta}(\mathbf{r}) \end{array} \right] \left[ \begin{array}{c} \chi^\alpha(\mathbf{r}) \\ \chi^\beta(\mathbf{r}) \end{array} \right] d^3\mathbf{r},
\] (1.24)

Here we have made an assumption which is crucial to the following developments, namely that the operators that we will work with are *spatially local*, i.e.
\[
\hat{O}^1(\mathbf{x}; \mathbf{x'}) = \delta^3(\mathbf{r} - \mathbf{r'}) \hat{O}^{1,\sigma\sigma'}(\mathbf{r'}).
\] (1.25)

However, it will be the case that the linear operators which correspond to observables of the physical system will typically be spatially local, and instances where this is not the case will be treated explicitly.

This notion of operator representation may be generalized to $N$–particle operators in a similar manner through resolution of $\hat{1}_N$,
\[
\hat{O}^N = \hat{1}_N \hat{O}^N \hat{1}_N = \int \cdots \int_{\mathbb{R}^3} d^4\mathbf{x}_1 \cdots d^4\mathbf{x}_N \int \cdots \int_{\mathbb{R}^3} d^4\mathbf{x'}_1 \cdots d^4\mathbf{x'}_N \times
\]
\[
|x_1, \ldots, x_N\rangle \hat{O}^N(x_1, \ldots, x_N; x'_1, \ldots, x'_N) \langle x'_1, \ldots, x'_N|\]
(1.26)
such that for arbitrary $N$–body Hartree products constructed from $\{|\psi_p\rangle\}, \{|\chi_p\rangle\} \subset \mathcal{H}^N$
\[
\langle \psi_1, \psi_2, \ldots, \psi_N | \hat{O}^N | \chi_1, \chi_2, \ldots, \chi_N \rangle = \sum_{\sigma_1 \cdots \sigma_N} \sum_{T_1 \cdots T_N} \int \cdots \int_{\mathbb{R}^3} d^3\mathbf{r}_1 \cdots d^3\mathbf{r}_N \times
\]
\[
\psi_{T_1}^{\sigma_1^*}(\mathbf{r}_1) \cdots \psi_{T_N}^{\sigma_N^*}(\mathbf{r}_N) \hat{O}^{N,\sigma_1 \cdots \sigma_N T_N}(\mathbf{r}_1, \ldots, \mathbf{r}_N) \chi_{T_1}^{\sigma_1}(\mathbf{r}_1) \cdots \chi_{T_N}^{\sigma_N}(\mathbf{r}_N).
\] (1.27)
where we have again assumed operator spatial locality,

\[
\hat{O}^N(x_1, \ldots, x_N; x'_1, \ldots, x'_N) = \left( \prod_{i=1}^{N} \delta^3(r_i - r'_i) \right) \hat{O}^{1, \sigma_1 \sigma'_1 \cdots \sigma_N \sigma'_N}(r'_1, \ldots, r'_N).
\] (1.28)

For brevity, this representation of \(N\)-particle operators will often be interpreted as rank-\(2N\) tensors in the basis of spin eigenfunctions,

\[
\hat{O}^N(r_1, \ldots, r_N) \equiv \sum_{\sigma_1 \cdots \sigma_N \sigma'_1 \cdots \sigma'_N} \hat{O}^{N, \sigma_1 \sigma'_1 \cdots \sigma_N \sigma'_N}(r_1, \ldots, r_N) \otimes \bigotimes_{i=1}^{N} e_{\sigma_i} \otimes e_{\sigma'_i},
\] (1.29)

where

\[
e_\alpha = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad e_\beta = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\] (1.30)

The product operation of operators denoted \(\hat{O}^N(r_1, \ldots, r_N)\) and their action onto spinor wave functions (or more specifically, Hartree products) will be a rank-\(N\) tensor contraction over spin indices as depicted in Eq. (1.24) and more generally in Eq. (1.27). For the remainder of this work, we will refer to the projections \(\hat{O}^N(r_1, \ldots, r_N)\) as spinor representations of \(\hat{O}^N\), or simply spinor operators when appropriate. The super-scripted moieties \(\hat{O}^{N, \sigma_1 \sigma'_1 \cdots}\) will be referred to as the spinor operator coefficients relative to the spin basis. It is important to note that spinor representations of \(N\)-particle operators are still operators, i.e. they still continue to act to the right to complete their operation. The utility of Eqs. (1.25) and (1.28) is in that it allows one to form operators compatible with spinor representations of the wave function as opposed to the general, abstract Hilbert space definition. In the following developments, it will be useful to examine Eq. (1.29) under a change of basis from the Kronecker products of \(e_\alpha\) and \(e_\beta\) to that of the Pauli matrices,

\[
\hat{O}^N(r_1, \ldots, r_N) = \sum_{K_1 \cdots K_N} \hat{O}^{N, K_1 \cdots K_N}(r_1, \ldots, r_N) \otimes \bigotimes_{i=1}^{N} \sigma_{K_i}
\] (1.31)

where

\[
\sigma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \sigma_1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_2 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad \sigma_3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
\] (1.32)
An explicit derivation for the form of the general rank–2\(N\) transformation is given in Appendix A. Here we state the special case of one–particle spinor operators as it will provide the basis for many of the manipulations in subsequent developments,

\[
\hat{O}^{1,0}(r) = \frac{1}{2} \left( \hat{O}^{1,\alpha\alpha}(r) + \hat{O}^{1,\beta\beta}(r) \right), \quad (1.33a)
\]
\[
\hat{O}^{1,1}(r) = \frac{1}{2} \left( \hat{O}^{1,\alpha\beta}(r) + \hat{O}^{1,\beta\alpha}(r) \right), \quad (1.33b)
\]
\[
\hat{O}^{1,2}(r) = \frac{i}{2} \left( \hat{O}^{1,\alpha\beta}(r) - \hat{O}^{1,\beta\alpha}(r) \right), \quad (1.33c)
\]
\[
\hat{O}^{1,3}(r) = \frac{1}{2} \left( \hat{O}^{1,\alpha\alpha}(r) - \hat{O}^{1,\beta\beta}(r) \right). \quad (1.33d)
\]

The coefficients labeled \(\hat{O}^{N,K_1K_2\cdots}\) will be referred to as the spinor operator coefficients relative to the Pauli matrices, or simply the Pauli coefficients for brevity. This representation is especially convenient when the operator in question is hermitian, i.e. \(\hat{O}^N = \hat{O}^N\dagger\). In Eq. (1.29), hermiticity of \(\hat{O}^N\) simply implies that the product of the operator coefficients and basis vectors must be invariant under the hermitian adjoint and states nothing about the hermiticity of the coefficients themselves. Due to the fact that the Pauli matrices are self–adjoint, Eq. (1.31) implies that \(\hat{O}^N\) is hermitian if and only if the Pauli coefficients are hermitian. Working with hermitian operators carries a number of benefits, most notably that the spectrum of such operators is strictly real.

Despite the fact that \(\mathcal{H}^N\) admits a basis of a direct product space consisting of \(N\) single–particle Hilbert spaces, \(N\)–particle operators need not carry the same structure, i.e. in general, these operators need not exist solely as direct products of operators on \(\mathcal{H}^1\). This is not to say that \(N\)–particle operators cannot adopt a product structure, just that it is not a requirement, and indeed if often not the case. However, the notion that some \(N\)–particle operators can adopt a product structure indicates the need to describe the action of \(M\)–particle operators on \(\mathcal{H}^N\) (with \(N \geq M\)) while leaving \(N – M\) particles unchanged. To demonstrate this state of affairs, it is convenient to examine the action of such an operator,
\( \hat{O}^M(i, j, \ldots) \), on a spinor wave function of the form Eq. (1.21),

\[
\hat{O}^M(r_i, r_j, \ldots) \Phi^N_I(x_1, x_2, \ldots, x_N) = \frac{1}{\sqrt{N!}} \sum_{\xi \in S_N(K_N)} \text{sign}(\xi) \left( \hat{O}^M(r_i, r_j, \ldots) \phi_{\xi(i)}(x_i) \phi_{\xi(j)}(x_j) \cdots \right) \prod_{k \neq (i, j, \ldots)} \phi_{\xi(k)}(x_k),
\]

(1.34)

where \((i, j, \ldots)\) is an \(M\)-element tuple specifying the subset of particles upon which it acts. In this work, we will typically be concerned with operators which act on no more than two particles at a time.

It will be often the case that \(N\)-particle operators may be expressed as sums over one- and two-particle operators. In this context, the realization of Eq. (1.34) is of exceptional utility in that, for an expectation value involving a particular Slater determinant described by configuration \(K_N^I\) [5],

\[
\left\langle \Phi^N_I \left| \sum_{i} \hat{O}^1(i) \right| \Phi^N_I \right\rangle = \sum_{i \in K_N^I} O^1_{ii},
\]

(1.35a)

\[
\left\langle \Phi^N_I \left| \sum_{i \neq j} \hat{O}^2(i, j) \right| \Phi^N_I \right\rangle = \sum_{i \neq j \in K_N^I} O^2_{ijij} - O^2_{ijji},
\]

(1.35b)

where for the \(H^1\) basis \(C = \{ | \phi_p \rangle \}\) from the previous section,

\[
O^1_{pq} \equiv \left\langle \phi_p \left| \hat{O}^1(1) \right| \phi_q \right\rangle = \int_{\mathcal{F}} \phi^*_p(x_1) \hat{O}^1(x_1) \phi_q(x_1) \, d^4x_1,
\]

(1.36a)

\[
O^2_{pqrs} \equiv \left\langle \phi_p, \phi_q \left| \hat{O}(1, 2) \right| \phi_r, \phi_s \right\rangle = \int_{\mathcal{F}} \int_{\mathcal{F}} \phi^*_p(x_1) \phi^*_q(x_2) \hat{O}^2(x_1, x_2) \phi_r(x_1) \phi_s(x_2) \, d^4x_1 \, d^4x_2.
\]

(1.36b)

Namely, \(M\)-particle operators on \(H^N\) may be represented as rank-2\(M\) tensors on \(H^1\); a fact which will be used extensively in the following developments.
1.3 Density Matrices

In the following, it will be useful to define the \(N\)-particle density matrix, \(\hat{\gamma}^N\), associated with a particular state vector \(|\Psi^N\rangle \in \mathcal{H}^N\) [6],

\[
\hat{\gamma}^N = |\Psi^N\rangle \langle \Psi^N|.
\]

(1.37)

Clearly, \(\hat{\gamma}^N\) is an hermitian \(N\)-particle operator on \(\mathcal{H}^N\) which projects its elements onto \(|\Psi^N\rangle\).

The density matrix plays a very central role in the development of quantum mechanical theory in that, in the case of a pure quantum state, it contains the same information as the state vector while its nature as an operator allows for a number of useful manipulations which simplify many expressions, such as inner products. In the spinor coordinate basis, \(\hat{\gamma}^N\) takes the form

\[
\langle x_1, x_2, \ldots, x_N | \hat{\gamma}^N | x'_1, x'_2, \ldots, x'_N \rangle \equiv \gamma^N(x_1, x_2, \ldots, x_N; x'_1, x'_2, \ldots, x'_N) \equiv \gamma^N(x_1, x_2, \ldots, x_N; x'_1, x'_2, \ldots, x'_N)
\]

(1.38)

From the \(N\)-particle density matrix, it is possible to define \(P\)-particle reduced density matrices (\(P < N\)) via contractions over single-particle indices,

\[
\gamma^P(x_1, x_2, \ldots, x_P; x'_1, x'_2, \ldots, x'_P) = \frac{N!}{P!(N-P)!} \int \cdots \int \mathcal{F} \gamma^N(x_1, x_2, \ldots, x_N; x'_1, x'_2, \ldots, x'_N) d^4 x_{P+1} \cdots d^4 x_N,
\]

(1.39)

which are hermitian projectors onto the \(P\)-particle subspaces of \(\mathcal{H}^N\) which construct \(|\Psi^N\rangle\).

Of particular interest to this work are the one- and two-particle reduced density matrices,

\[
\gamma^1(x_1; x'_1) = N \int \mathcal{F} \gamma^N(x_1, x_2, \ldots, x_N; x'_1, x_2, \ldots, x_N) d^4 x_2 \cdots d^4 x_N,
\]

(1.40)

\[
\gamma^2(x_1, x_2; x'_1, x'_2) = \frac{N(N-1)}{2} \int \mathcal{F} \gamma^N(x_1, x_2, x_3, \ldots, x_N; x'_1, x'_2, x_3, \ldots, x_N) d^4 x_3 \cdots d^4 x_N,
\]

(1.41)

which play an important role in the description of one- and two-body interactions in the electronic Hamiltonian. For brevity, we will refer to the one- and two-particle reduced
density matrices for a particular state vector as the 1RDM and 2RDM, respectively. In the case of a single Slater determinant, \( |\Psi^N\rangle = |\Phi_I^N\rangle \), the 1RDM and 2RDM take on an especially simple form due to Eq. (1.4) [6],

\[
\gamma^1(x_1; x'_1) = \sum_{i \in K_I^N} \phi_i(x_1)\phi_i^*(x'_1),
\]

\[
\gamma^2(x_1, x_2; x'_1, x'_2) = \frac{1}{2} (\gamma^1(x_1; x'_1)\gamma^1(x_2; x'_2) - \gamma^1(x_1; x'_2)\gamma^1(x_2; x'_1)).
\]

In other words, all \( P \)-particle RDMs corresponding to a single Slater determinant are simply \( P \)-fold Grassman products of the 1RDM, and thus the state is completely determined by the 1RDM. This is not the case for general many–body wave functions written as Eq. (1.6) and will prove to be of great utility in the manipulation of Slater determinants.

In direct analogy to Eq. (1.35), we may cast the expectation values of 1– and 2–body operators of a general state vector in terms of the 1RDM and 2RDM which correspond to that vector [6],

\[
\left\langle \Psi^N \right| \sum_i \hat{O}^1(i) \left| \Psi^N \right\rangle = \sum_{\sigma_1, \sigma'_1} \int_{\mathbb{R}^3} \left( \hat{O}^{1,\sigma_1\sigma'_1}(r_1)\gamma^1(r_1, \sigma_1; r'_1, \sigma'_1) \right|_{r'_1=r_1} \mathrm{d}^3 r_1,
\]

\[
\left\langle \Psi^N \right| \sum_{i \neq j} \hat{O}^2(i, j) \left| \Psi^N \right\rangle = \sum_{\sigma_1, \sigma'_1, \sigma_2, \sigma'_2} \int \int_{\mathbb{R}^3} \mathrm{d}^3 r_1 \mathrm{d}^3 r_2 \times \left( \hat{O}^{2,\sigma_1\sigma'_1\sigma_2\sigma'_2}(r_1, r_2)\gamma^2(r_1, \sigma_1; r_2, \sigma_2; r'_1, \sigma'_1; r'_2, \sigma'_2) \right|_{r'_1=r_1, r'_2=r_2}.
\]

It is to be understood from the context that the restriction of the spatial indices is to be performed after action of the spinor operator on the RDM. This allows for generality even in the case where the spinor operator contains differential character. Substituting in the expressions for the Slater determinant RDMs in Eq. (1.42) yields Eq. (1.35) exactly. However, the expressions in Eq. (1.44) are much more general than that of Eq. (1.35) as they treat an arbitrary many–body wave function. Thus Eq. (1.44) will be the primary focus in the following.

Motivated by the spin sums in Eq. (1.44), it is useful to cast the RDMs as rank–2\( P \)
tensors on the spin basis in the spirit of Eqs. (1.25) and (1.28) such that

$$\gamma^P(r_1, r_2, \ldots; r'_1, r'_2, \ldots) = \gamma^{P, \sigma_1 \sigma_2 \cdots}(r_1, r_2, \ldots; r'_1, r'_2, \ldots) \otimes \bigotimes_{i=1}^{P} e_{\sigma_i} \otimes e_{\sigma'_i}. \quad (1.45)$$

In this work, we will refer to this representation as the spinor representation of the RDM and the super scripted moieties $\gamma^{P, \sigma_1 \sigma_2 \cdots}$ as the spinor coefficients relative to the spin basis. As was the case for spinor operators in Sec. 1.2, hermiticity of the density matrix does not place any specific restrictions on the hermiticity on the spinor coefficients. In analogy to Eq. (1.31), we may construct hermitian coefficients via

$$\gamma^P(r_1, r_2, \ldots; r'_1, r'_2, \ldots) = \gamma^{P, K_1 K_2 \cdots}(r_1, r_2, \ldots; r'_1, r'_2, \ldots) \otimes \bigotimes_{i=1}^{P} \sigma_{K_i}. \quad (1.46)$$

This realization allows for a simplification of Eq. (1.44), such that (see Appendix A)

$$\langle \Psi^N \left| \sum_i \hat{O}^1(i) \right| \Psi^N \rangle = 2 \sum_K \int_{\mathbb{R}^3} \left| \hat{O}^{1,K}(r_1) \gamma^{1,K}(r_1; r'_1) \right| \bigg|_{r'_1=r_1} d^3r_1, \quad (1.47a)$$

$$\langle \Psi^N \left| \sum_{i \neq j} \hat{O}^2(i, j) \right| \Psi^N \rangle = 4 \sum_{K_1 K_2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} d^3r_1 d^3r_2 \times \left( \hat{O}^{2,K_1 K_2}(r_1, r_2) \gamma^{2,K_1 K_2}(r_1, r_2; r'_1, r'_2) \right) \bigg|_{r'_1=r_1, r'_2=r_2}, \quad (1.47b)$$

where all of the Pauli components of the spinor operator and RDMs are hermitian. In the case of a single Slater determinant constructed from configuration $\mathcal{K}_i^N$, the Pauli components of the 1RDM are given by

$$\gamma^{1,0}(r; r') = \frac{1}{2} \sum_{i \in \mathcal{K}_i^N} \left( \phi_i^\alpha(r) \phi_i^{\alpha*}(r') + \phi_i^\beta(r) \phi_i^{\beta*}(r') \right), \quad (1.48a)$$

$$\gamma^{1,1}(r; r') = \frac{1}{2} \sum_{i \in \mathcal{K}_i^N} \left( \phi_i^\alpha(r) \phi_i^{\beta*}(r') + \phi_i^\beta(r) \phi_i^{\alpha*}(r') \right), \quad (1.48b)$$

$$\gamma^{1,2}(r; r') = \frac{1}{2} \sum_{i \in \mathcal{K}_i^N} \left( \phi_i^\alpha(r) \phi_i^{\beta*}(r') - \phi_i^\beta(r) \phi_i^{\alpha*}(r') \right), \quad (1.48c)$$

$$\gamma^{1,3}(r; r') = \frac{1}{2} \sum_{i \in \mathcal{K}_i^N} \left( \phi_i^\alpha(r) \phi_i^{\alpha*}(r') - \phi_i^\beta(r) \phi_i^{\beta*}(r') \right). \quad (1.48d)$$
The expressions for the 2RDM may be derived from the Grassman product form in Eq. (1.42). It is important to note that Eq. (1.48) is \(N\)-representable (i.e. it represents an \(N\)-particle Slater determinant) if and only if the orbitals used in its construction are orthonormal [6]. Thus this places a restriction on the possible choices of orbitals which may be used in the construction of Slater determinants for which we would like to utilize the properties of density matrices.

In the case where the operator in equation is scalar multiplicative, i.e. does not contain differential operators, the order in which the coordinate restriction under the integration of Eqs. (1.44) and (1.47) occurs is irrelevant. Thus, Eq. (1.47) reduces to [6]

\[
\langle \Psi^N \left| \sum_i \hat{O}^1(i) \right| \Psi^N \rangle = 2 \sum_K \int_{\mathbb{R}^3} \hat{O}^{1,K}(r_1) \rho^{1,K}(r_1) d^3r_1, \tag{1.49a}
\]

\[
\langle \Psi^N \left| \sum_{i \neq j} \hat{O}^2(i, j) \right| \Psi^N \rangle = 4 \sum_{K_1 K_2} \int \int_{\mathbb{R}^3} \hat{O}^{2,K_1 K_2}(r_1, r_2) \rho^{2,K_1 K_2}(r_1, r_2) d^3r_1 d^3r_2 \tag{1.49b}
\]

where we have defined

\[
\rho^{1,K}(r) = \gamma^{1,K}(r; r), \tag{1.50a}
\]

\[
\rho^{2,K K'}(r, r') = \gamma^{2,K K'}(r, r'; r, r'), \tag{1.50b}
\]

as the diagonal elements of the Pauli components of the 1 and 2RDMs. They may be thought of themselves as Pauli components of moieties satisfying

\[
\rho^1(r) = \sum_K \rho^{1,K}(r) \otimes \sigma_K \tag{1.51}
\]

\[
\rho^2(r, r') = \sum_{K K'} \rho^{2,K K'}(r, r') \otimes \sigma_K \otimes \sigma_{K'} \tag{1.52}
\]

In this work, we will refer to the moieties \(\rho^1\) and \(\rho^2\) as the one- and two-particle densities, respectively. With respect the density matrices, manipulating densities directly allows for drastic simplifications in the development of many-body theory as the hermiticity of the density matrix implies that they are strictly real. In regards to the one-particle density, \(\rho^{1,0}(r)\) will be referred to as the scalar density, \(m(r) = \{\rho^{1,1}(r), \rho^{1,2}(r), \rho^{1,3}(r)\}\) as the magnetization density, and \(|m(r)|\) as the spin density [7].
1.4 Second Quantization

While Eqs. (1.4) and (1.21) provide the basic structure for the many-body fermionic wave function, its explicit form is a bit unwieldy and thus its use for practical calculation of moieties such as expectation values more complicated than Eq. (1.35) is somewhat limited. To this end we introduce a formalism known as second quantization, or the occupation number formalism [3–5], which aims to greatly simplify the construction and manipulation of anti-symmetric wave functions such as those in Eq. (1.4). The primary hallmark of second quantization is in the representation of a Slater determinant as an array of integers known as occupation numbers, denoted \( \{ n_p^I \} \), indicate the inclusion (or occupation) of elements of \( C \) in the configuration which describes the \( I \)-th determinant. As such, the length of said array is \( |C| \) and the sum of its elements is the number of particles in the system for a representation of \( \mathcal{H}^N \). Due to the fact that electrons are fermions, there is a further restriction on the possible values of the occupations numbers due to the Pauli exclusion principle, namely that a particle can be occupied \( (n_p^I = 1) \) or unoccupied \( (n_p^I = 0) \), i.e. two electrons cannot occupy the same orbital. For the basis \( C \) we may construct a Hilbert space, \( \mathcal{F} \), as a product of single particle occupations, denoted \( |n_p\rangle \), such that \[ (1.53) \]

\[
|n_1, n_2, \ldots, n_{|C|}\rangle = \bigotimes_{i=1}^{|C|} |n_i\rangle, \quad |n_1, n_2, \ldots, n_{|C|}\rangle \in \mathcal{F},
\]

where we may define inner and outer products as

\[
\langle n_1, n_2, \ldots, n_{|C|} | n_1', n_2', \ldots, n_{|C'|}\rangle = \prod_{i=1}^{|C|} \delta_{n_i n_i'},
\]

\[
\sum_{n_1 n_2 \ldots} |n_1, n_2, \ldots, n_{|C|}\rangle \langle n_1, n_2, \ldots, n_{|C|}| = \hat{1}_\mathcal{F}.
\]

Here, \( \hat{1}_\mathcal{F} \) is the identity operator on \( \mathcal{F} \). \( \mathcal{F} \) is commonly referred to as the Fock space.

One may construct representations of Slater determinants (Eq. (1.4)) in a consistent manner in this formalism through the introduction of two sets of operators, \( \{ c_p^\dagger : \mathcal{F} \to \mathcal{F} \} \) and \( \{ c_p : \mathcal{F} \to \mathcal{F} \} \), which are referred to as creation and annihilation operators respectively,
and the notion of a zero particle occupation vector known as the physical vacuum, $|\text{vac}\rangle \in \mathcal{F}$, such that
\begin{align*}
|\text{vac}\rangle &= |[0, 0, \ldots, 0]|_{|C|}\rangle, \\
c_p^\dagger |[n_1, n_2, \ldots, n_p, \ldots, n_{|C|}]\rangle &= \frac{\delta_{n_p 0}}{\sqrt{N + 1}} |[n_1, n_2, \ldots, 1_p, \ldots, n_{|C|}]\rangle, \\
c_p |[n_1, n_2, \ldots, n_p, \ldots, n_{|C|}]\rangle &= \delta_{n_p 1} \sqrt{N} |[n_1, n_2, \ldots, 0_p, \ldots, n_{|C|}]\rangle.
\end{align*}

Here, $N$ is the number of particles in the occupation vector before action. To ensure antisymmetry in the representation of the wave function, we may specify the following commutation relations
\begin{align*}
[c_p^\dagger, c_q^\dagger]_+ &= 0, \\
[c_p, c_q]_+ &= 0, \\
[c_p, c_q^\dagger]_+ &= \delta_{pq},
\end{align*}
where $[\cdot, \cdot]_+$ is the anti-commutator. The action of products consisting on any number of these operators may be derived inductively from Eqs. (1.55) and (1.56). Such products are often referred to as strings. As such, we may recast Eq. (1.4) as a string of creation operators,
\begin{equation}
|\Phi_I^N\rangle \mapsto |\Phi_I^N\rangle_{\mathcal{F}} = \left( \prod_{i \in \kappa_I^N} c_i^\dagger \right) |\text{vac}\rangle,
\end{equation}
where $|\Phi_I^N\rangle_{\mathcal{F}} \in \mathcal{F}$ is the occupation vector representation of $|\Phi_I^N\rangle$.

There are a number of remarkable simplifications that arise from the adoption of second quantization for the practical treatment of many-body quantum theory. The first that we will discuss here relates back to the completeness of the basis of Slater determinants in the construction of many-body fermionic wave functions, i.e. all many-body wave functions may be constructed as a linear combination of all of the unique Slater determinants which may be constructed from $\mathcal{C}$ (Eq. (1.6)), given that $\mathcal{C}$ is a complete basis for $\mathcal{H}_1^1$. To this end, we introduce the notion of an $N$-particle reference determinant which will be denoted $|0^N\rangle$ and
is described by some configuration $N^N_0$. $N^N_0$ will be referred to as the occupied space (denoted $O = N^N_0$), and elements of the occupied space will be denoted with a subscript $i, j, k, \ldots$, i.e. $|\phi_i\rangle \in O$. Similarly, we will refer the elements of $C$ which are not in $O$ as the unoccupied (or virtual, denoted $V = C \setminus O$) space and elements of this space will be denoted with a subscript $a, b, c, \ldots$, i.e. $|\phi_a\rangle \in V$. Subscripts $p, q, r, \ldots$ will remain as the notation for a general element of $C$ from either $O$ or $V$. Clearly, all $M$–particle Slater determinants (with $M$ not necessarily equal to $N$) which may be constructed from $C$ may be constructed by constructing a configuration from $N_o$ elements of $O$ and $N_v$ elements of $V$ such that $N_o + N_v = M$. Thus, logically, it follows that all $M$–particle determinants may be constructed by removing $n_o = \min(N - M, 0) + P$ orbitals from $O$ (with $P \in [0, \max(N, N - M)]$) and replacing them $n_v = \max(M - N, 0) + P$ orbitals from $V$. In the language of second quantization, the act of removing and replacing orbitals is made simple through the introduction of so called transition operators

$$
(\langle 0^N_i j k \rangle_{\tau}^{a b c \cdots} ) = \tau_{ij k \cdots}^{a b c \cdots} (\phi_{0^N})_F,
$$

where

$$
\tau_{ij k \cdots}^{a b c \cdots} = (c_i^a c_j^b c_k^c \cdots) (c_i c_j c_k \cdots).
$$

Upon action, $\langle 0^N_i j k \rangle_{\tau}^{a b c \cdots}$ is an $M = N - n_o + n_v$ particle Slater determinant built from removing orbitals $i, j, k, \ldots$ from $\langle 0^N \rangle$ and replacing them with orbitals $a, b, c, \ldots \in V$. The set of all $\tau$ operators generates all $M$–particle Slater determinants from the $N$–particle reference and is complete given any reference [8]. It is worth noting at this point that due to the anti-commutation relations of Eq. (1.56), $\tau_{ij k \cdots}^{a b c \cdots}$ is anti symmetric with respect to permutation of adjacent creation and annihilation operators, i.e.

$$
\tau_{ij k \cdots}^{a b c \cdots} = -\tau_{ij k \cdots}^{a c b \cdots} = -\tau_{ij k \cdots}^{a b c \cdots} = \tau_{j i k \cdots}^{a b c \cdots}.
$$

Thus, necessarily, transition operators with repeated indices are zero, $\tau_{ij k \cdots}^{a a b \cdots} = \tau_{i i j k \cdots}^{a b c \cdots} = 0$. Within this ansatz for constructing arbitrary Slater determinants from a reference, we may
recast Eq. (1.6) as

$$\Psi_N^n = (t^n)_0 |0^n_N\rangle + \sum_{ai} (t^n)_i^a |0_N^a_i\rangle + \sum_{abij} (t^n)_{ij}^{ab} |0_N^{ab}_{ij}\rangle + \sum_{abck} (t^n)_{ijk}^{abc} |0_N^{abc}_{ijk}\rangle + \cdots$$, (1.61)

where the transition amplitudes, $t^n$, have taken the place of the $D^n_I$ amplitudes of the original expansion. Based on this construction, the components of $t^n$ must also constitute an anti-symmetric tensor in the same manner as Eq. (1.60). The expansion of Eq. (1.61) may be further cast into a more general, and convenient form in terms of explicit action of the transition operators such that for an arbitrary $M$–particle Slater determinant,

$$\Psi_M^n_F = \hat{R}_n^{M,N\dagger} |0^n_N\rangle_F$$, (1.62)

where $\hat{R}_n^{N,M\dagger}$ is an “excitation” operator which is defined as

$$\hat{R}_n^{M,N\dagger} = \begin{cases} 
\sum_{abc\cdots} (t^n)^{abc\cdots}_{abc\cdots} \tau_{abc\cdots} + \sum_{abc\cdots-deij} (t^n)^{abc\cdots-de}_{abc\cdots-de} \tau_{abc\cdots-de} + \cdots & M > N \\
(t^n)_0 + \sum_{ai} (t^n)_i^a \tau_i^a + \sum_{abij} (t^n)_{ij}^{ab} \tau_{ij}^{ab} + \sum_{abcijk} (t^n)_{ijk}^{abc} \tau_{ijk}^{abc} + \cdots & M = N \\
\sum_{ij\cdots} (t^n)_{ij\cdots}^{ab\cdots} \tau_{ij\cdots}^{ab\cdots} + \sum_{aijk\cdots-lm} (t^n)_{ijk\cdots-lm}^{ab\cdots-lm} \tau_{ijk\cdots-lm}^{ab\cdots-lm} + \cdots & M < N 
\end{cases}$$ (1.63)

Here the extent of extended sums of transition operators involving unbalanced creation and annihilation operators in the cases $M \neq N$ is to be understood from the context, i.e. for the special case that $M = N + 1$, we obtain

$$\hat{R}_n^{N+1,N\dagger} = \sum_a (t^n)^a \tau^a + \sum_{ab} (t^n)_i^a \tau_i^a + \sum_{abcij} (t^n)_{ij}^{abc} \tau_{ij}^{abc} + \cdots$$ (1.64)

The remarkable thing about Eq. (1.62) is that all possible many–body wave functions may be constructed (hence the $\dagger$) from a single Slater determinant (or any other wave function) within an operator formalism. Thus one need only understand the manipulation of $\hat{R}_n^{M,N\dagger}$ in the context of other many–body operators and how their combined action affects the reference determinant to to determine expectation values: the primary moiety which we will manipulate in this work.
To this point, the next property of second quantization which we will exploit in this work, and the one that we will use most often, is the fact that one may cast $M$–particle operators on $\mathcal{H}^N$ as scalar contractions of $2M$–element operator strings with rank–$2M$ tensors on $\mathcal{H}^1$ [3–5],

$$
\sum_i \hat{O}^1(i) \mapsto \hat{O}^1_F = \sum_{pq} O^1_{pq} c^+_p c_q, \quad (1.65a)
$$

$$
\sum_{i \neq j} \hat{O}^2(i, j) \mapsto \hat{O}^2_F = \sum_{pqrs} O^2_{pqrs} c^+_p c^+_q c_r c_s. \quad (1.65b)
$$

The tensors $O^1_{pq}$ and $O^2_{pqrs}$ are defined as in Eq. (1.36). This is a truly remarkable result from a practical perspective at it allows a simple prescription for the evaluation of inner products for general elements $|\Psi^N_n\rangle, |\Psi^N_m\rangle \in \mathcal{H}^N$

$$
\left\langle \Psi^N_n \middle| \sum_i \hat{O}^1(i) \right| \Psi^N_m \right\rangle = \sum_{pq} O^1_{pq} \left\langle \Psi^N_n \middle| c^+_p c_q \right| \Psi^N_m \right\rangle_F, \quad (1.66a)
$$

$$
\left\langle \Psi^N_n \middle| \sum_{i \neq j} \hat{O}^2(i, j) \right| \Psi^N_m \right\rangle = \sum_{pqrs} O^2_{pqrs} \left\langle \Psi^N_n \middle| c^+_p c^+_q c_r c_s \right| \Psi^N_m \right\rangle_F. \quad (1.66b)
$$

The moieties $\langle \cdot | \cdot | \cdot \rangle_F$ denote that all quantities in that inner product are expressed in second quantization. To demonstrate the utility of this concept, we examine the substitution of the reference excitation ansatz from Eq. (1.62) into the one–body inner product such that

$$
\left\langle \Psi^N_n \middle| c^+_p c_q \right| \Psi^N_m \right\rangle_F = \left\langle 0^N \middle| \hat{R}^N_{n} c^+_p c_q \hat{R}^N_{m} \right| 0^N \right\rangle_F = \left( t^n \right)_0 \left( t^m \right)_0 \left\langle 0^N \middle| c^+_p c_q \right| 0^N \right\rangle_F + \sum_{ai} \left( t^m \right)^a_i \left\langle 0^N \middle| c^+_p c_q \tau^a_i \right| 0^N \right\rangle_F + \cdots +
$$

$$
\sum_{ai} \left( t^n \right)^a_i \left( t^m \right)_0 \left\langle 0^N \middle| \tau^a_i c^+_p c_q \right| 0^N \right\rangle_F + \sum_{bj} \left( t^m \right)^b_j \left\langle 0^N \middle| \tau^b_j c^+_p c_q \tau^b_j \right| 0^N \right\rangle_F + \cdots \quad (1.67)
$$

As first glance, it may seems as though casting the inner product into a second quantized form has drastically complicated its evaluation. However, the rather complicated task of evaluating inner productions involving determinants of the form Eq. (1.4) or Eq. (1.21)is
cast into tensor contractions of few–body integrals (Eq. (1.36)) and transition amplitudes ($t^n$), with inner products involving strings of creation and annihilation operators. Given the prior, one may heavily exploit the commutation relationships of Eq. (1.56) to easily evaluate inner products of arbitrary operator strings through various diagrammatic techniques or explicitly by Wick’s theorem [3,4,9].

In essence, second quantization provides a common language which allows one to factor elements of a particular many–body quantum theory into parts which are dependent and independent of the single–particle basis. Such a state of affairs has been demonstrated in Eqs. (1.66) and (1.67). If one can define an inner product on $\mathcal{H}^1$ and is able to develop an ansatz for the form of Eq. (1.62) for a particular theory, it is immediately compatible with second quantization. In this work, second quantization will play a crucial role in the translation of the results of non–relativistic quantum mechanics to the consistent treatment of relativistic effects.

1.5 Time–Independent Solutions of the Wave Equation

Examination of the time–independent solutions of Eq. (1.1) plays a central role in the development of both time–dependent and time–independent quantum theory. Thus, for the time being, we will restrict ourselves to Hamiltonians which are independent of time. Within this consideration, the electronic Hamiltonians one typically encounters for molecular systems with $N$ electrons, $\hat{H}_{el} : \mathcal{H}^N \rightarrow \mathcal{H}^N$ take the general form

$$\hat{H}_{el} = \sum_{i}^{N} \left( \hat{h}(i) + \hat{v}(i) \right) + \frac{1}{2} \sum_{i \neq j}^{N} \hat{g}(i,j), \quad (1.68)$$

where $\hat{h}$ and $\hat{v}$ are the one–body free particle Hamiltonian and potential operators respectively. $\hat{g}$ is a two–body operator which describes the interaction between two electrons. At this point, the explicit structure of these operators are immaterial to the following developments; simply noting that the presence of $\hat{g}$ renders direct solution of Eq. (1.1) for the many–body wave function impractical. Nevertheless, one may write down a general form for
the solution of Eq. (1.1) with this Hamiltonian as [10]

\[ |\Psi(t)\rangle = \exp \left[ -i(t - t_0)\hat{H}_{el} \right] |\Psi(t_0)\rangle, \tag{1.69} \]

where \( t_0 \) is a reference time point for which one may specify an initial condition for the electronic wave function. Without loss of generality, we will typically take \( t_0 = 0 \). We now consider the eigen spectrum of the electronic Hamiltonian such that there exists a set of wave functions \( |\Psi_n\rangle \in \mathcal{H}^N \) which yield

\[ \hat{H}_{el} |\Psi_n\rangle = E_n |\Psi_n\rangle, \tag{1.70} \]

where \( E_n \) is the energy eigenvalue of \( |\Psi_n\rangle \). The pairs \( (|\Psi_n\rangle, E_n) \) will be referred to as the adiabatic electronic states, and Eq. (1.70) as the time–independent quantum wave equation in the following. As a spectral decomposition of \( \hat{H}_{el} \), \( \mathcal{H}^N = \text{span} \{|\Psi_n\rangle\} \) such that any arbitrary vector in \( \mathcal{H}^N \) may be decomposed as

\[ |\Psi(t)\rangle = \sum_n c_n(t) |\Psi_n\rangle, \quad c_n(t) = \langle \Psi_n | \Psi(t) \rangle. \tag{1.71} \]

Here, the coefficients are assumed to be unit normal, i.e. \( \sum_n |c_n(t)|^2 = 1 \). Note that the coefficients \( c_n(t) \) are different from those of Eq. (1.6) as the adiabatic states are in general not Slater determinants due to the presence of \( \hat{g} \).

Suppose that we specify the initial condition of the wave function to be an adiabatic state of the electronic Hamiltonian, \( |\Psi(0)\rangle = |\Psi_m\rangle \). Equation (1.70) immediately yields the action of the Hamiltonian on the state such that

\[ |\Psi(t)\rangle = \exp \left[ -itE_m \right] |\Psi_m\rangle. \tag{1.72} \]

Time–dependent solutions such as this comprise a special class of solutions to Eq. (1.1) known as stationary states. As \( E_m \) is a real constant (due to the hermiticity of \( \hat{H}_{el} \)), Eq. (1.72) is referred to as stationary as it trivially rotates through the complex plane such that for operators void of differentiation with respect to time, \( \hat{O}^N \)

\[ \langle \Psi(t) | \hat{O}^N | \Psi(t) \rangle = \langle \Psi_m | \hat{O}^N | \Psi_m \rangle \quad \forall t, \tag{1.73} \]
i.e. the wave function itself is not, strictly speaking, time independent, but its expectation values are. This is not to be confused with the time–dependence of the physical state itself, which is a moiety independent of mathematical representation. In the case of stationary solutions, it is only the mathematical representation of this state which is time dependent, whereas the physical state represented is in fact time–independent. Of particular interest to this work, at least in the development of a theoretical framework, will be the so called ground electronic state: the electronic adiabat which has the lowest energy, \((E_0, |\Psi_0\rangle)\). In practice, one may determine the ground state by minimizing the energy functional,

\[
E[\Psi] = \frac{\langle \Psi | \hat{H}_{el} | \Psi \rangle}{\langle \Psi | \Psi \rangle},
\]

which admits a sole minimum at the ground electronic state due to the variational theorem [5,10].

1.6 Mean–Field Quantum Mechanics and Basis Set Expansions

1.6.1 The Hartree–Fock Approximation

Up to this point, no approximations in the treatment of the many–body wave function have been introduced. That is to say, given that \(\mathcal{C}\) is a complete, countable basis for \(\mathcal{H}^1\), all of the developments in this and the previous sections treat the electronic many–body problem exactly. However, even a cursory inspection of the nature of \(\mathcal{C}\) indicates that it must be countably infinite in order to satisfy completeness on \(\mathcal{H}^1\). Thus it must be truncated in some systematic way in order for it to be useful in any practical treatment of the many–body problem. Unfortunately, any truncation of Eq. (1.6) or Eq. (1.61) will make it impossible in general to construct exact many–body states, such as those of Eq. (1.70). In this work, we will be primarily concerned with optimizing a set \(\mathcal{C}\) such that we may construct a reference determinant (per Eq. (1.62)) which minimizes the energy functional in Eq. (1.74) over all possible Slater determinants. In effect, such a minimization will construct the best single Slater determinant approximation to the many–body ground electronic state which may
serve as a reference determinant in the context of Eq. (1.62) for better approximations for true many–body wave functions. The approximation which describes the ground state wave function as the minimizing Slater determinant of Eq. (1.74) is known as the Hartree–Fock (HF) approximation [5,6].

Before delving into the specifics of how one might go about optimizing \( C \) to minimize Eq. (1.74), one might note that in the absence of \( \hat{g} \), i.e. many–body operators of the form

\[
\hat{f}_N = \sum_i \hat{f}_1(i), \quad \hat{f}_1(i) = \hat{h}(i) + \hat{v}_{\text{eff}}(i),
\]  

admit eigen functions which may be written as single Slater determinants. That is to say that given a set \( C \) whose elements are eigen functions of \( \hat{f}_1(1) \),

\[
\hat{f}_1(1) |\phi_p\rangle = |\phi_p\rangle \epsilon_p,
\]

the Slater determinants which may be constructed from \( C \) are eigen functions of Eq. (1.75) [5]. Here, \( \epsilon_p \) will be referred to as the orbital eigenenergy corresponding to \( |\phi_p\rangle \). Due to the lack of explicit two–body interaction in Eq. (1.75), the determinants which may be constructed from the solutions of Eq. (1.76) will be referred to as a non–interacting system, i.e. they particles are treated as independent particles in an effective external potential \( \hat{v}_{\text{eff}} \). Given an configuration subset, \( \mathcal{K}_I^N \subset C \), the energy of a non–interacting system is given by

\[
E_{\text{NI}} = \sum_{i \in \mathcal{K}_I^N} \epsilon_i.
\]

If one wishes to minimize \( E_{\text{NI}} \) over the possible Slater determinants which may be constructed from \( C \), one must select the \( N \) orbitals with the lowest eigenenergy to build the determinant. This choice yields an ordering on \( C \) which orders orbitals in increasing orbital eigenenergy. This ordering also happens to correspond identically to the phenomenological ordering dictated by the Aufbauprinzip.

Due to the fact that a single Slater determinant is completely described by its orbital configuration, minimizing Eq. (1.74) over Slater determinants amounts to determining a configuration which minimizes the Hamiltonian expectation value. Thus it is useful to think of
Eq. (1.74) not as a functional of a single parameter, but rather as a functional of several parameters, namely \(N\) orbitals which comprise some configuration. However, as was discussed in Sec. 1.3, if we wish to utilize \(N\)-representable density matrices in the development of our theories, we must constrain the choice of possible configurations to only include those which contain orthonormal orbitals. To this end we will employ the a constrained energy Lagrangian [5],

\[
\mathcal{L}[\mathcal{K}^N] = E^{\text{HF}}[\mathcal{K}^N] - \sum_{i,j \in \mathcal{K}^N} \lambda_{ij} \left( \langle \phi_i \mid \phi_j \rangle - \delta_{ij} \right),
\]

where \(\mathcal{K}^N\) is an arbitrary \(N\)-orbital configuration and \(\lambda_{ij}\) is a set of to-be-determined Lagrange multipliers which will constrain our choice of orbitals to be orthonormal. HF has been used to denote the fact that this form is only valid for single Slater determinants. A necessary condition for minimization of Eq. (1.74) in this context is given by

\[
\int \int \int \int  \delta E^{\text{HF}}[\mathcal{K}^N] \delta \gamma^1(x') \delta \gamma^1(x) \delta \phi_i(x) \, d^4x' \, d^4x \, d^4x' \, d^4x = 0, \quad \forall \phi_i(x) \in \mathcal{K}^N,
\]

where derivatives set to zero are functional derivatives.

The energy functional for a configuration consisting of orthonormal orbitals is often most conveniently written as a functional of the 1RDM which may be constructed from that configuration [6],

\[
E^{\text{HF}}[\mathcal{K}^N] = E[\gamma^1] = H^{\text{core}}[\gamma^1] + J[\gamma^1] - K[\gamma^1],
\]

where we have defined

\[
H^{\text{core}}[\gamma^1] = \int \int \left( \hat{h}(x_1; x_1') + \hat{v}(x_1; x_1') \right) \gamma^1(x_1'; x_1) \, d^4x_1 \, d^4x_1'
\]

\[
J[\gamma^1] = \int \int \int \int \int \hat{g}(x_1, x_2, x_1', x_2', x_1') \gamma^1(x_1'; x_1) \gamma^1(x_2'; x_2) \gamma^1(x_1'; x_2') \, d^4x_1 \, d^4x_1' \, d^4x_2 \, d^4x_2' \, d^4x_1'
\]

\[
K[\gamma^1] = \int \int \int \int \int \hat{g}(x_1, x_2, x_1', x_2', x_1') \gamma^1(x_1'; x_2) \gamma^1(x_1'; x_1) \, d^4x_1 \, d^4x_1' \, d^4x_2 \, d^4x_2'
\]

Equation (1.79) then becomes

\[
\int \int \int \int \int \int \int \delta E^{\text{HF}}[\mathcal{K}^N] \delta \gamma^1(x_i'; x_1) \delta \gamma^1(x_1; x_1') \delta \phi_i(x) \, d^4x' \, d^4x \, d^4x' \, d^4x \, d^4x' \, d^4x = \sum_{j,k \in \mathcal{K}^N} \lambda_{jk} \frac{\delta \langle \phi_j \mid \phi_k \rangle}{\delta \phi_i(x)} = 0, \quad \forall \phi_i(x) \in \mathcal{K}^N.
\]
Due to the hermiticity of both $\gamma^1$ and the inner products $\langle \phi_p | \phi_q \rangle$, Eq. (1.84) will factor into two parts which are conjugates of each other, thus requiring both terms to go to zero simultaneously. By rearranging the summation indices, Eq. (1.84) may be written as

$$\sum_{j \in \mathcal{K}} \int_{\mathbb{F}} \left( \hat{F}^{\text{HF}}(\mathbf{x}_1; \mathbf{x}_1') \delta_{ij} - \delta^4(\mathbf{x}_1 - \mathbf{x}_1') \lambda_{ij} \right) \phi_b(\mathbf{x}_1') \, d^4x_1' = 0, \quad \forall \phi_i(\mathbf{x}) \in \mathcal{K}^N, \quad (1.85)$$

where

$$\hat{F}^{\text{HF}}(\mathbf{x}; \mathbf{x}') = \frac{\delta E^{\text{HF}}[\gamma^1]}{\delta \gamma^1(\mathbf{x}'; \mathbf{x})} = \hat{H}(\mathbf{x}; \mathbf{x}') + \hat{J}(\mathbf{x}; \mathbf{x}') - \hat{K}(\mathbf{x}; \mathbf{x}'), \quad (1.86)$$

$$\hat{H}^{\text{core}}(\mathbf{x}; \mathbf{x}') = \frac{\delta H[\gamma^1]}{\delta \gamma^1(\mathbf{x}'; \mathbf{x})}, \quad \hat{J}(\mathbf{x}; \mathbf{x}') = \frac{\delta J[\gamma^1]}{\delta \gamma^1(\mathbf{x}'; \mathbf{x})}, \quad \hat{K}(\mathbf{x}; \mathbf{x}') = \frac{\delta K[\gamma^1]}{\delta \gamma^1(\mathbf{x}'; \mathbf{x})}. \quad (1.87)$$

Equation (1.85) is the general form of a set of non–linear integrodifferential equations known as the Hartree–Fock equations and $\hat{F}^{\text{HF}}$ is known as the Fock operator corresponding to Eq. (1.68) [5, 6]. The non–linearity of Eq. (1.85) comes in the fact that the functionals $J$ and $K$ are quadratic in the density matrix, thus their functional derivative still maintains a dependence on $\gamma^1$. A configuration’s satisfaction of Eq. (1.85) is the minimal requirement for the corresponding Slater determinant to minimize Eq. (1.74)

Using the fact that $\gamma^1$ (and thus $\hat{F}^{\text{HF}}$) is invariant to unitary transformation of the orbitals which comprise its construction (Eq. (1.5)), we may choose to transform Eq. (1.85) in such a way as to diagonalize the matrix of Lagrange multipliers, $U : \lambda_{ij} \to \tilde{\lambda}_i \delta_{ij}$,

$$\int_{\mathbb{F}} \hat{F}^{\text{HF}}(\mathbf{x}_1; \mathbf{x}_1') \tilde{\phi}_i(\mathbf{x}_1'), \, d^4x_1' = \tilde{\lambda}_i \tilde{\phi}_i(\mathbf{x}_1), \quad \tilde{\phi}_i = \sum_j U_{ij} \phi_j. \quad (1.88)$$

Equation (1.88) is known as the canonical Hartree–Fock equation and $\tilde{\phi}_i$ is referred to as a canonical Hartree-Fock molecular orbital (HF-MO). Due to Eq. (1.5), the Slater determinant which is formed from $\{\tilde{\phi}_i\}$ is equivalent to the one formed from $\{\phi_i\}$, we will henceforth only consider sets $\mathcal{C}$ such that $\lambda$ is diagonalized. Clearly, Eq. (1.88) has the same form as Eqs. (1.75) and (1.76). Thus within the HF approximation, the effective external potential is given by

$$\hat{v}^{\text{HF}} = \hat{v} + \hat{J} - \hat{K}. \quad (1.89)$$
and we may identify the diagonalized Lagrange multipliers as orbital eigenenergies,

$$\tilde{\lambda}_i \equiv \epsilon_i^{\text{HF}}.$$  

\{\epsilon_i^{\text{HF}}\} will be referred to as the set of canonical HF eigenenergies. The realization of Eq. (1.89) is rather profound in that it states that the minimizing Slater determinant of Eq. (1.74) is the one constructed from a set of \textit{self–consistent, mean–field} orbitals. That is to say that each of the HF-MOs which make of this configuration in effect “feel” the effect of the other orbitals through action of the Fock operator, i.e. the orbitals themselves are non–interacting, but each orbital “knows” about all of the others through the $\hat{J}$ and $\hat{K}$ operators. Thus the HF wave function (the minimizing Slater determinant) is often referred to as the mean–field solution to Eq. (1.70) and thus Eq. (1.1).

In and of themselves, Eqs. (1.85) and (1.88) represent a challenging class of nonlinear integrodifferential equations. It was in the realization of Roothaan \cite{11} that Eq. (1.88) may instead be cast into a numerical linear algebra problem by expanding the orbitals of $C$ in a basis set,

$$\phi_\sigma^\sigma(p) = \sum_{\mu=1}^{N_b} C_{\mu p}^{\text{HF},\sigma} \chi_\mu(r),$$  

where $C_{\mu p}^{\text{HF},\sigma} = \langle \chi_\mu | \phi_\sigma^\sigma \rangle$ is a tensor of expansion coefficients which expand each HF-MO as a linear combination of $N_b$ basis functions, $\{\chi_\mu\}$. The tensor $C^{\text{HF}}$ will be referred to as the HF-MO coefficients in the following. Substituting Eq. (1.91) into Eq. (1.88) projecting on the left by $\chi_\nu$, we obtain

$$\sum_{\mu=1}^{N_b} \sum_{\sigma'} \int \int_{\mathbb{R}^3} \chi_\nu^*(r) \hat{F}^{\text{HF},\sigma\sigma'}(r;r') \chi_\mu(r') C_{\mu i}^{\text{HF},\sigma} d^3r d^3r' = \sum_{\mu=1}^{N_b} \int \int_{\mathbb{R}^3} \chi_\nu^*(r) \chi_\mu(r) C_{\mu i}^{\text{HF},\sigma} \epsilon_i^{\text{HF}} d^3r,$$

or more compactly

$$F^{\text{HF}} C_{o}^{\text{HF}} = S C_{o}^{\text{HF}} \epsilon_o^{\text{HF}}$$  

(1.93)
where the Fock matrix, \( \mathbf{F}^{\text{HF}} \in \mathbb{C}^{2N_b \times 2N_b} \) and overlap matrix \( \mathbf{S} \in \mathbb{C}^{2N_b \times 2N_b} \) are given by

\[
\mathbf{F}^{\text{HF}} = \begin{bmatrix}
F^{\text{HF}, \alpha \alpha} & F^{\text{HF}, \alpha \beta} \\
F^{\text{HF}, \beta \alpha} & F^{\text{HF}, \beta \beta}
\end{bmatrix},
\]

(1.94)

\[
\mathbf{S} = \begin{bmatrix}
S & 0 \\
0 & S
\end{bmatrix},
\]

(1.95)

with

\[
\mathbf{C}^{\text{HF}} = \begin{bmatrix}
C^{\text{HF}, \alpha} \\
C^{\text{HF}, \beta}
\end{bmatrix}
\]

(1.96)

\[
\mathbf{F}^{\text{HF}} = \mathbf{H}^{\text{core}} + \mathbf{J} - \mathbf{K},
\]

(1.97a)

\[
\chi^{\sigma \sigma'}_{\mu \nu}(r; r') = \int \chi^*_{\nu}(r) \hat{X}^{\sigma \sigma'}(r; r') \chi_{\mu}(r') \, d^3r \, d^3r', \quad \mathbf{X} \in \{ \mathbf{H}^{\text{core}}, \mathbf{J}, \mathbf{K} \}.
\]

(1.97b)

\[
S_{\mu \nu} = \langle \chi_{\mu} | \chi_{\nu} \rangle.
\]

(1.97c)

Here, the rectangular matrices \( \mathbf{C}^{\text{HF}, \sigma} \in \mathbb{C}^{N_b \times N} \) are the spin–basis coefficients which expand the occupied HF-MOs (in the sense of second quantization) in the basis set. \( \mathbf{C}^{\text{HF}} \in \mathbb{R}^{2N_b \times N} \) is the diagonal matrix of occupied HF-MO eigenenergies.

Clearly, Eq. (1.93) represents a partial diagonalization of \( \mathbf{F}^{\text{HF}} \) in the case when \( N < 2N_b \) and does not yield coefficients of all of the elements of \( \mathbf{C} \). If instead we examine the full diagonalization of \( \mathbf{F}^{\text{HF}} \),

\[
\mathbf{F}^{\text{HF}} \mathbf{C}^{\text{HF}} = \mathbf{S} \mathbf{C}^{\text{HF}} \mathbf{\epsilon}^{\text{HF}},
\]

(1.98)

where \( \mathbf{C}^{\text{HF}} \in \mathbb{C}^{2N_b \times 2N_b}, \mathbf{\epsilon}^{\text{HF}} \in \mathbb{R}^{2N_b \times 2N_b} \) represent a full–rank eigendecomposition of \( \mathbf{F}^{\text{HF}} \).

Thus from a set of \( N_b \) basis functions, one may construct a set of orbitals which has \( |\mathbf{C}| = 2N_b \) such that span \( |\mathbf{C}| = \text{span} \{ \{ \chi_{\mu} \} \} \). That is to say that if \( \{ \chi_{\mu} \} \) is complete on \( \mathcal{H}^1 \), so is \( \mathbf{C} \). Equation (1.98) is known as the Roothaan–Hall equation. To find the minimizing HF wave function, we must minimize Eq. (1.77) by choosing the orbitals with the lowest \( N \) eigenenergies from which we will construct the ground state HF configuration. In general, Eq. (1.98) may be solved iteratively to self–consistency by constructing the Fock matrix.
from some guess of the ground state configuration and rediagonalizing until the eigenvectors obtained are unchanging up to a unitary transformation. This procedure is known as the self–consistent field (SCF) procedure [5], and Eq. (1.98) is often referred to as an SCF equation.

1.6.2 Density Functional Theory

The Hartree–Fock approximation provides an excellent reference determinant for systematic improvement by way of Eq. (1.62). However, in order to obtain the exact many–body wave function, one must obtain the full expansion of Eq. (1.62); a feat which is computationally intractable for all but the simplest problems. Even at very low orders of truncation, obtaining the coefficients for these types of expansions is often so computationally demanding that only relatively small molecular systems are able to be studied on a routine basis. This poses a rather formidable problem in the field of electronic structure theory in that the Hartree–Fock wave function itself is not a sufficient description of the many–body wave function for relatively trivial problems, and any reasonable improvement of the wave function leads to computationally intractable problems for experimentally relevant molecular systems. Luckily, the deficiencies of the Hartree–Fock approximation are well known: it simply lacks explicit two–body interactions in the effective Hamiltonian, i.e. the non–interacting system is said to lack electron correlation. Thus if one were able to account for electron correlation in an effective one–body Hamiltonian, one would not need to use expensive many–body expansions such as Eq. (1.62). To this end, we will employ density functional theory (DFT) as a means to approximately account for electron correlation effects.

The Hohenberg–Kohn (HK) theorem states that there exists a bijection between an external scalar potential and the scalar one–body density of the many–body wave function [12]. More generally, the HK theorem may be extended to the 1RDM if the external potential has spin structure or is generally non–local in character [13]. Thus the total energy of the
many–body state may be written in terms of functionals of the 1RDM,

\[ E[\Psi] = E[\gamma^1] = F^{HK}[\gamma^1] + \int \int \hat{v}(x; x') \gamma^1(x'; x) \, d^4x \, d^4x' \]  

(1.99)

where \( F^{HK} \) is an energy functional which describes the energetic contributions arising from all one and two–body interactions separate from the external potential. \( F^{HK} \) may be broken down into its substituent contributions as follows,

\[ F^{HK}[\gamma^1] = H^{\text{free}}[\gamma^1] + J[\gamma^1] + E^{\text{xc}}[\gamma^1] \]  

(1.100)

where \( H^{\text{free}} \) is the energy functional pertaining to the free–particle part of the electronic Hamiltonian describing the system arising from \( \hat{h} \) in Eq. (1.81), \( J \) is the classical Coulomb functional of Eq. (1.82), and \( E^{\text{xc}} \) is the exchange–correlation (xc) functional which describes all purely quantum many–body energetic contributions, including those which enforce the proper spin statistics (i.e. Fermi–Dirac in the case of fermions) for the wave function. Thus given the exact forms of \( H^{\text{free}} \) and \( E^{\text{xc}} \), one would be able to obtain all information pertaining to the physical system.

There are a number of problems implicit in Eqs. (1.99) and (1.100). The most problematic is that the exact form of \( E^{\text{xc}} \) is unknown, thus rendering the practical treatment of DFT as an exact method impossible. In practice however, the lack of knowledge of an exact \( E^{\text{xc}} \) is not so egregious that it becomes an impractical tool for chemical inquiry. Due to the vast availability of approximate xc–functionals which have been developed to reproduce certain physical quantities, the cost–to–accuracy ratio over methods which use explicit many–body expansions is within the realm of tolerability for routine inquiry into chemical phenomena.

There is another, more subtle problem relating to the form Eq. (1.100) in that the exact form for \( H^{\text{free}} \) is just as complex as \( E^{\text{xc}} \) in the case when \( \gamma^1 \) is derived from a truly interacting many–body wave function [6]. While the explicit form of the 1RDM is a simple finite sum in the case of a single Slater determinant (Eq. (1.42)), the form for the true many–body wave function contains an infinite sum over orbital products such that

\[ H^{\text{free}}[\gamma^1] = \sum_{i=1}^{\infty} f_i \left\langle \psi_i \left| \hat{H}^{\text{free}} \right| \psi_i \right\rangle, \quad \text{s.t.} \quad \int \gamma^1(x; x') \psi_i(x') \, d^4x' = f_i \psi_i(x). \]  

(1.101)
Thus in DFT methods which rely solely on the HK theorems, one must make rather crude approximations to the $H^{\text{free}}$ functional, such as the Thomas–Fermi functional [6], for practical calculations.

A solution to the problem of handling $H^{\text{free}}$ in a consistent manner comes from Kohn–Sham density functional theory (KS-DFT), where one reintroduces the concept of a fictitious non–interacting (Slater determinant) wave function to represent the true many–body wave function [14]. As such the total energy of the system may be written as,

$$E^{\text{KS}}[\gamma^1_s] = H^{\text{free}}[\gamma^1_s] + J[\gamma^1_s] + \tilde{E}^{xc}[\gamma^1_s] + \int_{\mathbb{R}^4} \hat{v}(x; x') \gamma^1_s(x'; x) \ d^4x \ d^4x', \quad (1.102)$$

where all of the moieties with an $s$ subscript denote that they relate to the fictitious non–interaction system, i.e. a single Slater determinant such that $\gamma^1_s$ may be composed as Eq. (1.48). Thus

$$H^{\text{free}}_s = \sum_i \langle \phi_i | \hat{H}^{\text{free}} | \phi_i \rangle, \quad (1.103)$$

where $\{ \phi_i \}$ is the set of so called Kohn–Sham molecular orbitals (KS-MOs) used to construct $\gamma^1_s$. $\tilde{E}^{xc}$ is an augmented xc functional which accounts for the difference of $H^{\text{free}}_s$ and $H^{\text{free}}$,

$$\tilde{E}^{xc}[\gamma^1_s] = H^{\text{free}}[\gamma^1_s] - H^{\text{free}}_s[\gamma^1_s] + E^{xc}[\gamma^1_s]. \quad (1.104)$$

Due to the introduction of the non–interacting system, or equivalently a set of orbitals, we may derive a set of SCF equations in analogy to the HF approximation which minimizes Eq. (1.102). In analogy of Eq. (1.88), we may write

$$\int_{\mathbb{R}^4} \hat{F}^{\text{KS}}(x_1; x'_1) \phi_i(x'_1) \ d^4x'_1 = e_i^{\text{KS}} \phi_i(x_1), \quad (1.105)$$

where

$$\hat{F}^{\text{KS}}(x; x') = \hat{H}^{\text{core}}(x; x') + \hat{J}(x; x') + \hat{V}^{xc}(x; x') \quad (1.106)$$

$$\hat{V}^{xc}(x; x') = \frac{\delta \tilde{E}^{xc}[\gamma^1_s]}{\delta \gamma^1_s(x'; x)} \quad (1.107)$$
and $\hat{V}_{xc}$ is referred to as the *exchange–correlation* (xc) potential. Equation (1.105) is known generally as the Kohn–Sham (KS) equations. In comparison with Eq. (1.76), we may identify Eq. (1.106) as an effective one–body operator by the effective potential for KS-DFT as,

$$\hat{v}^{KS} = \hat{v} + \hat{J} + \hat{V}_{xc}. \quad (1.108)$$

In further analogy to the treatment of the HF approximation, by examining the similarities between Eq. (1.86) and Eq. (1.106); setting $E_{xc}[\gamma_s] = -K[\gamma_s]$ yields the canonical HF equations. Knowing that the HF wave function lacks explicit treatment of electron correlation, the HF approximation may be thought of as a special case of KS-DFT where the xc functional only contains enough information to ensure the proper (anti-symmetric) particle exchange symmetry while neglecting any treatment of electron correlation. The attractive aspect on KS-DFT is that for relatively the same computational cost as obtaining a HF wave function one is able to (at least approximately) treat the electron correlation of the many–body problem. Further, unlike the HF approximation, in the limit where the orbital set $\mathcal{C}$ is taken to be complete and one has exact forms for the $E_{xc}$ functional, KS-DFT is exact. Neither of these limits are realizable in practice, but nevertheless, electronic structure methods based on KS-DFT have seen enormous success in the prediction of many chemical phenomena which would be computationally inaccessible over explicit many–body methods [15,16].

Casting Eq. (1.106) onto a finite basis as in Eq. (1.91), we obtain a generalized eigenvalue problem analogous to the Roothaan–Hall equation of Eq. (1.98) [17],

$$\mathbf{F}^{KS} \mathbf{C}^{KS} = \mathbf{S} \mathbf{C}^{KS} \epsilon^{KS}, \quad (1.109)$$

where

$$\mathbf{F}^{KS} = \mathbf{H}^{\text{core}} + \mathbf{J} + \mathbf{V}^{xc}, \quad (1.110)$$

$$\mathbf{V}^{xc} = \begin{bmatrix} V^{xc,\alpha\alpha} & V^{xc,\alpha\beta} \\ V^{xc,\beta\alpha} & V^{xc,\beta\beta} \end{bmatrix}, \quad (1.111)$$

$$V^{xc,\sigma\sigma'}_{\mu\nu} = \int \int \chi^*_\mu (\mathbf{r}) \frac{\delta E^{xc}[\gamma_s]}{\delta \gamma^{\sigma\sigma'}(\mathbf{r}'; \mathbf{r})} \chi_\nu (\mathbf{r}') \ d^3 \mathbf{r} \ d^3 \mathbf{r}'. \quad (1.112)$$
Here, $C^{KS} \in \mathbb{C}^{2N_b \times 2N_b}$ and $\epsilon^{KS} \in \mathbb{R}^{2N_b \times 2N_b}$ are the KS-MO coefficients and orbital eigenenergies, respectively. In the limit when the external potential is spatially local but has spin structure, Eq. (1.113) may be written as

$$V^{xc,\sigma\sigma'}_{\mu\nu} = \int_{\mathbb{R}^3} \frac{\delta \tilde{E}^{xc}[\gamma_s^1]}{\delta \rho^{\sigma\sigma'}(r)} \chi^*_\mu(r) \chi_\nu(r) \, d^3r,$$

(1.113)

where $\rho^{\sigma\sigma'}(r)$ are the spin basis coefficients of the one–particle density defined in Eq. (1.51) and we have exploited the fact that $\tilde{E}^{xc}[\gamma_s^1] \in \mathbb{R}$ in the interchange of the spin labels in the functional derivative. The form of Eq. (1.113) will allow for several simplifications in the methods which will be developed in Sec. 2.3.

### 1.6.3 Density Matrices for Non–Interacting Wave Functions

It is useful to examine the representation of the 1RDM and 2RDM, or more specifically the one– and two–particle densities in the case of spatially local potentials, in the basis which expands the single–particle orbitals for a particular reference. In this section we examine these quantities for a reference determinant $|\Phi_N^0\rangle$ which represents either a HF or KS-DFT determinant without loss of generality. Expanding Eq. (1.42) in Eq. (1.91), we obtain,

$$\gamma^{1,K}(r; r') = \sum_{\mu\nu} P^K_{\mu\nu} \chi_\mu(r) \chi^*_\nu(r'), \quad K \in \{0, 1, 2, 3\},$$

(1.114)

where

$$P^0_{\mu\nu} = \frac{1}{2} \sum_i C^\alpha_{\mu i} C^\alpha_{\nu i} + C^\beta_{\mu i} C^\beta_{\nu i},$$

(1.115a)

$$P^1_{\mu\nu} = \frac{1}{2} \sum_i C^\alpha_{\mu i} C^\beta_{\nu i} + C^\beta_{\mu i} C^\alpha_{\nu i},$$

(1.115b)

$$P^2_{\mu\nu} = \frac{1}{2} \sum_i C^\alpha_{\mu i} C^\beta_{\nu i} - C^\beta_{\mu i} C^\alpha_{\nu i},$$

(1.115c)

$$P^3_{\mu\nu} = \frac{1}{2} \sum_i C^\alpha_{\mu i} C^\alpha_{\nu i} - C^\beta_{\mu i} C^\beta_{\nu i}.$$
utility of the definition of the 1PDM is clearly seen in the evaluation of expectation values of operators expressed in the basis set,

$$\left\langle \Phi_0^N \left| \sum_i \hat{O}^1(i) \right| \Phi_0^N \right\rangle = 2 \sum_K \text{Tr} \left[ P^K O^{1,K} \right]$$

(1.116)

where

$$O_{\mu\nu}^{1,K} = \left\langle \chi_\mu \left| \hat{O}^{1,K}(1) \right| \chi_\nu \right\rangle.$$  

(1.117)

### 1.6.4 Spin Symmetries of Non–Interacting Wave Functions

In this section, we consider the spin symmetries of a general Fock matrix, $F$, which could be described as either Eq. (1.97a) for Hartree–Fock wave functions, or Eq. (1.110) for Kohn–Sham wave functions. The full treatment of the spin–structure of the Fock matrix is known as the generalized self–consistent field (GSCF) method which takes the form of generalized Hartree–Fock (GHF) and generalized Kohn–Sham (GKS) for the two methods, respectively. In GSCF, no assumptions are made regarding the spin symmetry of the non–interacting wave function, i.e. the resulting lowest–energy GSCF wave function need not be an eigenfunction of $\hat{S}_z$ or $\hat{S}_2$ regardless of the symmetries that are inherent in the electronic Hamiltonian [18, 19]. In general, if the electronic Hamiltonian contains non–trivial spin structure, a GSCF framework must be employed and the Fock matrix may be decomposed in the same manner as the general operators in Eq. (1.31) via,

$$F^{\text{GSCF}} = F^0 \otimes \sigma_0 + F^1 \otimes \sigma_1 + F^2 \otimes \sigma_2 + F^3 \otimes \sigma_3.$$  

(1.118)

However, if the electronic Hamiltonian admits spin as a symmetry, $[\hat{H}_{el}, \hat{X}] = 0$, $\hat{X} \in \{\hat{S}_z, \hat{S}_2\}$, several simplifications can be made in the treatment of the Fock matrix, and more generally in the structure of the MO coefficients and density matrices.

We examine the different spin symmetries in turn, noting that $\hat{S}_2$ as a symmetry implies $\hat{S}_z$ as a symmetry but not the converse. If we restrict our solutions of the SCF equations to adhere to $\hat{S}_z$ symmetry, but not $\hat{S}_2$, the SCF matrix equations can adopt the block diagonal
form,

\[
\begin{bmatrix}
F^{\alpha\alpha} & 0 \\
0 & F^{\beta\beta}
\end{bmatrix}
\begin{bmatrix}
C^{\alpha} \\
0
\end{bmatrix}
= 
\begin{bmatrix}
S & 0 \\
0 & S
\end{bmatrix}
\begin{bmatrix}
C^{\alpha} \\
0
\end{bmatrix}
\begin{bmatrix}
e^{\alpha} \\
0
\end{bmatrix}.
\]

Equation (1.119) is referred to as the Pople–Nebst equation [5], and the restriction on the SCF solution is known as unrestricted SCF (USCF), or analogously UHF (UKS) for Hartree–Fock (Kohn–Sham) wave functions. The block structure of Eq. (1.119) warrants brief discussion as a number of new concepts have been implicitly introduced. Due to the enforced block structure, the eigenvectors of Eq. (1.119) are not generally able to be placed into energetic order. In a sense, USCF separates the spin components of the SCF equations into two coupled (through $\hat{J}$ of Eq. (1.87)) eigenvalue problems which partition $C$ such that all orbitals are either purely spin–up ($\alpha$) or spin–down ($\beta$) in nature. That is to say $C = C^{\alpha} \cup C^{\beta}$ with $C^{\alpha} \cap C^{\beta} = \emptyset$ and $|C^{\alpha}| = |C^{\beta}| = N_b$ such that

\[
C^{\alpha} = \{ |\phi_p\rangle \in C \text{ s.t. } \phi_p(x) = \phi_p^{\alpha}(r)\alpha(\sigma) \},
\]

and similarly for $C^{\beta}$. As such, the block structure of the MO coefficients in Eq. (1.119) may be interpreted as follows: the USCF equations still generate $2N_b$ orbitals from a basis set consisting of $N_b$ functions; however, due to the partitioning of $C$ into $C^{\alpha}$ and $C^{\beta}$, the MO coefficients have also been partitioned into two sets which expand the $\alpha$ and $\beta$ orbitals separately. That is to say that both sets of MO coefficients both technically expand the $\alpha$ and $\beta$ components of the spinor orbitals of the form Eq. (1.11), but if a MO coefficient vector pertains to an orbital of a particular spin character, the coefficients of that vector which pertain to the opposite spin function are restricted to be zero. Thus yielding the block structure of the MO coefficients in Eq. (1.119). As such, the the $\alpha$ and $\beta$ blocks of Eq. (1.119) may be energetically ordered in and of themselves, but no global orbital energetic ordering is implied. To demonstrate the validity of this block diagonalization, we examine the conditions under which Eq. (1.118) commutes with $\hat{S}_z = \frac{1}{2} \sigma_1 \otimes \sigma_3$,

\[
[F^{\text{GSCF}}, S_z] = \frac{1}{2} [F^1, S] \otimes [\sigma_1, \sigma_3] + \frac{1}{2} [F^2, S] \otimes [\sigma_2, \sigma_3], \quad S_z = \frac{1}{2} S \otimes \sigma_3. \tag{1.121}
\]
Here $S_z$ is the basis representation of $\hat{S}_z$. Due to the non–zero commutation relationships of the Pauli matrices, we may state

$$[\mathbf{F}^{\text{GSCF}}, S_z] = 0 \quad \text{iff} \quad [\mathbf{F}^1, S] = [\mathbf{F}^2, S] = 0,$$

which is in general only satisfied if $\mathbf{F}^1 = \mathbf{F}^2 = \mathbf{0}$. Thus we may define a restriction of the GSCF Fock matrix as

$$\mathbf{F}^{\text{USCF}} = \mathbf{F}^0 \otimes \sigma_0 + \mathbf{F}^3 \otimes \sigma_3 = \begin{bmatrix} \mathbf{F}^0 + \mathbf{F}^3 & 0 \\ 0 & \mathbf{F}^0 - \mathbf{F}^3 \end{bmatrix} \text{ s.t. } [\mathbf{F}^{\text{USCF}}, S_z] = 0,$$

which clearly has the same block structure as Eq. (1.119). Constructing a ground–state configuration from Eq. (1.119) introduces ambiguity in that that projection onto the $z$–spin axis must be chosen a priori. The $z$–spin projection of a reference determinant may be written in terms of its 1PDM (via Eq. (1.116)) as,

$$\langle \Phi_0^N | \hat{S}_z | \Phi_0^N \rangle = \text{Tr} [\mathbf{P}^3 S] = \frac{N^\alpha - N^\beta}{2}, \quad N = N^\alpha + N^\beta,$$

where we have used the fact that $\mathcal{C}^\dagger \mathcal{S} \mathcal{C} = \mathbf{I}$ by convention. Here $N^\alpha$ and $N^\beta$ are taken to be the number of elements from $\mathcal{C}^\alpha$ and $\mathcal{C}^\beta$ which have been chosen to make up the ground–state determinant, respectively. Thus, in USCF, one may enforce a particular spin configuration by restricting the number of $\alpha$ and $\beta$ orbitals in the resulting determinant. The ground–state configuration is constructed by choosing the $N^\alpha$ orbitals from $\mathcal{C}^\alpha$ with the lowest $\alpha$ orbital eigenvalues ($\epsilon^\alpha$), and the $N^\beta$ orbitals from $\mathcal{C}^\beta$ with the lowest $\beta$ orbital eigenvalues ($\epsilon^\beta$). This restricting does not, however, guarantee a particular spin–multiplicity as the resulting wave function is not guaranteed to be an eigenfunction of $\hat{S}^2$. USCF is typically used in cases where the electronic Hamiltonian is either spin independent and the desired determinant is restricted to have $N^\alpha \neq N^\beta$ (i.e. open–shell systems), or when the electronic Hamiltonian depends only on $\sigma_0$ and $\sigma_3$. In essence, the USCF equations enforce a particular projection onto the $z$–spin axis while the GSCF equations to not. As such, USCF determinants are referred to as collinear solutions (i.e. collinear with the $z$–spin axis) while GSCF determinants are referred to as non–collinear solutions.
The USCF equations may be further restricted to be eigenfunctions of $\hat{S}^2$ in what will be referred to as the restricted SCF equations (RSCF) given by

$$
\begin{bmatrix}
F^{\alpha\alpha} & 0 \\
0 & F^{\alpha\alpha}
\end{bmatrix}
\begin{bmatrix}
C^\alpha & 0 \\
0 & C^\alpha
\end{bmatrix}
= 
\begin{bmatrix}
S & 0 \\
0 & S
\end{bmatrix}
\begin{bmatrix}
C^\alpha & 0 \\
0 & C^\alpha
\end{bmatrix}
\begin{bmatrix}
\epsilon^\alpha & 0 \\
0 & \epsilon^\alpha
\end{bmatrix},
$$
(1.125)

or more compactly

$$
F^{\alpha\alpha}C^\alpha = SC^\alpha \epsilon^\alpha.
$$
(1.126)

This block structure arises from the fact that $\hat{S}^2$ symmetry implies simultaneous commutation of the Fock matrix with each of $\hat{S}_x, \hat{S}_y, \hat{S}_z$. From the form of Eq. (1.123), this may only be achieved if the Fock matrix takes the form

$$
F^{\text{RSCF}} = F^0 \otimes \sigma_0,
$$
(1.127)

which clearly has the same block structure as Eq. (1.125). By this restriction, $C$ is again partitioned into two sets of orbitals which correspond to $\alpha$ and $\beta$ spin character. However, unlike USCF, the block structure of Eq. (1.125) implies that there exists a single set of purely spatial orbitals, $\mathcal{S} = \{\psi_m(r)\}$ with $|\mathcal{S}| = N_b$, such that

$$
C^\alpha = \{\phi(x) = \psi_m(r)\alpha(\sigma) \ \forall \psi_m \in \mathcal{S}\},
$$
(1.128)

and similarly for $\beta$. In a sense, $C^\alpha$ and $C^\beta$ may be considered somewhat equivalent in the fact that there exists an isomorphism between their elements in which the image of each orbital of a particular spin set is the orbital in the other spin set which has the same spatial part and energy eigenvalue (via the degenerate block structure of Eq. (1.125)). As such, there should be no preference in the inclusion of an orbital from one set or its image in the other. Thus the ground-state configuration may be constructed by choosing the $N/2$ equivalent pairs of the two sets with the lowest energy eigenvalues, i.e. inclusion of a particle from $C^\alpha$ implies that the image of that orbital under the isomorphism is also included. Due to this paired nature, RSCF may meaningfully employed only in the cases where the electronic Hamiltonian is spin independent and the system in question may be restricted to be closed shell (i.e. the same number of $\alpha$ and $\beta$ orbitals in the configuration due to pairing).
As it often the case, it is useful to examine relationship between the the above restrictions on the SCF equations and the structure of the 1PDM which arises from their solution. For a general Fock matrix \( F \) and corresponding SCF 1PDM \( P \) (i.e. the 1PDM resulting from the solution of the SCF equations), these relationships are given by

\[
F = F^{\text{GSCF}} \quad \text{iff} \quad P = P^{\text{GSCF}} = P^0 \otimes \sigma_0 + P^1 \otimes \sigma_1 + P^2 \otimes \sigma_2 + P^3 \otimes \sigma_3, \quad (1.129a)
\]

\[
F = F^{\text{USCF}} \quad \text{iff} \quad P = P^{\text{USCF}} = P^0 \otimes \sigma_0 + P^3 \otimes \sigma_3, \quad (1.129b)
\]

\[
F = F^{\text{RSCF}} \quad \text{iff} \quad P = P^{\text{RSCF}} = P^0 \otimes \sigma_0. \quad (1.129c)
\]

The consequences of these relationships will be explored in future sections.

1.7 Non–Relativistic Molecular Hamiltonians

1.7.1 The Molecular Schrödinger Equation

Fundamental to the description of any quantum molecular system, relativistic or non–relativistic, is the non–relativistic molecular Hamiltonian, \( \hat{H}^{\text{NR}} : \mathcal{H}^{\text{NR}} \mapsto \mathcal{H}^{\text{NR}} \), where \( \mathcal{H}^{\text{NR}} \) describes a quantum system containing \( N_{\text{el}} \) electrons and \( N_{\text{nuc}} \) nuclei in the absence of relativistic effects. \( \hat{H}^{\text{NR}} \) is so fundamental to the description of quantum molecular systems in that it is the linear operator on \( \mathcal{H}^{\text{NR}} \) which represents the non–relativistic total energy of the system. In the absence of external fields, \( \hat{H}^{\text{NR}} \) takes the form [5,10,20]

\[
\hat{H}^{\text{NR}} = \hat{H}^{\text{el}}_{\text{NR}} + \hat{H}^{\text{nuc}}_{\text{NR}} + \hat{H}^{\text{mix}}_{\text{NR}} (1.130)
\]

where

\[
\hat{H}^{\text{el}}_{\text{NR}} = \sum_i \hat{T}^{\text{NR}}(i) + \frac{1}{2} \sum_{i \neq j} g^C(i,j), \quad (1.131a)
\]

\[
\hat{H}^{\text{nuc}}_{\text{NR}} = \sum_A \hat{T}^{\text{NR}}(A) + \frac{1}{2} \sum_{A \neq B} g^C(A,B), \quad (1.131b)
\]

\[
\hat{H}^{\text{mix}}_{\text{NR}} = \sum_i \sum_A g^C(i,A). \quad (1.131c)
\]
Here we have denoted operator action onto the electronic degrees of freedom as $i, j$ and $A, B$ for the nuclear degrees of freedom. For a general (electronic or nuclear) coordinate, $\xi$, the non–relativistic kinetic energy operator, $\hat{T}^{\text{NR}}$, is given by

$$\hat{T}^{\text{NR}}(\xi) = \frac{1}{2m_\xi} \hat{p}(\xi) \cdot \hat{p}(\xi),$$  \hspace{1cm} (1.132)

where $\hat{p}$ is the linear momentum operator and $m_\xi$ is the mass of the $\xi$-th particle. $\hat{g}^C$ is the two–body Coulomb operator which describes the electrostatic interaction between charged particles.

In the spinor representation, these operators take the general form (in atomic units)

$$\hat{p}(r_\xi) = -i \nabla_\xi \otimes \hat{I}_S(\xi) \Longrightarrow \hat{T}^{\text{NR}}(r_\xi) = -\frac{1}{2m_\xi} \Delta_\xi \otimes \hat{I}_S(\xi),$$  \hspace{1cm} (1.133)

and

$$\hat{g}^C(r_\xi, r_\zeta) = \frac{Z_\xi Z_\zeta}{r_{\xi\zeta}} \otimes \hat{I}_S(\xi) \otimes \hat{I}_S(\zeta), \quad r_{\xi\zeta} = |r_\xi - r_\zeta|$$  \hspace{1cm} (1.134)

where $\nabla_\xi$ and $\Delta_\xi$ are the gradient and Laplacian operators acting on the $\xi$-th spatial coordinate, respectively. $Z_\xi$ is the charge of the $\xi$-th particle, which in atomic units is given by $-1$ for electrons and the number of protons for a particular nucleus, respectively. $\hat{I}_S(\xi)$ is the identity spin operator for particle $\xi$, which has been introduced to make a careful distinction between the spinor basis of electrons, which are spin–1/2 fermions, and nuclei, which are in general not spin–1/2 fermions and thus potentially carry a much more complicated spin structure [21]. For electrons, $\hat{I}_S = \sigma_0$. The presence of $\hat{I}_S$ in Eqs. (1.133) and (1.134) may be interpreted as the action of these operators do not manipulate the spin degrees of freedom of the total wave function.

The wave equation governed by Eq. (1.130) as a specialization of Eq. (1.1) is given by

$$\hat{H}^{\text{NR}} |\Psi_{\text{tot}}(t)\rangle = i\partial_t |\Psi_{\text{tot}}(t)\rangle,$$  \hspace{1cm} (1.135)

where $|\Psi_{\text{tot}}(t)\rangle$ is the total molecular wave function which describes both the electronic and nuclear degrees of freedom. Equation (1.135) will be referred to as the molecular Schrödinger equation. In this work, all non–relativistic specializations of Eq. (1.1) will be referred to as
Schödinger equations due to the presence of the kinetic energy operator in their Hamiltonian. As such, they are direct quantum analogues of the classical Hamiltonian which was the basis of the original Schrödinger Hamiltonian of the general form \[10\]

\[
\hat{H}(t) = \hat{T}^{NR} + \hat{V}(t).
\]

1.7.2 The Born–Oppenheimer Approximation

As has been previously stated on numerous occasions, the primary focus of this work is to treat the many-body electronic problem for molecular systems, not the quantum nature of the nuclei. The combined quantum treatment of Eq. (1.130) obfuscates this point in that the presence of \(\hat{H}^{NR}_{mz}\) intimately couples the electronic and nuclear degrees of freedom. Thus it would be of practical utility to, in some way, decouple the quantum treatment of the electrons and the nuclei such that they may be treated separately. To this end, we will work within the Born–Oppenheimer ansatz for the molecular wave function \([20, 22]\) such that it may be written as a single tensor product of an electronic and nuclear wave function,

\[
|\Psi_{tot}\rangle \approx |\Psi_{el}\rangle \otimes |\Theta_{nuc}\rangle.
\]

Due to a large disparity in mass between electrons and nuclei, the energetic regimes which describe their respective dynamics are typically well separated. Namely, from the inertial frame of the electrons, one might approximate the nuclear kinetic energy to be negligible, i.e.

\[
\left\langle \Psi_{el} \left| \sum_A N_{nuc} \hat{T}^{NR}(A) \right| \Psi_{el} \right\rangle \approx 0.
\]

This assumption is referred to as the Born–Oppenheimer approximation \([20]\) (a concept distinct from from the Born–Oppenheimer ansatz for the molecular wave function). This is typically a safe assumption for reasonably heavy nuclei as the ratio of the electronic and nuclear kinetic energies are of the same order as the ratio of the electronic and proton masses, \(O(10^3)\). Thus, from the electronic perspective, the nuclear configuration is approximately static, and the electrons only “feel” the electrostatic potential of a fixed nuclear wave function.
at any given time. This approach is therefore analogous to the mean-field treatment of the Hartree–Fock wave function in Eq. (1.88). Denoting a particular fixed nuclear wave function $|\Theta_{nuc}^{fx}\rangle$, we may write down a Hamiltonian which acts on the electronic component of the wave function and is valid in the inertial frame of the electrons [20],

$$\hat{H}^{BO}_{el} = \left\langle \Theta_{nuc}^{fx} \left| \hat{H}^{NR} - \sum_{A} \hat{T}^{NR}(A) \right| \Theta_{nuc}^{fx} \right\rangle = E_{nn} + \sum_{i}^{N_{el}} \hat{T}^{NR}(i) + \hat{V}_{ne}(i) + \sum_{i \neq j}^{N_{el}} \hat{g}^{C}(i, j),$$

(1.139)

where

$$\hat{V}_{ne}(r_{i}) = -\sum_{A}^{N_{nuc}} \left( \int_{\mathbb{R}^{3}} Z_{A} \rho_{nuc,A}^{1,0}(R) \frac{d^{3}R}{|r_{i} - R|} \right) \otimes \sigma_{0},$$

(1.140)

$$E_{nn} = \frac{1}{2} \sum_{A \neq B}^{N_{nuc}} \int_{\mathbb{R}^{3}} Z_{A} Z_{B} \rho_{nuc,A}^{1,0}(R) \rho_{nuc,B}^{1,0}(R') \frac{d^{3}R d^{3}R'}{|R - R'|}.$$

(1.141)

$\rho_{nuc,A}^{1,0}(R)$ is the one–particle scalar density of the $A$–the nucleus defined through a proper generalization of Eq. (1.50) for non spin–1/2 fermions. The explicit form of $\rho_{nuc,A}^{1,0}(R)$ is immaterial to this work except for the property,

$$\sum_{A}^{N_{nuc}} \int_{\mathbb{R}^{3}} \rho_{nuc,A}^{1,0}(R) d^{3}R = N_{nuc}.$$ 

(1.142)

This criteria is clearly met if $\rho_{nuc,A}^{1,0}(R)$ is a normalized function. In this work, we will approximate $\rho_{nuc,A}^{1,0}(R)$ as a classical charge distribution described by a single Gaussian function \[23,24\],

$$\rho_{nuc,A}^{1,0}(R) = \left( \frac{v_{A}}{\pi} \right)^{3/2} e^{-v_{A}(R-R_{A})^2},$$

(1.143)

where $R_{A}$ is the classical nuclear position and

$$v_{A} = \frac{3}{2\zeta}, \quad \zeta = 0.836 M_{A}^{1/3} + 0.570.$$ 

(1.144)
1.7.3 Non–Relativistic Mean–Field Wave Functions

In the case of the non–relativistic Born–Oppenheimer electronic Hamiltonian of Eq. (1.139), the Fock matrix components of Eq. (1.87) take the form [6],

\[
\hat{H}_{\text{core}}(x; x') = \delta^4(x - x') \left( \hat{T}^{\text{NR}}(x) + \hat{V}_{\text{ne}}(x) \right) \tag{1.145a}
\]

\[
\hat{J}(x; x') = \delta^4(x - x') \int_\mathbb{R} \frac{\gamma^1(x_2; x')}{|x - x_2|} d^4x_2 \tag{1.145b}
\]

\[
\hat{K}(x; x') = \frac{\gamma^1(x; x')}{|x - x'|} \tag{1.145c}
\]

Carrying out the integration in a finite basis set via Eq. (1.97b), we obtain

\[
H_{\mu\nu}^{\text{core},\sigma\sigma'} = \delta_{\sigma\sigma'} \left( T_{\mu\nu}^{\text{NR}} + V_{\mu\nu}^{\text{ne}} \right), \tag{1.146a}
\]

\[
J_{\mu\nu}^{\sigma\sigma'} = 2\delta_{\sigma\sigma'} \sum_{\lambda\kappa} \langle \mu\lambda | r_{12}^{-1} | \nu\kappa \rangle P_{\kappa\lambda}^{0}, \tag{1.146b}
\]

\[
K_{\mu\nu}^{\sigma\sigma'} = \sum_{\lambda\kappa} \langle \mu\lambda | r_{12}^{-1} | \kappa\nu \rangle P_{\kappa\lambda}^{\sigma\sigma'}, \tag{1.146c}
\]

where we have substituted in the basis expansions of the density matrix from Eq. (1.115) and introduced

\[
T_{\mu\nu}^{\text{NR}} = -\frac{1}{2} \int_{\mathbb{R}^3} \chi_{\mu}^*(r) \Delta \chi_{\nu}(r) \ d^3r, \tag{1.147}
\]

\[
V_{\mu\nu}^{\text{ne}} = -\int\int_{\mathbb{R}^3} \frac{\chi_{\mu}^*(r) \chi_{\nu}(r) \rho_{\text{nucl}}^{1,0}(R)}{|r - R|} \ d^3r \ d^3R, \tag{1.148}
\]

\[
\langle \mu\nu | r_{12}^{-1} | \lambda\kappa \rangle = \int\int_{\mathbb{R}^3} \frac{1}{r_{12}} \chi_{\mu}^*(r_1) \chi_{\nu}(r_2) \chi_{\lambda}(r_1) \chi_{\kappa}(r_2) \ d^3r_1 \ d^3r_2. \tag{1.149}
\]

Recognizing that the definitions of \( H_{\text{core}} \) and \( J \) in Eq. (1.146) are spin diagonal, we may define the Pauli components of the HF Fock matrix corresponding to Eq. (1.139) (see Eq. (1.94)) as,

\[
F^0 = H_{\text{core},0} + J^0 + X^0, \tag{1.150}
\]

\[
F^k = X^k, \quad k \in \{1, 2, 3\}, \tag{1.151}
\]
where \( F \in \{ F^{\text{HF}}, F^{\text{KS}} \} \) and \( X \) is \(-K\) for HF wave functions and \( V^{\text{xc}} \) for KS wave functions, and

\[
H_{\mu
u}^{\text{core,0}} = (T^{\text{NR}}_{\mu\nu} + V^{\text{ne}}_{\mu\nu}),
\]

\[
J^0_{\mu\nu} = 2 \sum_{\lambda \kappa} \langle \mu \lambda | r^{-1}_{12} | \nu \kappa \rangle P^0_{\kappa \lambda},
\]

\[
K^L_{\mu\nu} = \sum_{\lambda \kappa} \langle \mu \lambda | r^{-1}_{12} | \kappa \nu \rangle P^L_{\kappa \lambda}, \quad L \in \{0, 1, 2, 3\},
\]

\[
V^{\text{xc,L}}_{\mu\nu} = \int_{\mathbb{R}^3} \frac{\delta \tilde{E}^{\text{xc}}(\gamma_s)}{\delta \rho^L(r)} \chi^*_\mu(r) \chi^\nu(r) \, d^3r, \quad L \in \{0, 1, 2, 3\},
\]

Note that the spin dependence of the Fock matrix components comes solely through the mean-field dependence of the Fock operators on the 1RDM, thus restriction of the spin components of the 1RDM implies restriction of the spin components of the Fock matrix (i.e. Eq. (1.129)). This is a direct consequence of Eq. (1.139) being spin diagonal. This introduces a strange concept which is manifest in mean-field theory but not in exact treatments of the electronic problem: the spin symmetry of the density and Fock matrices need not exhibit the same spin structure as the Hamiltonian which they represent. This phenomena is known an symmetry breaking, and is a well studied problem in electronic structure theory [18, 19].

The simplest example of this is the treatment of open-shell systems via Eq. (1.139): the treatment of unpaired spins necessarily introduces an explicit treatment of spin through \( F^3/P^3 \) despite the fact that Eq. (1.139) has no explicit treatment thereof. It is typically the case that in non-relativistic electronic structure that one chooses to obtain the ground-state wave function under the RSCF or USCF restrictions of the Fock and density matrices for closed- and open-shell systems, respectively. However, there are well documented cases in which one must utilize GSCF methods even for non-relativistic theory, such as those discussed in Sec. 2.3.4.
1.8 Relativistic Hamiltonians

1.8.1 Deficiencies of the Non–Relativistic Schrödinger Equation

There are a number of problems inherent in the form of Eqs. (1.130), (1.136) and (1.139). The first problem that is of interest to this work, and perhaps the most glaring in the context of molecular calculations involving the quantum treatment of electrons, is that in the limit of electrostatics in the absence of external fields there is only trivial action of the Hamiltonian onto the spin components of the electronic wave function. To be clear, electronic spin is inherent in any quantum treatment of electrons as it manifests naturally through the irreducible representations of the Galilean group which governs non–relativistic mechanics [25]. Phenomenologically, one may introduce non–trivial spin manipulation into the non–relativistic Hamiltonian through the interaction with an external magnetic field, \( B \), via the spin–Zeeman term,

\[
\hat{H}^\text{BO} \rightarrow \hat{H}^\text{BO} + \hat{H}^\text{Zeeman}, \quad \hat{H}^\text{Zeeman} = \frac{1}{2} \sum_{i=1}^{N_e} \sum_{k=1}^{3} B^k \left( \sigma_k(i) + \hat{L}_k(i) \right),
\]

due to observation of the linear relationship between the magnetic field strength and energy level splittings in the Stern–Gerlach experiment [10]. Here, \( \hat{L} \) is the one–body orbital angular momentum operator. It is well known, however, that \( \hat{H}^\text{Zeeman} \) only yields a proper physical description of the electronic spin degrees of freedom in the strong–field limit [21], whereas in the weak–field limit, intrinsic magnetic effects which arise from special relativity, such as spin–orbit coupling, become energetically competitive.

The second, perhaps more subtle problem relating specifically to the form of Eq. (1.136) is that it is manifestly incapable of adhering to the laws of special relatively, i.e. it is impossible to write down a Hamiltonian of the form in Eq. (1.136) which is Lorentz covariant. This problem is easily identified through recognizing that the Schrödinger equation is quadratic in spatial coordinates through \( T^\text{NR} \) and linear in time, and thus incapable of being compatible with Lorentz boosts. At first glance, one might be tempted to think in terms of a classical analogue for the quantum picture, where for velocities much lower than the speed of light, the
dynamics of classical bodies is approximately governed by Newtonian mechanics: the classical analogue of the Schrödinger equation. Within such a mindset, one might consider relativistic effects as only being important for heavy elements, such as Gold or Uranium, due to the fact that their core electrons move at velocities which are a considerable fraction of the speed of light. However, as is often the case with the quantization of classical mechanics, such a simplistic assumption yields qualitatively incorrect model physics even for light elements such as Carbon and Oxygen [26]. The realization of relativistic effects in light elements typically manifests in context of the ab initio introduction of spin couplings into the Hamiltonian, which not surprisingly also solves the aforementioned problem with treating electronic spin non–relativistically. The following sections provide a brief overview of the treatment of relativistic effects in molecular quantum mechanics.

1.8.2 The Dirac Equation

Fundamental to the treatment of relativistic effects in the electronic problem is the Dirac equation [27,28],

$$\hat{h}^D |\psi(t)\rangle = i \partial_t |\psi(t)\rangle,$$

(1.154)

where $|\psi(t)\rangle$ is the wave function for a spin–1/2 fermion, and the Dirac Hamiltonian, $\hat{h}^D : \mathcal{H}^{4C} \rightarrow \mathcal{H}^{4C}$, is given in atomic units by

$$\hat{h}^D = \hat{v} \otimes I_2 + c \hat{p} \cdot \mathbf{a} + (\mathbf{b} - I_4)c^2.$$

(1.155)

Here, $c$ is the speed of light, $\hat{v}$ is an external scalar potential, and $I_2$ and $I_4$ are the 2-by-2 and 4-by-4 identity matrices, respectively. We have defined the Dirac matrices as

$$\mathbf{a}_k = \sigma_k \otimes \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad k \in \{1, 2, 3\},$$

(1.156a)

$$\mathbf{b} = \begin{bmatrix} I_2 & 0_2 \\ 0_2 & -I_2 \end{bmatrix},$$

(1.156b)
and have used short hand notation
\[
\hat{p} \cdot \mathbf{a} \equiv (\hat{p}_x \sigma_1 + p_y \sigma_2 + p_z \sigma_3) \otimes \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix},
\]  
(1.157)

where \( \hat{p} \) is the linear momentum operator of Eq. (1.133). Equation (1.154) governs the quantum mechanical behavior of a spin–1/2 fermion in full adherence to the principles of special relativity, i.e. it is fully covariant under Lorentz transformations [27,28].

Examining the form of Eq. (1.155), it is clear that the coordinate space spanned by \( \mathbb{F} \) which is defined in Eq. (1.11) is no longer sufficient in the description of relativistic electrons. By block structure of Eq. (1.156a) indicates the need for an extra dimension in the description of the electronic such that,
\[
|\psi\rangle = \begin{bmatrix} |\phi^L\rangle \\ |\phi^S\rangle \end{bmatrix},
\]  
(1.158)

where \( |\phi^L\rangle \) and \( |\phi^S\rangle \) are referred to as the “large” and “small” component of the electronic wave function, respectively, and are both representable as spinors in the sense of Eq. (1.11). Represented as a vector of two spinors, the wave functions relating to the Dirac equation are often referred to as bispinors [27] as they are constructed from four complex components (hence \( |\psi\rangle \in \mathcal{H}^{4C} \)).

The formal treatment of relativistic theory in the context of the consequences of adhering to Lorentz covariance is outside the scope of this work. One should be referred to more comprehensive texts on the subject for a more thorough treatment of these matters [27,28]. There are, however, several aspects of Eq. (1.154) which will play an important role in the following developments. Perhaps the largest departure from non–relativistic quantum mechanics is in the spectrum of Eq. (1.155). Unlike the single–particle Schrödinger equation, the spectrum of Eq. (1.155) is partitioned into three regions relative to the rest mass of the electron: a strictly positive energy continuum \( E > 0 \), a strictly negative energy continuum \( E < -2c^2 \), and a set of discrete states with \( E \in (-c^2, 0) \) which arise due to the presence of the external potential. The solutions of the Dirac equation with \( E > -c^2 \) may be interpreted as an analogue to the non–relativistic electrons, while the solutions with \( E < -c^2 \) have no
non–relativistic analogue. They are typically interpreted as the positronic solutions to the Dirac equation [29]. As this work is to treat the electronic problem in molecular physics, we will be interested in treating the electronic solutions to the Dirac equation, not the positronic solutions. However, this does not negate the presence of these positronic states, and their presence is crucial to a rigorous treatment of relativistic effects in molecular physics.

If Eq. (1.154) is interpreted as a mean–field Hamiltonian where \( \hat{v} \) somehow encompasses the effects of a “sea” of other electrons in the system, the presence of the positronic solutions causes a number of practical problems in obtaining mean–field electronic solutions of the form Eq. (1.76). This is due to the fact that in our presentation of mean–field quantum mechanics, the premise was built on minimization of the energy functional in Eq. (1.74) over Slater determinants. The analogous problem of determining a mean–field electronic solution to the Dirac equation is a constrained minimization over only electronic solutions, as there are an infinite number of continuum positronic solutions. Minimization of Eq. (1.74) over purely electronic Slater determinants in generally impractical using standard optimization techniques and requires rather opaque projection schemes to avoid variational collapse into the positronic regime [27]. However, as we know a priori that the electronic solutions are the ones of interest, we may transform Eq. (1.155) such that we may solve for only the electronic states in an approximate manner. In Sec. 2.1, we will briefly discuss this procedure in the context of the exact two–component Hamiltonian.

1.8.3 The Dirac–Coulomb Molecular Hamiltonian

Although it is rarely outright stated in the context of the electronic structure theory literature, there is no truly relativistically covariant formulation of many–body quantum mechanics. This is due to the fact that the Coulomb interaction only treats the instantaneous interactions of charged particles and is thus manifestly incapable of adhering to the principles of special relativity. One must venture into the realm of quantum field theory (QFT) in order to develop truly covariant quantized descriptions of the electromagnetic force; however, QFT has proven to be rather difficult to exploit in the context of practical calculations on
molecular systems [30, 31]. Here, we will work with *approximate* relativistic descriptions of molecular quantum mechanics within a Hamiltonian formulation, which have been shown to have good agreement with experiment [27, 28, 32, 33]. For simplicity in the subsequent developments, we will posit *a priori* the validity of the Born–Oppenheimer ansatz and approximations of the previous section in the context of relativistic theory [27]. Further, while no approximation of the quantum nature of the nuclei was required in the context of the Schrödinger equation, in the context of relativistic theory we will approximate nuclei to be classical charge distributions, i.e. no intrinsic angular momentum (spin) which yields an absence of magnetic interactions into the Hamiltonian within the fixed–nuclei approximation. This approximation is justified because energetic corrections due to the interaction between the magnetic moments of electrons and nuclei are $O(10^3)$ smaller than the internal magnetic interactions between electrons due to the disparity in magnetic moment between electrons and nuclei [27]. This approximation will drastically simplify the resulting quantum mechanical treatment.

Within the context of the electronic problem, relativistic quantum mechanics is approximately governed by the Dirac–Coulomb equation in cases where retardation effects may be considered negligible,

$$\hat{H}^\text{DC} |\Psi_{el}(t)\rangle = i\hbar \frac{\partial}{\partial t} |\Psi_{el}(t)\rangle,$$  \hspace{1cm} (1.159)

where $\hat{H}^\text{DC} : \mathcal{H}^\text{REL} \rightarrow \mathcal{H}^\text{REL}$ is the Dirac–Coulomb (DC) Hamiltonian. In the absence of external fields, the DC Hamiltonian for $N$ electrons is given in atomic units by [27, 28]

$$\hat{H}^\text{DC} = \sum_i \hat{h}^D(i) + \frac{1}{2} \sum_{i\neq j} \hat{g}^C(i, j) \otimes I_2$$  \hspace{1cm} (1.160)

where $\hat{h}^D$ and $\hat{g}^C$ are the one–body Dirac Hamiltonian and two–body classical Coulomb interactions of Eq. (1.155) and Eq. (1.134), respectively. It is to be understood from the context of the Born–Oppenheimer approximation that the scalar potential of Eq. (1.155) is taken to be the nuclear scalar potential of Eq. (1.140). In analogy to the single–particle case in Eq. (1.158), the relativistic many–body electronic wave function may be written as
bispinors,

\[ |\Psi_{el}\rangle = \begin{bmatrix} |\Psi^L_{el}\rangle \\ |\Psi^S_{el}\rangle \end{bmatrix}, \quad |\Psi_{el}\rangle \in \mathcal{H}^{\text{REL}}, \quad (1.161) \]

where the superscripts \( L \) and \( S \) again refer to the large and small components of the electronic wave function, and may be treated as spinor wave functions in analogy to the non-relativistic case. Just like in the case of non-relativistic spinor wave functions, many-body bispinor wave functions may be written as the anti-symmetric tensor product of single-particle bispinors which span \( \mathcal{H}^{4C} \) (i.e. in the sense of Eqs. (1.4) and (1.6)).

Due to the increased dimensionality of the wave functions in Eqs. (1.154) and (1.159), the RDM must now represent a higher-dimensional tensors field as the restriction of an outer product in Eq. (1.37). As such we will introduce a new notation for e.g. the 1RDM,

\[
\gamma_1(x;x') = N \int \cdots \int_{\mathbb{R}} \, d^4 x_2 \cdots d^4 x_N \times \\
\begin{bmatrix} \Psi^L(x,x_2,\cdots)\Psi^L*(x',x_2,\cdots) & \Psi^L(x,x_2,\cdots)\Psi^S*(x',x_2,\cdots) \\
\Psi^S(x,x_2,\cdots)\Psi^L*(x',x_2,\cdots) & \Psi^S(x,x_2,\cdots)\Psi^S*(x',x_2,\cdots) \end{bmatrix}. \quad (1.162)
\]

For the case of a Slater determinant constructed from a set \( \mathcal{K}^N_I = \{ |\psi_i\rangle \} \) of eigenfunctions of Eq. (1.155), this becomes

\[
\gamma_1(x;x') = \sum_{i\in\mathcal{K}^N_I} \psi_i(x)\psi_i^*(x') = \sum_{i\in\mathcal{K}^N_I} \begin{bmatrix} \phi^L_i(x)\phi^L*_i(x') \\ \phi^S_i(x)\phi^L*_i(x') \end{bmatrix} \begin{bmatrix} \phi^L*_i(x)\phi^L_i(x') \\ \phi^S*_i(x)\phi^L_i(x') \end{bmatrix}. \quad (1.163)
\]

It is possible to develop a consistent treatment of \( \gamma^1 \) in relativistic theory and and \( \gamma^1 \) in non-relativistic theory through the understanding that integral contractions over the indices of the 1RDM also imply a matrix operation over the dimension added as a result of the bispinor nature of the wave function. However, as we will be solely manipulating effective 2C relativistic Hamiltonians, the explicit development of this consistent treatment is beyond the scope of this work (see Sec. 2.2 Eqs. (2.23) and (2.24)).
Chapter 2

TWO–COMPONENT RELATIVISTIC ELECTRONIC STRUCTURE THEORY

2.1 The Exact Two–Component Hamiltonian

The problem of the dichotomy between the electronic and positronic states of the Dirac equation may be attributed to the $c \hat{p} \cdot \mathbf{a}$ terms which couple the large and small components of the bispinor in Eq. (1.155). In an attempt to decouple these equations, we may perform a similarity transformation under an operator $\hat{U}$, such that

$$\hat{h}^D \mapsto \hat{h}^{2C} = \hat{U} \hat{h}^D \hat{U}^{-1} = \begin{bmatrix} \hat{h}^+ & 0 \\ 0 & \hat{h}^- \end{bmatrix}. \quad (2.1)$$

where both $\hat{h}^+$ and $\hat{h}^-$ are effective 2C operators (i.e. they act on spinors). In general, $\hat{U}$ is referred to as a Foldy-Wouthuysen (FW) transformation [35]. In essence, the FW transformation convolves the information contained in the large and small component of the bispinor such that solution of Eq. (1.154) amounts to solving two decoupled differential equations,

$$\hat{h}^\pm |\phi^\pm(t)\rangle = i\partial_t |\phi^\pm(t)\rangle, \quad \hat{U} |\psi\rangle = \begin{bmatrix} |\phi^+\rangle \\ |\phi^-\rangle \end{bmatrix}. \quad (2.2)$$

As such, the spectrum of $\hat{h}^+$ and $\hat{h}^-$ are given by

$$\text{spec}(\hat{h}^+) = (-c^2, \infty), \quad \text{spec}(\hat{h}^-) = (-\infty, -2c^2). \quad (2.3)$$

In the case of a free electron, we obtain

$$\hat{v} = 0 \quad \Rightarrow \quad \hat{h}^{2C} = b \sqrt{1 + \hat{p}^2}, \quad (2.4)$$
which is known as the Newton–Wigner representation of the Dirac equation [36]. Even in the case when \( \hat{v} \neq 0 \), the FW transformation is possible, only one is not able to write down a closed–form expression such as Eq. (2.4), and power series approximations must be made in order to make use of them in practical calculations \(^1\) [27]. This series expansion may be avoided in the case of basis set calculations in that the problem of block–diagonalizing an operator in a basis representation is a well defined numerical linear algebra problem.

To this end, we will account for relativistic effects using the exact two–component (X2C) method [37–42]. The name X2C is a misnomer due to the fact that it is only “exact” in the one–electron case. There exist many basis set methods to obtain effective 2C Hamiltonians such as Eq. (2.1) [27,43–48], but the X2C method is an especially attractive method in that it is a one–step transformation, rather than an iterative procedure such as those involved in the Douglass–Kroll–Hess method and its variants [43]. The X2C method operates under the assumption that there exists a linear, energy–independent transformation which links the large and small component of the electronic wave function. Expanding out the action of Eq. (1.155) on a bispinor of the form Eq. (1.158), we obtain the following relationship between the large and small components for positive–energy solutions

\[
|\phi^{S}\rangle = \frac{c \hat{p} \cdot \sigma}{(E - v + 2c^2)} |\phi^{L}\rangle \approx |\phi^{PL}\rangle = \frac{\hat{p} \cdot \sigma}{2c} |\phi^{L}\rangle,
\]

where \( E \) and \( v \) are the expectation values of the Dirac Hamiltonian and the potential operator in the bispinor, respectively. The approximation on the right of Eq. (2.5), where we have defined the so–called pseudo large component, \( |\phi^{PL}\rangle \), holds in the non–relativistic limit \( (E \approx v, \text{i.e. small momentum}) \) and is known as the kinetic balance condition for the small component of the electronic wave function [27]. Thus the action of the Dirac Hamiltonian

\(^1\)It is actually in the FW transformation in the presence of the scalar nuclear potential that we are able to define terms like “spin–orbit” coupling and the mass–velocity correction. The Dirac Equation need not know explicitly about these effects and accounts for them implicitly through the coupling of the large and small components of the electronic wave function. These terms which we typically associate with relativistic effects are in fact terms in a series expansion which is only good in the non–relativistic limit.
on the bispinor may now be written as

\[
\begin{bmatrix}
\hat{\psi} \\
\hat{T}^{NR} \\
\hat{T}^{NR} \\
1/4\epsilon \hat{W} - \hat{T}^{NR}
\end{bmatrix}
\begin{bmatrix}
|\phi^{L}\rangle \\
|\phi^{PL}\rangle
\end{bmatrix}
\]

(2.6)

where \(\hat{T}^{NR}\) is the non-relativistic kinetic energy operator of Eq. (1.133). \(\hat{W}\) is a transformed potential operator given by

\[
\hat{W} = (\hat{p} \cdot \sigma)\hat{v}(\hat{p} \cdot \sigma).
\]

(2.7)

Equation (2.6) is known as the modified Dirac Hamiltonian [27].

In a finite basis \(\{\chi_{\mu}\}\) with \(|\{\chi_{\mu}\}| = N_b\), we may develop a Roothaan–Hall–like equation from Eq. (2.6) such that

\[
H^{MD} C^{MD} = S^{MD} C^{MD} \epsilon^{MD},
\]

(2.8)

where

\[
H^{MD} = \begin{bmatrix}
v & T^{NR} \\
T^{NR} & 1/4\epsilon W - T^{NR}
\end{bmatrix},
\]

(2.9)

\[
S^{MD} = \begin{bmatrix}
S & 0 \\
0 & 1/2\epsilon T^{NR}
\end{bmatrix},
\]

(2.10)

\[
\epsilon^{MD} = \begin{bmatrix}
\epsilon^+ & 0 \\
0 & \epsilon^-
\end{bmatrix},
\]

(2.11)

and the basis representations of these operators are given as in Eq. (1.97b). The superscripts + and − on the orbital eigenvalues denote electronic and positronic eigenvalues, respectively. \(C^{MD}\) takes the block form

\[
C^{MD} = \begin{bmatrix}
C^{L+} & C^{L-} \\
C^{PL+} & C^{PL-}
\end{bmatrix},
\]

(2.12)

such that we may construct a basis \(\mathcal{C} = \mathcal{C}^+ \cup \mathcal{C}^-\) which approximately spans \(\mathcal{H}^{4C}\) with
\( C^+ \cap C^- = \emptyset \) and \(|C^+| = |C^-| = 2N_b\) via

\[
C^+ = \left\{ |\psi_p\rangle \in C \text{ s.t. } \psi_p(x) = \begin{bmatrix} \phi_p^{L+}(x) \\ \phi_p^{PL+}(x) \end{bmatrix} \right\},
\]

\( (2.13) \)

\[
C^- = \left\{ |\psi_p\rangle \in C \text{ s.t. } \psi_p(x) = \begin{bmatrix} \phi_p^{L-}(x) \\ \phi_p^{PL-}(x) \end{bmatrix} \right\},
\]

\( (2.14) \)

\[
\phi_p^{L\pm,\sigma}(r) = \sum_\mu C_{\mu p}^{L\pm,\sigma} \chi_\mu(r),
\]

\( (2.15) \)

\[
\phi_p^{PL\pm,\sigma}(r) = \sum_\mu C_{\mu p}^{PL\pm,\sigma} \chi_\mu(r).
\]

\( (2.16) \)

To decouple Eq. (2.8), the X2C method employs the use of a unitary operator in the basis representation \[41,42\],

\[
U_{X2C} = \begin{bmatrix} Y_1 & -X_1^\dagger Y_2 \\ X Y_1 & Y_2 \end{bmatrix}, \quad Y_1 (I + X_1^\dagger X)^{-\frac{1}{2}}, \quad Y_2 (I + X X^\dagger)^{-\frac{1}{2}}.
\]

\( (2.17) \)

such that \( X \) is constructed from the eigenvectors of Eq. (2.8) by

\[
X = C^{PL+} (C^{L+})^{-1}.
\]

\( (2.18) \)

An account on how to efficiently assemble \( X \) is given in Ref \[41\]. Given \( X \), Eq. (2.17) may be constructed and in the limit that \( \hat{\psi} \) only contains one–body operators, Eq. (2.6) is block diagonalized exactly,

\[
U_{X2C} H_{MD} U_{X2C}^\dagger = \begin{bmatrix} h_{X2C}^{+} & 0 \\ 0 & h^- \end{bmatrix}.
\]

\( (2.19) \)

Here we have labeled \( h^{X2C} \) as the positive energy block diagonal of the transformed Hamiltonian. \( h^{X2C} \) will serve as the source of the relativistic effects in the mean–field methods used throughout this work.

2.2 Two–Component Relativistic Mean Field Wave Functions

The power of the X2C method outlined in Sec. 2.1 is that it allows one to cast mean–field relativistic electronic structure theory into a form which closely resembles non–relativistic...
theory. In the case where \( \hat{v} \) is an effective many–body potential in the context of mean–field theory, the X2C method dictates that the transformation only be performed using the density–independent terms of the Fock operator [41], i.e. \( \hat{H}^{\text{core}} \) of Eq. (1.87). Otherwise, the transformation described by \( \mathbf{U}^{X2C} \) would have to be performed as each step of the wave function optimization procedure outlined at the end of Sec. 1.6.1; rendering the method impractical. It is for this reason that the X2C is only exact in that case of a single electron in an external potential; the effective many–body terms in the mean–field Fock operator are neglected in the relativistic treatment. To remedy this somewhat egregious approximation, \( \mathbf{h}^{X2C} \) is transformed in such a way as to effectively include these many–body effects by way of the Böttger scaling,

\[
\mathbf{h}^{X2C} \mapsto \Lambda^B \mathbf{h}^{X2C} \Lambda^B,
\]

(2.20)

where \( \Lambda^B \) is the sparse matrix of Böttger scaling factors [49]. This scaling method has become the field standard for approximately accounting for many–body relativistic effects in effective 2C relativistic methods.

With our utilization of the DC Hamiltonian, the two–body part of the electronic Hamiltonian in the effective 2C framework is the same as it was in the non–relativistic case, i.e. the mean–field operators \( \hat{J}, \hat{K} \) and \( \hat{V}^{xc} \) and their basis representations \( \mathbf{J}, \mathbf{K} \) and \( \mathbf{V}^{xc} \), are the same as in Eqs. (1.145) and (1.146). This is due to the fact that for the electronic eigenvectors of Eq. (2.8), the X2C transformation also block diagonalizes the bispinor MO coefficients,

\[
\begin{bmatrix}
\mathbf{h}^{X2C} & 0 \\
0 & \mathbf{h}_- \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{C}^{X2C} & 0 \\
0 & \mathbf{C}^- \\
\end{bmatrix}
= \begin{bmatrix}
\mathbf{S} & 0 \\
0 & \mathbf{S}^- \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{C}^{X2C} & 0 \\
0 & \mathbf{C}^- \\
\end{bmatrix}
\begin{bmatrix}
\epsilon^{X2C} & 0 \\
0 & \epsilon^- \\
\end{bmatrix}.
\]

(2.21)

In effect, this block diagonalization manifests in the same manner as Eq. (1.119). Denoting
the bispinor orbitals which may be expanded in terms of \( C^{X2C} \) as

\[
C^{X2C} = \left\{ \psi_p(r, \sigma) = \begin{bmatrix} \phi^\alpha_i(r) \alpha(\sigma) \\ \phi^\beta_i(r) \beta(\sigma) \\ 0 \\ 0 \end{bmatrix} = \sum_\mu \begin{bmatrix} C^{X2C,\alpha}_\mu \alpha(\sigma) \\ C^{X2C,\beta}_\mu \beta(\sigma) \end{bmatrix} \chi_\mu(r) \right\},
\]

we may express the relativistic 1RDM (Eq. (1.162)) which can be constructed from a subset \( K^N_I \subset C^{X2C} \) as

\[
\gamma^1(x; x^\prime) \sum_{i \in K^N_I} \begin{bmatrix} \phi_i(x) \phi_i^*(x^\prime) \\ 0 \\ 0 \\ 0 \end{bmatrix}.
\]

As such, we will introduce a quasi–relativistic 1RDM which simply removes the zeroed out portions of Eq. (2.23),

\[
\gamma^1(x; x^\prime) \mapsto \gamma^1(x; x^\prime) = \sum_{i \in K^N_I} \phi_i(x) \phi_i^*(x^\prime).
\]

Using this definition of \( \gamma^1 \), we may define the analogous mean–field operators exactly as in Eqs. (1.87) and (1.113), thus yielding the same expressions for \( J, K, \) and \( V^{xc} \).

The key difference between the X2C method and non–relativistic mean–field methods is in the definition of the core Hamiltonian. In the four–component treatment of relativistic theory, the density–independent term is described by the Dirac Hamiltonian in Eq. (1.155). However, in the X2C method, the basis representation of the core Hamiltonian is simply given by \( h^{X2C} \) in Eq. (2.19). Thus the basis representation of the Fock matrix for HF and KS mean–field wave functions (X2C-HF and X2C-KS, respectively) are given by

\[
\begin{align*}
F^{X2C-HF} &= h^{X2C} + J - K \\
F^{X2C-KS} &= h^{X2C} + J + V^{xc}
\end{align*}
\]

such that we may decompose into the Pauli components of the Fock matrix

\[
\begin{align*}
F^0 &= h^{X2C,0} + J^0 + X^0, \\
F^k &= h^{X2C,k} + X^k, \quad k \in \{1, 2, 3\}
\end{align*}
\]
where $\mathbf{F} \in \{\mathbf{F}^{X2\text{CHF}}, \mathbf{F}^{X2\text{KS}}\}$ and $\mathbf{X}$ is $-\mathbf{K}$ for X2C-HF wave functions and $\mathbf{V}^{x\text{c}}$ for X2C-KS wave functions. Thus, unlike the non–relativistic case of Eq. (1.152) where the spin components of the Fock matrix are completely determined by the 1PDM, the X2C Fock matrix explicitly admits spin into its Pauli components through the Pauli components of the X2C core Hamiltonian. As such, X2C Fock matrix is of the form Eq. (1.118), and thus a GSCF procedure must be used in general.

### 2.3 An Efficient and Scalable Implementation of Non-Collinear Density Functional Theory

#### 2.3.1 Motivation

DFT (Sec. 1.6.2) has become the primary investigative tool for quantum chemical calculations regarding systems at large, experimentally relevant scales. The primary reason for its success has been its excellent balance of accuracy and computational cost and the vast availability through the development of efficient and reliable DFT software capable of leveraging the latest advances in high–performance computing [50]. Efficient and robust numerical integration techniques for the xc potential (Eq. (1.113)) have been thoroughly studied throughout the years [51–57], and their proper application is crucial to the practicality and applicability of DFT methods. The wide adoption of DFT in the scientific community as a whole has enabled routine, ab initio characterization of both ground and excited state properties for large macro molecular systems such as those of biological [58–60] and materials [61–66] interest and their transient behavior [67–70].

Recently, there has been a resurgence of interest in the materials community for the development and design of materials which exploit properties of electronic spin in their applications, such as magnetic materials, spintronic devices, and catalytic active sites [71–74]. As such, there is a strong need for electronic structure theories that are capable of treating electronic spins in large scale systems. Thus, motivated by its success in other aspects of materials research, there has been a large emphasis in recent years on the extension of existing DFT methods to properly include electronic spin and spin interactions.
At its core, a rigorous treatment of electronic spin and its interaction with materials in quantum systems must be rooted in relativistic quantum mechanics [26–28, 75]. As was discussed in Sec. 1.8, the introduction of spin couplings into the relativistic Hamiltonian has been demonstrated to yield profound effects even in light elements [26], which may be physically realized in systems such as doped nanodiamonds which have recently been recognized as fantastic candidates for the next generation of spintronic devices and q-bits in quantum computers [63, 76–80]. Due to this centralized importance in the treatment of electronic spin, there has been a lot of effort in recent years to extend existing electronic structure methods to include relativistic effects, chief among them being extensions of DFT–based methods in both the ground [40, 81–83] and excited [84–88] electronic states. Relativistic analogues to the Hohenberg–Kohn theorems require the exact energy functional not only to be a functional of the electronic density, but also of the current density [27, 28, 89–96]. While some work has gone into the development of these types of functionals [97–103], the bulk of widely used exchange correlation functionals do not include these effects due to the fact that their contribution is typically small.

One of the central challenges in relativistic DFT is that the introduction of spin couplings into the Hamiltonian necessarily introduces spin non–collinearity in the electronic density for open–shell systems, i.e. the spin magnetization vector is no longer restricted to coincide with the z–axis (see Secs. 1.6.4 and 2.2). In this regard, unlike the collinear theory, non-collinear DFT requires the functional to depend on scalar and magnetization densities (Eq. (1.51)). Unfortunately, density functionals commonly employed in quantum chemistry have been developed for collinear densities, and therefore, there is no straightforward way to employ them in non-collinear systems. In this context, any generalization of collinear DFT to non-collinear densities must adhere to the so called zero–torque theorem [104], namely that the xc magnetic field (see Appendix B Eq. (B.2)) cannot exert a net torque on the magnetization density. However, if such a generalization does not admit local torque by the xc magnetic field, one cannot resolve proper time–evolution of the magnetization density in the absence of fields [88, 104–109]. Several efforts have been made to adapt common density functionals
developed for collinear densities for use relativistic calculations in this manner, both in the
context of relativistic two-component [7, 82, 88, 107–111] and four-component [81, 82, 112–
114] methods. However, in stark contrast to its non–relativistic collinear counterpart, no
work has gone into developing highly optimized numerical integration techniques for these
relativistic DFT methods. Thus, in this work, we outline an efficient algorithm and practical
considerations for the integration of the xc potential in non–collinear relativistic DFT.

2.3.2 Assembly of the Exchange–Correlation Potential for Spinor Densities

In this section, we examine the integration and assembly of the $\tilde{E}^{xc}$ (Eq. (1.104)) dependent
terms of the KS Fock matrix using a spinor density (see Sec. 2.2). In this work, we will limit
our discussion to those functionals which may be characterized under the hybrid generalized
gradient approximation (hybrid GGA), where $\tilde{E}^{xc}$ takes the form

$$\tilde{E}^{xc}[\gamma^1] = E^{GGA}[\rho^1, \nabla \rho^1] - c_x K[\gamma^1].$$

(2.29)

Here, the full $\tilde{E}^{xc}$ has been partitioned into a pure GGA exchange correlation functional,
$E^{GGA}$, which is a functional of the electronic density ($\rho^1$) and its gradient (see Eq. (1.51)),
and a scaled ($c_x \in [0, 1]$) Hartree–Fock exchange energy (Eq. (1.83)). In general, the ex-
change correlation contribution to the electronic energy may be written as an integral over
an exchange correlation (xc) integration kernel, $f$,

$$E^{GGA}[\rho^1, \nabla \rho^1] = \int d^3 r \ f(({U}(r))),$$

(2.30)

where we have introduced a set of auxiliary “U”–variables, $\{U(r)\}$, upon which the xc kernel
depends. These need not be the density variables ($\rho^1, \nabla \rho^1$) directly, which we will refer to
as “V”–variables, $\{V(r)\}$, but rather have complete flexibility in functional form. In non–
relativistic, spin–polarized (collinear) DFT, these sets of variables may be defined as

$$\{V^{col}(r)\} = \{\rho^{1,\alpha\alpha}(r), \rho^{1,\beta\beta}(r), \nabla \rho^{1,\alpha\alpha}(r), \nabla \rho^{1,\beta\beta}(r)\}$$

(2.31)

and

$$\{U^{col}(r)\} = \{\rho^{1,\alpha\alpha}(r), \rho^{1,\beta\beta}(r), \varphi^{\alpha\alpha}(r), \varphi^{\alpha\beta}(r), \varphi^{\beta\beta}(r)\}$$

(2.32)
where

$$\varphi^{\sigma\sigma'}(r) = \nabla \rho^{1,\sigma}(r) \cdot \nabla \rho^{1,\sigma'}(r)$$

(2.33)

The practical utility for the use of these two separate sets of variables is especially apparent in
the context of two–component density functional theory as it allows for a simple retrofitting of
standard xc functionals for relativistic calculations by simply redefining the transformations
from the \( V \) variables of relativistic theory.

Defining the scalar and magnetization densities as in Eq. (1.51), we may define 2C ana-
logues to the collinear auxiliary variables as

\[
\begin{align*}
\{V^{NC}(r)\} &= \{\rho^{1,0}(r), m(r), \nabla \rho^{1,0}(r), \nabla m(r)\} \\
\{U^{NC}(r)\} &= \{n^+(r), n^-(r), \varphi^{++}(r), \varphi^{+-}(r), \varphi^{--}(r)\}
\end{align*}
\]

(2.34)

(2.35)

where we have used \( NC \) to denote non–collinearity. The connection between \( \{U^{col}\} \) and
\( \{U^{NC}\} \) is clear by making the substitution \( \alpha \leftrightarrow + \) and \( \beta \leftrightarrow - \). \( \{V^{col}\} \) and \( \{V^{NC}\} \) may be
related by recognizing \( \{\rho^{1,\alpha}, \rho^{1,\beta}\} \) as the diagonal contributions of the spinor density, and
thus

\[
\{\rho^{1,\alpha}(r), \rho^{1,\beta}(r)\} \mapsto \{\rho^{1,0}(r), m^{col}(r)\}
\]

(2.36)

where \( m^{col}(r) = \{0,0,\rho^{1,3}(r)\} \). Given the components of the spinor density matrix, spatial
evaluation of the \( V \)–variables is given by (Eq. (1.114) assuming \( \{\chi_\mu: \mathbb{R} \to \mathbb{R}\} \})

\[
\rho^{1,K}(r) = \sum_{\mu\nu} \text{Re}[P^K_{\mu\nu}] \chi_\mu(r) \chi_\nu(r) \quad K \in 0,1,2,3
\]

(2.37)

\[
\nabla \rho^{1,K}(r) = 2 \sum_{\mu\nu} \text{Re}[P^K_{\mu\nu}] \chi_\mu(r) \nabla \chi_\nu(r) \quad K \in 0,1,2,3
\]

(2.38)

where the matrices \( P^K \) are defined as in Eq. (1.115) and \( \text{Re}[x] \) denotes the real part of \( x \).
Remark that the evaluation of \( \{V^{NC}(r)\} \) may then be practically evaluated using strictly
real arithmetic.

Given a transformation, \( \{V^{NC}(r)\} \mapsto \{U^{NC}(r)\} \), it is possible to perform practical
density functional calculations using standard implementations of collinear xc functionals,
such as those provided by \texttt{libxc} \cite{115, 116}. However, defining such a transformation is not a trivial task, as the added spin degrees of freedom in the non–collinear spinor density and Fock matrix must obey to stricter conditions than their collinear counterparts, such as orientation invariance and adhering to the zero–torque theorem for the xc potential \cite{104}. Several definitions of the generalized density variables have been proposed \cite{7, 107–109, 117}. In this work, we utilize the transformation method which meets such conditions from Ref. \cite{88}

\begin{align}
  n^\pm(r) &= \rho^{1,0}(r) \pm |m(r)| \quad (2.39a) \\
  \varphi^{\pm\pm}(r) &= D^{{00}}(r) + \sum_{k=1}^{3} D^{kk}(r) \pm f_\varphi(r) \sqrt{\sum_{k=1}^{3} D^{0k}(r)^2} \quad (2.39b) \\
  \varphi^{+-}(r) &= D^{{00}}(r) - \sum_{k=1}^{3} D^{kk}(r) \quad (2.39c)
\end{align}

where

\begin{align}
  f_\varphi(r) &= sgn \left( \nabla \rho^{1,0}(r) \cdot \left( \sum_{k=1}^{3} \nabla \rho^{1,k}(r) \rho^{1,k}(r) \right) \right) \quad (2.40) \\
  D^{KL}(r) &= \nabla \rho^{1,K}(r) \cdot \nabla \rho^{1,L}(r) \quad (2.41)
\end{align}

Using this set of transformations, we may define an electronic energy and Fock matrix which has no dependence on the global orientation of \(m(r)\) and which satisfies the zero torque theorem (see Appendix B) for the xc potential within in the GGA framework.

In the limit of small \(m(r)\) (\(|m(r)| < 10^{-12}\), in this work), the transformations outlined in Eq. (2.39) yield numerically unstable expressions for the exchange correlation potential \cite{88}. Thus one must define another set of transformations for practical implementations of non–collinear DFT to ensure proper convergence in the limit of small \(m(r)\). In summary, this
change for small $\mathbf{m}(\mathbf{r})$ may be described by the following substitutions in Eq. (2.39),

$$|\mathbf{m}(\mathbf{r})| \mapsto m_s(\mathbf{r}) = \frac{1}{3} \sum_{k=1}^{3} \rho^{1,k}(\mathbf{r}),$$  
(2.42a)

$$\sqrt{\sum_{k=1}^{3} (D^0k(\mathbf{r}))^2} \mapsto \nabla \rho^{1,0}(\mathbf{r}) \cdot \nabla m_s(\mathbf{r}).$$  
(2.42b)

Using these mappings ensures no orientation dependence of $\mathbf{m}$ while maintaining numerical stability in the resulting expression for the xc potential. While Eq. (2.42) formally violates the zero torque theorem, its influence on the overall nature of the electronic density has been shown to be negligible [88].

Differentiating Eq. (2.30) with respect to the elements of the density matrix, we obtain for Eq. (1.113) (or more specifically its Pauli components)

$$V^{xc,L}_{\mu\nu} = V^{GGA,L}_{\mu\nu} - c_{HF}K^L_{\mu\nu}, \quad L \in \{0, 1, 2, 3\},$$  
(2.43)

where $K$ is the HF exchange matrix (Eq. (1.146c)) and

$$V^{GGA,K}_{\mu\nu} = \sum_{\Gamma\Gamma'} \int d^3\mathbf{r} \frac{\partial f}{\partial U^{NC,\Gamma}(\mathbf{r})} \frac{\partial V^{NC,\Gamma'}(\mathbf{r})}{\partial V^{NC,\Gamma'}(\mathbf{r})} \frac{\partial P^K_{\mu\nu}}{\partial P^K_{\mu\nu}}$$  
(2.44)

where the partial derivatives of $f$ are the same as in collinear DFT, and the partial derivatives of $\{V^{NC}(\mathbf{r})\}$ may be identified through differentiating Eq. (2.37) for a particular spin component. We refer the reader to the Appendix of Ref. [88] for explicit expressions for the Jacobians between $\{U^{NC}(\mathbf{r})\}$ and $\{V^{NC}(\mathbf{r})\}$.

In practice, Eqs. (2.30) and (2.44) are evaluated numerically using a molecular quadrature scheme [51–57],

$$E^{GGA}[\rho, \nabla \rho] \approx \sum_i w(\mathbf{r}_i) f(\{U(\mathbf{r}_i)\})$$  
(2.45)

$$V^{GGA,K}_{\mu\nu} \approx \sum_i w(\mathbf{r}_i) V^{GGA,K}_{\mu\nu}(\mathbf{r}_i)$$  
(2.46)
where \( \{w(r_i)\} \) is a set of quadrature weights. In this work, we utilize the Becke multi-center numerical integration scheme [51], where the integral is evaluated on series of overlapping atomic centered grids, transformed, through their weights, into “fuzzy”, overlapping, and analytically continuous cells instead. We refer the reader to a more thorough discussion regarding specific details of the numerical integration [51,55]. The evaluation of Eq. (2.45) is straight forward as it is a scalar function. In the spirit of the intermediates used in Ref. [57], by substituting the definitions of the partial derivatives of the U and V variables, we arrive at a concise expressions for assembly of Eq. (2.46)

\[
V_{\mu \nu}^{GGA,K} = \sum_i Z^K_{\mu}(r_i) \chi_\nu(r_i) + Z^K_{\nu}(r_i) \chi_\mu(r_i)
\]

(2.47)

\[
Z^K_{\mu}(r) = w(r) \left( \frac{1}{2} Z^K_{\rho}(r) \chi_\mu(r) + \sum_{\xi} Z^K_{\nabla,\xi}(r) \nabla_\xi \chi_\mu(r) \right)
\]

(2.48)

where \( \xi \in \{x,y,z\} \) and

\[
Z^K_{\rho} = \frac{\partial f}{\partial \rho^{1,K}} = \begin{cases} 
\left( \frac{\partial f}{\partial n^+} + \frac{\partial f}{\partial n^-} \right) & K = 0 \\
\left( \frac{\partial f}{\partial n^+} - \frac{\partial f}{\partial n^-} \right) \mathcal{R}^K & K \neq 0
\end{cases}
\]

(2.49a)

\[
Z^K_{\nabla,\xi} = \frac{\partial f}{\partial \nabla_\xi \rho^{1,K}} = \begin{cases} 
\nabla_\xi \rho^{1,0} \left( \frac{\partial f}{\partial \varphi^{++}} + \frac{\partial f}{\partial \varphi^{+-}} + \frac{\partial f}{\partial \varphi^{-+}} \right) + \sum_{k=1}^3 \nabla_\xi \rho^{1,k} \mathcal{H}^k \left( \frac{\partial f}{\partial \varphi^{++}} - \frac{\partial f}{\partial \varphi^{--}} \right) & K = 0 \\
\nabla_\xi \rho^{1,0} \mathcal{H}^K \left( \frac{\partial f}{\partial \varphi^{++}} - \frac{\partial f}{\partial \varphi^{--}} \right) + \nabla_\xi \rho^{1,K} \left( \frac{\partial f}{\partial \varphi^{++}} - \frac{\partial f}{\partial \varphi^{+-}} + \frac{\partial f}{\partial \varphi^{-+}} \right) & K \neq 0
\end{cases}
\]

(2.50a)

where we have dropped the explicit dependence on \( \mathbf{r} \) for brevity. To consolidate the trans-
formation rules of Eqs. (2.39) and (2.42), we now define

\[ K = \begin{cases} 
\rho^{1,K} & \text{(Significant m)} \\
\frac{1}{6} & \text{(Small m)} 
\end{cases} \]  

(2.51a)

\[ H^K = \begin{cases} 
\frac{f_N D^{0K}}{\sqrt{\sum_{k=1}^{3} (D^{0k})^2}} & \text{(Significant m)} \\
\frac{f_N}{6} & \text{(Small m)} 
\end{cases} \]  

(2.51b)

2.3.3 Implementation

On modern computing architectures, there are three primary facets one must consider when developing high-performance scientific software: parallelism, cache utilization, and exploitation of micro-architecture specific floating point operations (\(\mu\)-ops) such as single instruction–multiple data (SIMD) and fused multiply–add (FMA) operations. We refer the reader to the work of Goto, et al [118] for an excellent discussion of these considerations in the context of matrix operations. In the context of density functional theory, maximal exploitation of computational cache and \(\mu\)-ops is achieved through batching groups of integration points together to maximize screening capability and memory contingency. There exist many batching schemes for various molecular integration quadratures in the literature [51–57]. We provide the following discussion without loss of generality.

As the point–wise function evaluations required for numerical integration are completely independent, it constitutes what is called an \textit{embarrassingly parallel task}, i.e. no communication is required between the independent operations and thus one should expect near linear speedup with the number of processors used. In the context of electronic structure theory, the final two facets can usually be addressed through the use of highly optimized linear algebra software, such as the optimized BLAS (basic linear algebra subroutines) implementations offered OpenBLAS [119, 120] BLIS [121] and Intel–MKL [122]. However, blind application
of such software without careful consideration will often yield sub-optimal results, thus it is often the case that one must perform some level of algorithmic rearrangement to maximally utilize such capability. To demonstrate this point, we examine the assembly of the exchange correlation potential in Eq. (2.47). One may immediately recognize that the operation on the left of Eq. (2.47) is a sum over symmetric rank–2 updates (SYR2) of column vectors, $z$ and $\chi$, i.e.

$$V^{GGA,I} = \sum_i z_i^T \chi_i + \chi_i (z_i^T)_i,$$

(2.52)

where $z_i^T$ and $\chi_i$ are of length of the number of basis functions, $N_b$. While Eq. (2.52) is a valid scheme for the assembly of Eq. (2.47), for large $N_b$ this scheme will be drastically sub-optimal. This is due to the fact that, for large $N_b$, $V^{GGA,I}$, $z_i^T$ and $\chi_i$ occupy a significant portion of the computational caches for each point. This means that the probability of the program attempting to access a memory address, i.e. an element of $z_i^T$ or $\chi_i$, between integration points and finding that it does not currently reside in the cache, i.e. a “cache miss”, is rather high relative to other memory access patterns. This yields a large degradation in performance as whenever a cache miss occurs, the program must then move that address in some manner to the cache from main memory before it can perform any operations on it. Moving data to and from main memory is disproportional more expensive than floating point operations, thus it must be kept to a minimum to obtain optimal efficiency.

We may instead factor out a portion of the sum in Eq. (2.52) such that we may partition it into sum over batches of points. In this work, we utilize a macrobatch approach [55], where the grid points of each atoms are grouped into Lebedev spheres [?] of several radial quadrature points. This scheme is pictorially represented in Fig. 2.1. Denoting the set of all batches as $\mathcal{B}$, we obtain
Figure 2.1: Pictorial representation of the integrand macrobatching scheme for the xc potential integration. Each of the colored regions represent a set of Lebedev spheres over several radial quadrature points, with the solid black dot representing the atomic nucleus. In the batching scheme, the scalar and matrix integrands are evaluated over the entire batch simultaneously to improving caching and $\mu$-op behavior.

\[ V^{GGA,I} = \sum_{S_j \in B} \left( \sum_{i \in S_j} z_i^I \chi_i^T + \chi_i (z_i^I)^T \right) \]

\[ = \sum_{S_j \in B} Z^{l(j)} (X^{(j)})^T + X^{(j)} (Z^{l(j)})^T \]  

(2.53)

where

\[ Y^{(j)} = \begin{bmatrix} y_1 & y_2 & \cdots & y_i & \cdots & y_{|S_j|} \end{bmatrix} \quad \forall i \in S_j, \]  

(2.54)

and $y$ is either $z$ or $\chi$. Equation (2.53) is a sum over symmetric rank–2$k$ updates (SYR2K), where $k = |S_j|$. By tuning $k$, one improves caching behavior dramatically. This is due to the fact that optimized implementations of SYR2K operations utilized efficient block operations to optimize the flow of data to and from the computational caches. Similar schemes may developed for the evaluation of the $V$ variables (Eq. (2.37)) over batches using
optimized matrix–matrix multiplication routines. However, while the caching behavior is improved with increasing \( k \), this is not the only consideration one needs take into account when partitioning the integration grid into batches.

The scheme in Eq. (2.53) may be further improved by recognizing the fact that the basis functions typically used for molecular calculations carry a degree of spatial locality. A pictorial representation of the screening and updating scheme is given in Fig. 2.2. For each batch, we create a list of basis functions that effectively overlaps it (colored subset of basis functions in Fig. 2.2). This list of significant basis functions will be different for each batch, but the number of basis functions in each list becomes independent of size for sufficiently large molecules, given the spatial localization nature of Gaussian atom–centered basis sets. This reduced list of basis functions, evaluated for all points in the batch, is stored in contiguous blocks of memory, and used (along with the corresponding submatrices of the density matrix, when required) for the evaluation of the potential, \( Z \) (see Eq. (2.48)), by exploiting a sub-sequential series of vectorized operations. An important note here is that the maximum values for the batch of basis functions, \( \chi_{\text{max}}(\text{batch}) \), and potential, \( Z_{\text{max}}(\text{batch}) \), can be used to screen the entire contribution of the points in the batch to the integration. In this case, the integration can move to the next batch, avoiding the rank-2k update, that is the
computationally most expensive part of the process, without loosing accuracy. Otherwise, recognizing that \( Z \) and \( X \) exhibit the same sparsity pattern, we may define

\[
\tilde{V}_{GGA,K}^{(j)} = \tilde{Z}^{K(j)} (\tilde{X}^{(j)})^T + \tilde{X}^{(j)} (\tilde{Z}^{K(j)})^T
\]

where moieties denoted with a tilde are the packed quantities where only the basis functions which have been chosen to be evaluated for the batch are represented. The packed \( \tilde{V}_{GGA,K}^{(j)} \) may then be used to update the full \( V_{GGA,K}^{(j)} \) by mapping its elements to those in the full basis dimension.

### 2.3.4 Discussion

In this section, we will provide validation and computational performance results for the proposed X2C-KS method. The proposed method was implemented in a locally modified version of the open-source ChronusQ [123] electronic structure software package. All calculations were performed using Intel Haswell compute nodes (14×2 Intel®Xeon E5–2680 v4 CPUs @ 2.40 GHz, 32k L1 cache, 256k L2 cache, 35840k L3 cache) without the exploitation of molecular point group symmetry. All numerical integrations were carried out with the Becke molecular integration scheme using 100 Euler–Maclaurin [53] quadrature points for the radial integration and 302 Lebedev [?] points for the angular integration around each atom.

**Validation**

A series of geometrically frustrated hydrogen rings were used to gauge the validity of the proposed X2C-KS implementation. Geometrically frustrated systems provide an excellent test case for the validation of non-collinear electronic structure methods as their lowest energy mean-field solutions break \( \hat{S}_z \) symmetry to minimize Pauli repulsion [18, 106–109, 124–127]. Unlike their collinear counter parts (such as RKS and UKS), X2C-KS (or more generally GKS) is able to support this broken symmetry due to its explicit treatment of the full spinor nature of the electronic density. To this end, a series of six hydrogen rings
ranging from 3 to 8 hydrogens were constructed such that each hydrogen was placed at 1 Å spacing around an equidistant circle (see Fig. 2.3). Thus only the odd membered rings may be considered geometrically frustrated. All calculations involving hydrogen rings were performed using the X2C-B3LYP/6-311+G(D,P) level of theory [128–130]. The scalar and spin densities of the hydrogen rings solutions have been examined in Fig. 2.3.

In comparison to the thorough discussion of geometric frustration of hydrogen rings in Ref. [18], we can see that for the even numbered hydrogen rings, the symmetrical distribution of the spin and scalar densities indicates an anti-ferromagnetic spin alignment; the same as one would get in a collinear solutions. This is further confirmed by the fact that the expectation value of $\hat{S}$ for these solutions was found to be zero, thus all spins must be antialigned. While is this perhaps not the most interesting result in the context of non-collinear calculations, it does indicate that our implementation collapses to the expected collinear behavior if needed. Further, in the case that the spin density is small in all space (the six-membered hydrogen ring), we can see that the the choice for the generalized auxiliary variables in Eq. (2.42) is a robust and accurate choice even in the worst case scenario. The primary result of Fig. 2.3 is that both the spin and scalar densities adopt a symmetrical distribution even for the odd membered rings; a property which would be impossible in a collinear solution due to the geometrical frustration of the system. An anti-ferromagnetic solution (the lowest energy solution within the unrestricted formalism for the Slater determinant ground state) would yield an asymmetric spin density [18]. Thus, our implementation of X2C-KS is able to reproduce the expected symmetries of the non-collinear solutions for both even- and odd-membered hydrogen rings, ensuring the robustness and reliability of the proposed method.

Computational Performance

In this section, we examine the computational performance of the proposed X2C-KS method. All the following tests presented were performed using X2C-B3LYP/6-311+G(2D,P). All times refer to the combined wall time for the numerical evaluation of $E_{GGA}$ and the matrix elements $V_{\mu\nu}^{GGA,K}$ (Eq. (2.45) and Eq. (2.46)) as an average over 5 SCF steps in the X2C-KS
Figure 2.3: X2C-B3LYP 6-311+g(D,P) spin ($|m(r)|$, left) and scalar ($\rho^{1,0}(r)$, right) densities for a series of hydrogen rings. Blue and Red represent regions of greater density magnitude respectively.

Figure 2.4: X2C-B3LYP 6-311+G(2D,P) spin densities ($|m(r)|$) for phenoxy radicals with an increasing number of fused benzene rings ($n=1-10$, where $n$ represents the number of fused benzene rings on each side).
To demonstrate the efficacy of our method relative to standard UKS methods, we examine the relative scaling of UKS and X2C-KS with respect to system size. For this numerical experiment we have chosen a set of phenoxy radicals shown in Fig. 2.4. These systems were chosen as they exhibit highly delocalized spin–density across their entire spatial extent. This allows for a true comparison between UKS and X2C-KS as UKS will only support a particular \( z \) orientation of the magnetization vector while X2C-KS will not have this restriction. Wall timings for single–node (28 CPU core) performance on these systems are presented in Fig. 2.5. As can be seen, the scaling of UKS and X2C-KS is identical with X2C-KS having a slightly larger prefactor. In terms of raw wall timings, this increase in prefactor does not amount to a significant computational overhead over UKS. This is to be expected as there are (linearly) more spin components of \( \mathbf{V}^{xc} \) is X2C-KS over UKS (per Eq. (1.129)), thus the only difference should amount to a prefactor.

To demonstrate the practicality of the proposed method, we examine the parallel performance of our implementation using the largest phenoxy radical from the previous numerical experiment. Wall time as a function of the number of parallel processes utilized (1, 2, 4, 8, 12 nodes, for a total of 28, 56, 112, 224, 336 CPU cores) for this system is are presented in Fig. 2.6. The implementation of X2C-KS is shown to exhibit linear scaling over parallel processors (a slope of -1.01). As previously discussed in Sec. 2.3.3, this behavior is expected for a proper implementation of any KS method as the operations which are to be performed are completely independent. In our implementation, distributed memory parallelism was achieved by placing each atomic integrand (per the Becke scheme) on an individual MPI process while performing each atomic integrand using shared–memory parallelism (OpenMP) of each node.

### 2.3.5 Conclusions

In this work, we developed an efficient and scalable protocol for the integration and assembly of the xc potential in non–collinear KS-DFT. Initial numerical experiments demonstrate
Figure 2.5: Relative scaling with respect to system size on a set of phenoxy radicals for the UKS and proposed X2C-KS methods. Times are presented logarithmically to demonstrate identical scaling with differing prefactors for the two methods. Times presented are the average wall times for the numerical integration of $E^{GGA}$ and $V_{\mu\nu}^{GGA,K}$ over 5 SCF steps.

Figure 2.6: Wall times for the distributed memory parallel performance of the proposed implementation of X2C-KS on a large phenoxy radical. Times are presented logarithmically to demonstrate the linear (-1.01) scaling of the proposed method. Times presented are the average wall times for the numerical integration of $E^{GGA}$ and $V_{\mu\nu}^{GGA,K}$ over 5 SCF steps.
numerical stability and robustness for the proposed method on a set of challenging molecular systems which exhibit non-collinearity due to geometrical frustration. We have demonstrated excellent performance of the proposed method both from the perspective of scaling with system size and linear parallel scaling on distributed memory architectures. Further, we have shown that with the proposed algorithm, the computational cost relative to UKS is not significant. We hope that the proposed algorithm will inspire development in relativistic DFT to move past proof of concept and towards leveraging the latest advances in high-performance computing.

2.4 The Relativistic Particle–Particle Tamm-Dancoff Approximation

At times, the KS-DFT description is not sufficient for the proper description of the electronic wave function. This case is encountered in general when the wave function cannot be described properly as a single Slater determinant. As such, in this section is outlined a two-component many-body expansion method (ala Eq. (1.62)) which includes relativistic effects and tackles the electron correlation problem though representing the wave function as a linear combination of several Slater determinants. The following sections have been adapted and reproduced with permission from David B. Williams–Young, Franco Egidi, and Xiaosong Li. Relativistic Two-Component Particle–Particle Tamm–Dancoff Approximation. *J. Chem. Theory Comput.* **2016**, *12*(11), pp 5379-5384. Copyright 2016 American Chemical Society.

2.4.1 Motivation

The ability to accurately predict and characterize the electronically excited states of molecular systems is paramount to a complete understanding of many chemical phenomena. As such, excited states are the central focus of many fields of physical chemistry, most prominent being that of spectroscopy. Due to this centralized importance and the need to efficiently and accurately predict excited states properties, much effort has been devoted over the years towards the modeling of excitation energies and oscillator strengths.
Recently, the particle-particle random phase approximation (pp-RPA) and Tamm-Dancoff approximation (pp-TDA), which have been standard trade tools of the nuclear physics community in the treatment of the many-body correlation energy for low matter density systems for some time [4], have been extended to the treatment the correlation energy and excitation energies of quantum molecular systems within a finite basis set [131–137]. Although the introduction into the quantum chemistry community is relatively recent, a wealth of effort has been afforded to the rigorous investigation of these methods in a variety of different contexts, including the evaluation of excitation energies [131–133], excited-state properties and geometry optimizations [138], and the treatment of non-adiabatic phenomena such as non-adiabatic dynamics [139] and the description of conical intersections [140]. So far in their development, however, these methods have only seen application in molecular systems using strictly collinear (RSCF and USCF) references, disallowing extension to systems with non-collinear (GSCF) reference, such as those that arise in spin-frustrated systems (see Sec. 2.3.4) or whenever spin-orbit effects are included in the treatment of the electronic structure.

Recent years have also seen new developments in the realm of relativistic quantum chemistry. Relativistic effects, while often neglected in most standard treatment of electronic structure, can have profound consequences in chemical systems [26]. Scalar relativistic effects cause the contraction of the core electron shells of heavy atoms, but perhaps of even more consequence is the introduction of spin couplings in the Hamiltonian. Spin-spin and spin-orbit interactions can affect the electronic spin dynamics even in light atoms, and a direct consequence of these couplings on excited states is the loss of degeneracies of spin-eigenstates, giving rise to fine structure splittings (FSS) in atoms and molecules with symmetry-induced degeneracies. It is therefore desirable to develop accurate and cost-effective relativistic electronic structure methods able to model such effects.

Thus, in this work, we extend the pp-TDA formalism for use with relativistic GSCF reference determinants, specifically the X2C-HF reference of Secs. 2.1 and 2.2. However, the presented formalism may be employed in any case where the GSCF method must be employed, such as the spin-frustrated systems explored in Sec. 2.3.4, even in the absence of
relativistic effects.

2.4.2 The Particle-Particle Tamm-Dancoff Approximation

The pp-TDA is a non-particle-number conserving many–body expansion method, i.e. the approximation of the excitation operator of Eq. (1.62) it employs does not commute with the number operator. To model a system with \( N \) electrons, the pp-TDA starts from a reference determinant for a system with \( N - 2 \) electrons, and adds two electrons back using an appropriate excitation operator. The ground and excited states of the \( N \)-particle system are thus obtained as “excited states” of the \( N - 2 \) electron reference, and the desired excitation energies can be written as simple energy differences. A general formalism for the treatment of the pp-TDA within a finite basis of spin–collinear MOs has described rigorously elsewhere [131, 132, 134]. Here, we review this formalism for completeness and present the working expressions for the relativistic X2C pp-TDA (X2C-pp-TDA) within the basis of MO spinors as well as describe some caveats in the practical application of this method within the context of a spinor reference.

From an (exact) \( M \)-particle ground state, \( |\Psi_0^M\rangle \), the excitation operator of Eq. (1.62) which constructs all ground and excited \( N \)-particle states (\( |\Psi_0^N\rangle \) and \( |\Psi_n^N\rangle \) respectively) may be written conveniently as a projector \( \hat{R}_{n}^{N,M \dagger} = |\Psi_n^N\rangle \langle \Psi_0^M| \), such that

\[
|\Psi_n^N\rangle = \hat{R}_{n}^{N,M \dagger} |\Psi_0^M\rangle .
\] (2.56)

Given such an ansatz, it is possible to construct an equation-of-motion (EOM) [4] for \( \hat{R}_{n}^{N,M \dagger} \), affording some corresponding probing de-excitation operator \( \delta \hat{R} \), to obtain the eigenenergies of \( |\Psi_n^N\rangle \),

\[
\left[ \delta \hat{R}, \left[ \hat{H}, \hat{R}_{n}^{N,M \dagger} \right] \right] = (E_n^N - E_0^M) \left[ \delta \hat{R}, \hat{R}_{n}^{N,M \dagger} \right] .
\] (2.57)

Equation (2.57) is formally exact and completely independent of the chosen reference, provided one has access to the exact \( N \)- and \( M \)-particle states, or equivalently a closed form expression for the projector (such as Eq. (1.63)). In practice, one may take the expectation value of Eq. (2.57) using some approximate \( M \)-particle ground state, which in the present
work will be a Slater determinant, $|\Phi_0^M\rangle$, to obtain approximate energy differences between $N$- and $M$-particle states given some explicit (truncated) form of $\hat{R}_n^{N,M}$. As has been previously discussed, if the $N$ and $M$ systems differ by exactly two–particles ($M = N - 2$), the X2C-pp-TDA equation may be obtained by postulating that the excitation operator take the form of all (unique) 2-particle additions to obtain $N$-particle states from an $(N - 2)$-particle reference,

$$\hat{R}_n^{N,(N-2)\dagger} = \sum_{a<b} X_{ab} \tau_{ab}, \quad (2.58)$$

while the de-excitation operator takes the form

$$\delta \hat{R} = \tau_{ab} \quad (2.59).$$

Here, $\tau$ is defined in Eq. (1.59) and $X_{ab}^n$ is an expansion coefficient that describes the contribution to the $n$-th $N$-particle state of the addition of 2 particles into single-particle virtual states, $a$ and $b$, of the $(N - 2)$-particle ground state reference. By taking the expectation value of Eq. (2.57) in a single X2C-HF Slater determinant (e.g. by using Wick’s theorem) given Eq. (2.58), one obtains the Hermitian eigenvalue problem of the X2C-pp-TDA

$$\sum_{c<d} A_{ab,cd} X_{cd}^n = \Omega_n X_{ab}^n \quad (a < b), \quad (2.60)$$

$$\Omega_n = (E_n^N - E_0^{N-2}) \quad (2.61)$$

$$A_{ab,cd} = \delta_{ac} \delta_{bd} (\epsilon_a^{X2C-\text{HF}} + \epsilon_b^{X2C-\text{HF}}) + \langle ab | r_{12}^{-1} | cd \rangle - \langle ab | r_{12}^{-1} | dc \rangle \quad (2.62),$$

where $\{\epsilon_p^{X2C-\text{HF}}\}$ is the set of orbital eigenenergies obtained from solving the X2C-HF equation in Eq. (2.25) and

$$\langle ab | r_{12}^{-1} | cd \rangle = \sum_{\mu\nu\lambda\kappa} \sum_{\sigma\sigma'} C^\sigma_{\mu\nu} C^{\sigma'*}_{\mu\kappa} C^\sigma_{\nu\lambda} C^{\sigma'}_{\mu\kappa} \langle \mu\nu | r_{12}^{-1} | \lambda\kappa \rangle \quad (2.63)$$

where $\langle \mu\nu | r_{12}^{-1} | \lambda\kappa \rangle$ is defined in Eq. (1.149) and $C = C^{X2C-\text{HF}}$. One may obtain neutral $N$-particle excitations by examining the eigen spectrum of Eq. (2.60). By variationally optimizing the wave function of the $(N - 2)$-particle system via X2C-HF, both the $N$-particle
ground and excited-state energies are obtained via

\[ E_n^N = E_0^{N-2} + \Omega_n \]  \hspace{1cm} (2.64)

Thus the excitation energy between \( N \)-particle ground and excited states, \( \omega_n^N \), described via the X2C-pp-TDA may be written as differences of the eigenenergies,

\[ \omega_n^N = E_n^N - E_0^N = \Omega_n - \Omega_0 \quad (n > 0). \]  \hspace{1cm} (2.65)

These working expressions in Eqs. (2.60), (2.62), (2.64) and (2.65) are similar to those previously expressed for the spin-collinear reference \([131, 132, 134]\). The key difference is that all of the above equations are expressed in a non-collinear GSCF spinor basis rather than a collinear (RSCF / USCF) orbital basis, and that the orbitals have been optimized in the presence of relativistic spin-orbit effects via the X2C method. Unlike the collinear case, where significant simplification of Eq. (2.60) is achieved through exploitation of the spin orthogonality of the reference \([131, 133]\), the general non-collinear case presented in this work cannot be further simplified.

2.4.3 Results and Discussion

All calculations were performed with a locally modified version of the Gaussian quantum chemistry suite of programs \([141]\), and employed the tagg-cc-pVTZ-DK Gaussian basis set \([142]\) with the diffuse \( f \)-functions removed. Relativistic effects were accounted for by means of the variational X2C method outlined in Secs. 2.1 and 2.2. In order to partially account for two-electron spin-orbit interaction in the Hamiltonian, we employed a scheme based on the scaling of the nuclear charge according to the angular momenta of the basis functions (Eq. (2.20)). The atomic nuclei, rather than being treated as point charges, were described using \( s \)-type Gaussian charge distribution (Eq. (1.143)). The stability of the two-component ground state wave function was also tested before X2C-pp-TDA calculations were performed \([18]\).
In order to highlight the capability of the pp-TDA method to describe excited states within a relativistic framework, in this section we examine the FSS of some atomic systems. The presence of spin-orbit couplings lifts some of the energetic degeneracies that would be expected in the ground or excited electronic states in non–relativistic theory. We therefore calculate the excitation energies of selected atomic systems and compare the obtained fine structure splittings with experimental reference values [143] to assess the accuracy of the method. In this section we restrict ourselves to states describable by single excitations (with respect to the \(N\)-electron system) which allows us to also compare our results with the results obtained using the two-component particle-hole Random-Phase Approximation (X2C-ph-RPA), also known as Time-Dependent Hartree-Fock method (X2C-TDHF), as well as with results obtained using the X2C-ph-TDA method [38]. Results for these FSS estimations are collected in Tab. 2.1.

It can be seen that, in general, the three methods perform similarly with respect to the reference values insofar as the order of magnitude of the error is concerned. A general trend may be observed in that the X2C-pp-TDA consistently overestimates the splittings as the atomic charge of the underlying nucleus increases. This effect is magnified in the low–energy transitions while it is less apparent in the higher–energy transitions. This is due to the fact that the frontier orbitals of the \((N−2)\)-reference being used become sub-optimal in the proper description of the \(N\)-electron system due to a contraction in the presence of higher nuclear charge. This leads to an unphysically small energetic separation between the frontier orbitals of the \(N\)-electron system which causes increasing errors due to an unphysical increase in mixing. This problem is less obvious in higher–energy excitation because the higher–lying orbitals are not as affected. These orbitals are properly optimized in the X2C-ph-RPA/TDA due to orbital occupancy of the resulting wave function. The general out-performance of the X2C-ph-TDA over the X2C-ph-RPA may be attributed to an over estimation of electron correlation in the ground and excited states via the RPA [144]. The presence of the de-
excitation amplitudes in the X2C-ph-RPA allow for an over-mixing for the low-lying excited states with the ground state which give rise to an overestimate of the FSS, much the same as the case for the X2C-pp-TDA.

The main advantage of the particle-particle over the particle-hole formalism is that, in the former, both the ground and electronically excited $N$-particle states are described on equal footing with respect to correlation, being a linear combination of several Slater determinants. Conversely, in the ph-TDA or ph-RPA method, the ground state is described as a single determinant, while excited states are described as linear combinations of single excitations (and possibly de-excitations). That being said, the excitation space spanned by the X2C-pp-TDA solutions does not include all chemically relevant excitations, many of which can be found using the more traditional ph-RPA or ph-TDA methods. This is due to the fact that the X2C-pp-TDA is, in its traditional form, incapable of accessing excitations that involve contributions from below the Fermi level. Some work has been done in attempts to resolve this problem [131], but these alterations to the pp-TDA method have not been explored in this work.

**Triplet References and Double Excitations**

In this section we wish to highlight other advantages of X2C-pp-TDA over conventional X2C-ph-RPA. In the previous section we presented results for atomic systems that are characterized by being closed shell in both the $N$ and $N-2$ systems. This is important because if the reference state has unpaired electrons then, as a consequence of the single-reference nature of the Hartree-Fock wave function, excited states will in general be spin-contaminated, affecting one’s ability to extract meaningful fine structure splittings from the results, though adaptations to remedy this problem in the general case exist [145–149]. By using X2C-pp-TDA it is possible to treat systems with $N$ electrons with any odd spin multiplicity, provided they become closed shell upon the addition or removal of two electrons. Molecules which possess triplet ground states as well as diradical moieties may be taken as examples. To demonstrate this feature we compare the FSS of one set of excited states of molecular oxy-
Table 2.1: Calculated and reference excited-state fine structure splittings (in meV) for single excitations of some atomic systems. The presence of a superscript “o” in the term symbol denotes an odd state with respect to space inversion.

<table>
<thead>
<tr>
<th>Method</th>
<th>Level</th>
<th>Mg</th>
<th>Al⁺</th>
<th>Si²⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2C-ph-RPA</td>
<td>4.89</td>
<td>10.49</td>
<td>19.85</td>
<td></td>
</tr>
<tr>
<td>X2C-ph-TDA</td>
<td>3P₁⁰⁻³P₀⁰</td>
<td>2.41</td>
<td>7.94</td>
<td>16.62</td>
</tr>
<tr>
<td>X2C-pp-TDA</td>
<td>2.77</td>
<td>9.13</td>
<td>18.97</td>
<td></td>
</tr>
<tr>
<td>Ref</td>
<td>2.49</td>
<td>7.55</td>
<td>15.94</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Level</th>
<th>Mg</th>
<th>Al⁺</th>
<th>Si²⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2C-ph-RPA</td>
<td>9.75</td>
<td>21.02</td>
<td>39.96</td>
<td></td>
</tr>
<tr>
<td>X2C-ph-TDA</td>
<td>3P₂⁰⁻³P₁⁰</td>
<td>4.82</td>
<td>15.96</td>
<td>33.50</td>
</tr>
<tr>
<td>X2C-pp-TDA</td>
<td>5.55</td>
<td>18.40</td>
<td>38.40</td>
<td></td>
</tr>
<tr>
<td>Ref [143]</td>
<td>5.05</td>
<td>15.36</td>
<td>32.45</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Level</th>
<th>Mg</th>
<th>Al⁺</th>
<th>Si²⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2C-ph-RPA</td>
<td>0.33</td>
<td>1.82</td>
<td>4.43</td>
<td></td>
</tr>
<tr>
<td>X2C-ph-TDA</td>
<td>3P₁⁰⁻³P₀⁰</td>
<td>0.33</td>
<td>1.82</td>
<td>4.31</td>
</tr>
<tr>
<td>X2C-pp-TDA</td>
<td>0.42</td>
<td>2.17</td>
<td>5.08</td>
<td></td>
</tr>
<tr>
<td>Ref [143]</td>
<td>0.41</td>
<td>1.73</td>
<td>4.10</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Level</th>
<th>Mg</th>
<th>Al⁺</th>
<th>Si²⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2C-ph-RPA</td>
<td>0.67</td>
<td>3.67</td>
<td>9.09</td>
<td></td>
</tr>
<tr>
<td>X2C-ph-TDA</td>
<td>3P₂⁰⁻³P₁⁰</td>
<td>0.67</td>
<td>3.68</td>
<td>8.86</td>
</tr>
<tr>
<td>X2C-pp-TDA</td>
<td>0.84</td>
<td>4.50</td>
<td>11.04</td>
<td></td>
</tr>
<tr>
<td>Ref [143]</td>
<td>0.84</td>
<td>3.65</td>
<td>9.07</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2C-ph-RPA</td>
<td>2.32</td>
<td>2.28</td>
</tr>
<tr>
<td>X2C-ph-TDA</td>
<td>0.32</td>
<td>0.19</td>
</tr>
<tr>
<td>X2C-pp-TDA</td>
<td>1.55</td>
<td>1.55</td>
</tr>
</tbody>
</table>
gen with experimental data in Tab. 2.2. The difference between the calculated and measured value is just 2.5 meV, notwithstanding the approximations intrinsic in our method (e.g. the approximate treatment of electron correlation and the two-electron spin-orbit contributions, or the finite basis set). Of course, the same reasoning can also be applied in reverse: X2C-ph-RPA theory can be readily used to find excited-state FSS of systems with a singlet ground state, however if the addition or removal of two electrons produces an open-shell molecule, then X2C-pp-TDA will present some spin-contamination in the computed excited-states.

One advantage that X2C-pp-TDA always has over X2C-ph-RPA theory, however, is its ability to describe double excitations. Table 2.2 compares calculated and reference excited-state FSS of doubly-excited states of some atomic moieties. The performance of the method is similar as in the case of single excitations presented in the previous section. Such states cannot be found among the excited states computed via X2C-ph-RPA.

Table 2.2: Excited-state fine structure splittings (in meV) for singly excited triplet and doubly excited singlet electronic states calculated by the X2C-pp-TDA method.

<table>
<thead>
<tr>
<th>System</th>
<th>Level</th>
<th>X2C-pp-TDA</th>
<th>Ref [143,150]</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₂</td>
<td>³Δ₃ – ³Δ₂</td>
<td>20.58</td>
<td>18.09</td>
</tr>
<tr>
<td>Al⁺</td>
<td>³P₁ – ³P₀</td>
<td>9.20</td>
<td>7.75</td>
</tr>
<tr>
<td></td>
<td>³P₂ – ³P₁</td>
<td>17.93</td>
<td>15.03</td>
</tr>
<tr>
<td>Si²⁺</td>
<td>³P₁ – ³P₀</td>
<td>19.46</td>
<td>16.55</td>
</tr>
<tr>
<td></td>
<td>³P₂ – ³P₁</td>
<td>37.88</td>
<td>32.06</td>
</tr>
</tbody>
</table>

2.4.4 Conclusions

In this work, a scheme for the extension of the pp-TDA method to relativistic two-component wave functions has been presented. This scheme involves the approximate decoupling of the large and small components of the relativistic wave function by means of the X2C method, followed by an Hartree-Fock SCF calculation on the system obtained by removing two elec-
trons, in order to obtain a set of complex spinor molecular orbitals. The two-component reference system is then used in the X2C-pp-TDA calculation that yields the ground and excited states for the \( N \)-electron system. The extension of the pp-TDA to a two-component reference comes at the cost of the employing complex spinor orbitals, and not being able to separate the problem into smaller sub-problems as is done in the case of RHF or UHF references via spin integration. The increased computational cost highlights the ever pressing need for direct and parallel implementations of post-SCF electronic structure methods, which is exaggerated in the case of relativistic electronic structure calculations.

It has been shown that the X2C-pp-TDA method exhibits excellent results in the prediction of the fine-structure splittings of the atomic and molecular species considered here. The results are comparable and at times better than those obtained using X2C-ph-RPA [38]. In addition, the X2C-pp-TDA is able to capture electronic excitations traditionally inaccessible by the X2C-ph-RPA/TDA thanks to the 2-particle reference shift, such as double excitations and those that would be described as spin-contaminated in particle-number conserving methods. While these results are promising, the general applicability of the X2C-pp-TDA method, as with the spin-collinear variant, is limited as it is traditionally unable to capture excitations that involve contributions of orbitals from below the Fermi level. That being said, there are many systems, such as triplet and diradical systems, where the X2C-pp-TDA provides a suitable method for the accurate description of the electronic manifold.
Chapter 3

MOLECULAR RESPONSE PROPERTIES THROUGH MODEL ORDER REDUCTION

The previous sections have developed the formal theory to practically obtain the stationary (Eq. (1.70)) electronic ground and excited states of molecular systems. While such developments provide the basis of any practical quantum theory, the majority of interesting chemical phenomena result for the departure from the a stationary state through the action of some external perturbation, i.e. light. In this chapter we will focus on the interaction and response of molecular systems with external electromagnetic fields which will allow us to probe many physically observable quantities such as the photoabsorption cross section. The following sections have been adapted and reproduced in part with permission from Roel van Beeumen, David B. Williams-Young, Joeseph M. Kasper, Chao Yang, Esmond G. Ng, and Xiaosong Li. Model Order Reduction Algorithm for Estimating the Absorption Spectrum. *J. Chem. Theory Comput.* 2017, 13(10), pp 4950-4961. Copyright 2017 American Chemical Society.

3.1 Motivation

With recent advances in laser light source technology, X-ray absorption spectroscopy (XAS) has become an important probative tool in chemical physics [151]. The ability of XAS to simultaneously characterize both the electronic and geometrical structure of chemical systems has made it indispensable in the fields of catalysis and photophysics [152–156]. However, despite the capability of XAS to obtain a wealth of chemically relevant information, the complexity of experimentally obtained XAS spectra often requires a theoretical supplement to obtain a meaningful interpretation of the query phenomenon [157,158]. Thus, the ability
to properly describe the high-energy electronic excitations of molecular systems theoretically is critical in modern electronic structure theory.

In light of its importance in physical chemistry, the prediction of XAS properties poses an interesting challenge for traditional electronic structure methods. This challenge is rooted in the fact that the X-Ray region is buried deep within the eigenspectrum of the Hamiltonian and is often spectrally dense. For example, in near–edge X-Ray absorption fine structure (NEXAFS) spectroscopy, the spectrum consists of many excited states that correspond to excitations of core electrons to diffuse quasi–bound levels. Thus, as system sizes increase, the number of states in the given energy region increases dramatically. Further, it is important to note that, because very large basis sets are often required to properly describe the rather diffuse nature of these excited states, the increase in complexity leads to poor scaling with system size.

Many electronic structure methods have been extended to the description of high-energy, X-ray electronic excitations in recent years. In the time domain, real-time density functional theory \[159–161\] has been shown to excellently reproduce the X-ray $K$-edge for molecules within relatively short simulation times \[162,163\]. For large systems, however, time-domain methods have difficulty taking full advantage of concurrency on modern computing architectures, and are thus not yet a sustainable avenue in routine theoretical inquiry of these phenomena. In contrast, frequency domain approaches are often favored in these types of calculations as they may be cast as computationally scalable linear algebra problems which are well suited for massive concurrency. Frequency domain approaches to treat electronic excitations may be separated into two categories which obtain equivalent information: methods which aim to obtain a spectral decomposition of the quantum propagator, i.e., eigenproblem–based methods, and methods which solve the response problem directly through the solution of linear systems of equations.

Recasting electronic structure methods into eigenproblems has long been the de facto standard frequency domain method for electronically excited states. Through knowledge of the poles (eigenroots) of the quantum propagator, one has direct access to information
regarding the electronic excitations (resonances) of the molecular system. In addition, such a spectral decomposition may be used to treat off-resonant perturbations through interpolation schemes known as sum-over-states expressions [164]. Much work has gone into the development of these methods in both wave function theory, such as those based on the coupled-cluster (CC) [165–169] and algebraic diagrammatic construction (ADC) [170,171] expansions of the many-body wave function, and self-consistent field theory, such as the linear response time-dependent Hartree–Fock (TD-HF) [4,172–174] and density functional theory (TD-DFT) [15,16]. These methods have been shown to accurately predict and reproduce both low- [175,176] and high-energy [162,177–182] electronic excitations in molecular systems. Despite their accuracy, however, eigenproblem–based methods possess an inherent challenge in the description of high-energy excited states when the eigenroots of interest are buried deep in the eigenspectrum. Traditional methods used to partially diagonalize the propagator, such as the block-Davidson method [183–185], are designed to converge to the extreme ends of the eigenspectrum with no built-in mechanism to establish the spectrum’s interior. Several approaches have been described to overcome this problem [186], including energy specific [177,179] and restricted energy window methods [180–182] when the eigenroots of interest are well-separated. Further, in spectrally dense regions of the propagator’s eigenspectrum, iterative diagonalization algorithms require the resolution of many more roots than is often practical to ensure smooth convergence.

Methods which solve the response problem through the solutions of linear systems offer an attractive alternative to eigenproblem–based approaches in the description of high-energy excitations because they have an intrinsic mechanism to probe the interior of the energy spectrum. In these methods, the probing frequency of the applied perturbation is a chosen parameter [172,175]. Thus, the interior of the spectrum is easily probed through a number of solutions of linear system of equations in the desired frequency domain. This simplicity does, however, come at a seemingly significant computational cost compared to eigenproblem–based methods. While eigenproblems are able to directly obtain many poles of the eigenspectrum simultaneously, one must solve the linear problem many times over some discretization of the
frequency domain to obtain similar results. In general, this discretization must be quite dense to achieve a reasonable accuracy and thus can be more expensive than their eigenproblem based counterparts. Approaches using linear systems and based on the complex polarization propagator (CPP), such as CPP-CC [187–189] and CPP-SCF, [164,175,190,191] have been shown to be successful in the description of both high [192–196] and low [197] energy properties of molecular systems and have been extended to relativistic Hamiltonians as well [198].

In this work, we introduce a general framework for the prediction of spectrally interior molecular response properties based on model order reduction (MOR) via interpolation. MOR techniques have been successfully applied in different fields of computation science and engineering, where it reduces the computational complexity of mathematical models in numerical simulations. Examples include structural dynamics, sound and vibration analysis, and control theory [199–201]. The MOR algorithm proposed in this paper aims to overcome the large computational overhead associated with the spectral discretization required by linear system based methods while maintaining the accuracy associated with eigenproblem based methods. Further, the proposed algorithm will be shown to allow for the massively scalable parallelism that is well suited for modern computing architectures.

3.2 Linear response and absorption spectrum

In the semi-classical theory of molecular light-matter interaction within the electric dipole approximation, the isotropic absorption cross section for the interaction with plane-polarized light, $\sigma(\omega)$, at a particular perturbing frequency, $\omega$, is proportional to the trace of the dynamic polarizability tensor, $\alpha(\omega)$,

$$
\sigma(\omega) \propto \omega \text{Im} (\text{Tr} [\alpha(\tilde{\omega})]), \quad \tilde{\omega} = \omega + i\eta, \quad (3.1)
$$

where $\eta > 0$ is a small damping parameter to ensure the convergence of $\alpha$ in the spectral neighborhoods of resonant perturbations. Within the linear response regime of the first-order polarization propagator approximation (FOPPA) [164], the dynamic polarizability tensor
may be written as
\[ \mathbf{\alpha}(\tilde{\omega}) = \mathbf{d}^\top \mathbf{G}^{-1}(\tilde{\omega}) \mathbf{d}, \quad \mathbf{d} = \begin{bmatrix} d_x & d_y & d_z \\ d_x & d_y & d_z \end{bmatrix}. \] (3.2)

Here, \( \{d_\xi \mid \xi \in \{x, y, z\}\} \) is the set of dipole operators expressed in the MO basis. In the following algorithmic developments, we restrict the discussion to the FOPPA using a Hartree–Fock reference (TD-HF), although the algorithm presented is completely general to any choice of propagator or reference. Within TD-HF, \( \mathbf{G}(\tilde{\omega}) \) may be written as
\[ \mathbf{G}(\tilde{\omega}) = \mathbf{H} - \tilde{\omega} \mathbf{S}, \] (3.3)
where
\[ \mathbf{H} = \begin{bmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{B}^* & \mathbf{A}^* \end{bmatrix}, \quad \mathbf{S} = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \] (3.4)
with \( \mathbf{S} = \mathbf{S}^\top = \mathbf{S}^{-1} \), and
\[ A_{ai,bj} = \langle 0^{\text{HF}} | [\tau_a^i, [\hat{H}_{\text{el}}^{\text{BO}}, \tau_b^j]] | 0^{\text{HF}} \rangle = \delta_{ij} \delta_{ab} (\epsilon_{ai}^{\text{HF}} - \epsilon_{aj}^{\text{HF}}) + \langle aj | r^{-1}_{12} | ib \rangle - \langle aj | r^{-1}_{12} | bi \rangle \] (3.5a)
\[ B_{ai,bj} = \langle 0^{\text{HF}} | [\tau_a^i, [\hat{H}_{\text{el}}^{\text{BO}}, \tau_b^j]] | 0^{\text{HF}} \rangle = \langle ab | r^{-1}_{12} | ij \rangle - \langle ab | r^{-1}_{12} | ji \rangle \] (3.5b)
\[ d_{\xi,ai} = \langle 0^{\text{HF}} | [\hat{\mathcal{O}}^{\text{BO}}, \tau_a^i] | 0^{\text{HF}} \rangle = \langle \phi_a | \hat{r}_\xi | \phi_i \rangle \] (3.5c)

Here, we have denoted \( |0^{\text{HF}}\rangle \) as the HF ground state and \( \{\hat{r}_\xi\} \) as to components of the position operator. \( \{\epsilon_{pi}^{\text{HF}}\} \) is obtained by solving Eq. (1.98) and the integrals \( \langle \cdot | r^{-1}_{12} | \cdot \rangle \) are given as in Eq. (2.63). Further, we have adopted the index convention for occupied and unoccupied HF-MOs as in Sec. 1.4. The definitions in Eq. (3.5) are general to both two-component relativistic and non-relativistic HF references. However, in the following, we will restrict our treatment to that of non-relativistic theory such that we may employ the use of strictly real HF-MOs. Further, due to the fact that the Born–Oppenheimer Hamiltonian is spin-independent, we may utilize RHF / UHF wave functions (Sec. 1.6.4) for the reference determinant. This will allow for significant simplification of the resulting expressions due to spin orthogonality [164].
In order to study the spectrum of the pencil \((\mathbf{H}, \mathbf{S})\) let
\[
\Omega = \mathbf{S}^{-1} \mathbf{H} = \begin{bmatrix}
A & B \\
-B & -A
\end{bmatrix}.
\] (3.6)

Although the matrix \(\Omega\) is non-symmetric, it has a number of special properties [165,202,203]. If \(\mathbf{H}\) is positive definite, it may be shown that \(\Omega\) possesses a structured eigendecomposition [173,204], i.e.,
\[
\begin{bmatrix}
A & B \\
-B & -A
\end{bmatrix} = \begin{bmatrix}
U & V \\
V & U
\end{bmatrix} \begin{bmatrix}
\Lambda & 0 \\
0 & -\Lambda
\end{bmatrix} \begin{bmatrix}
U & -V \\
-V & U
\end{bmatrix}^{\top}
\] (3.7)

where \(\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)\) consists of strictly positive eigenvalues, and the eigenvectors are normalized with respect to the metric \(\mathbf{S}\),
\[
\begin{bmatrix}
U & -V \\
-V & U
\end{bmatrix}^{\top} \begin{bmatrix}
U & V \\
V & U
\end{bmatrix} = \mathbf{I}.
\] (3.8)

As \(\mathbf{H}\) is taken to be real in this work, it possesses additional properties that may be exploited in the development of efficient algorithms for estimating the absorption spectrum of the target system. In particular, we may apply the following similarity transformation
\[
\mathbf{T} = \frac{1}{\sqrt{2}} \begin{bmatrix}
I & I \\
-I & I
\end{bmatrix}, \quad \mathbf{T}^{-1} = \mathbf{T}^{\top},
\] (3.9)
to \(\mathbf{G}(\tilde{\omega})\), yielding
\[
\mathbf{T}^{\top} \mathbf{G}(\tilde{\omega}) \mathbf{T} = \begin{bmatrix}
K & 0 \\
0 & M
\end{bmatrix} - \tilde{\omega} \begin{bmatrix}
0 & I \\
I & 0
\end{bmatrix},
\] (3.10)

where
\[
M \equiv A + B, \quad (3.11)
\]
\[
K \equiv A - B, \quad (3.12)
\]

which are, in most cases, positive definite. In this case, the polarizability tensor may be reformulated as
\[
\alpha(\tilde{\omega}) = \tilde{\mathbf{d}}^{\top} \tilde{\mathbf{G}}^{-1}(\tilde{\omega}) \tilde{\mathbf{d}}, \quad \tilde{\mathbf{d}} = \begin{bmatrix}
d_x \\ d_y \\ d_z
\end{bmatrix},
\] (3.13)
where
\[ \tilde{G}(\tilde{\omega}) = MK - \tilde{\omega}^2 I. \] (3.14)

Note that the dimension of \( \tilde{G}(\tilde{\omega}) \) is only half the dimension of \( G(\tilde{\omega}) \). Furthermore, it can be shown that
\[ M = (X - Y)\Lambda (X - Y)^\top, \] (3.15)
\[ K = (X + Y)\Lambda (X + Y)^\top, \] (3.16)

and
\[ (X - Y)^\top (X + Y) = I, \] (3.17)
such that the eigenvalues \( \pm \Lambda \) may be computed by
\[ MK = (X - Y)\Lambda^2 (X + Y)^\top. \] (3.18)

Remark that by making use of \( MK \), the dimension of the eigenvalue problem is also reduced by a factor of 2 [205, 206].

### 3.3 Interpolatory Model Order Reduction of Linear Dynamical Systems

In this section, we briefly review the theory of model order reduction for linear dynamical systems. The next section will examine its connection to the computation of the absorption spectrum within the FOPPA.

#### 3.3.1 Linear dynamical systems

We consider the linear multiple-input multiple-output (MIMO) system
\[ \Sigma = \left\{ \begin{array}{ll} (H - sS)x(s) = bu(s) \\ y(s) = c^\top x(s) \end{array} \right., \] (3.19)

where \( s \) is a derivative or shift operator, \( H \in \mathbb{R}^{n \times n} \) and \( S \in \mathbb{R}^{n \times n} \) are the system matrices, \( b \in \mathbb{R}^{n_m} \), and \( c \in \mathbb{R}^{n_p} \). We call \( n \) the dimension (order) of the system \( \Sigma \).
state vector, \( u \in \mathbb{R} \) the input, and \( y \in \mathbb{R}^{p \times m} \) the output [199]. Note that the system \( \Sigma \) is completely characterized by the quadruple \((H, S, b, c)\).

The transfer function, \( \varpi(s) \), of \( \Sigma \) is defined as

\[
\varpi(s) = c^\top (H - sS)^{-1} b,
\]

and describes the relation between the input and output of \( \Sigma \), i.e., \( y(s) = \varpi(s)u(s) \). For the remainder, we will assume that \( n \gg 1, m \ll n, p \ll n \), and \( u(s) \equiv 1 \) for all \( s \).

3.3.2 State space transformation

In some cases, it might be more advantageous to describe the system from a different point of view as the original one. In these cases, we may perform a non-singular state transformation \( T \), i.e., \( \det(T) \neq 0 \), yielding the transformed state

\[
\tilde{x} = T^{-1}x,
\]

of the transformed system

\[
\tilde{\Sigma} = \begin{cases} 
\left( \tilde{H} - s\tilde{S} \right) \tilde{x}(s) = \tilde{b} u(s) \\
y(s) = \tilde{c}^\top \tilde{x}(s)
\end{cases},
\]

where \( \tilde{H} = T^{-1}HT, \tilde{S} = T^{-1}ST, \tilde{b} = T^{-1}b, \) and \( \tilde{c}^\top = c^\top T \). Remark that \( \Sigma \) and \( \tilde{\Sigma} \) admit the same transfer function as well as the same output. Therefore, we call the systems \( \Sigma \) and \( \tilde{\Sigma} \) equivalent.

3.3.3 Reduced-order models

The evaluation of the transfer function of a system \( \Sigma \) requires a linear system solve for every value of \( s \). In cases where the system dimension \( n \) is large and a high resolution is required, i.e., a high number of values of \( s \), the evaluation of the transfer function is very expensive. In this work, we examine the effectiveness of model order reduction (MOR) techniques to circumvent this expense. MOR for linear dynamical systems is a technique that approximates
a system $\Sigma$ by another system $\hat{\Sigma}$ of the same form but of a much lower dimension (order) $k \ll n$. Consequently, evaluating the transfer function of $\hat{\Sigma}$ is relatively inexpensive as it only involves linear system solves of dimension $k$ instead of linear system solves of dimension $n$ for $\Sigma$.

Let the system $\Sigma$ be given by Eq. (3.19) and define a non-singular matrix $V \in \mathbb{R}^{n \times k}$ with orthonormal columns, i.e., $V^T V = I$. Then, a reduced–order model $\hat{\Sigma}$ can be constructed by applying a Galerkin projection $P = V V^T$ onto $\Sigma$, yielding

$$
\hat{\Sigma} = \begin{cases} 
(\hat{H} - s \hat{S}) \hat{x}(s) = \hat{b} u(s) \\
\hat{y}(s) = \hat{c}^T \hat{x}(s)
\end{cases},
$$

(3.23)

where $\hat{H} = V^T H V$, $\hat{S} = V^T S V$, $\hat{b} = V^T b$, and $\hat{c}^T = c^T V$. Note that the length of the state vector $\hat{x}$ and the dimension of $\hat{\Sigma}$ are only $k \ll n$. The purpose of MOR is to construct a $V$ such that the transfer function of $\hat{\Sigma}$ approximates very well the one of $\Sigma$,

$$
\varpi_{\Sigma}(s) \approx \varpi_{\hat{\Sigma}}(s),
$$

(3.24)

for all query $s$.

### 3.3.4 Model order reduction via moment matching

One way to construct a matrix $V$ such that Eq. (3.24) holds is by examining the concepts of moments and moment matching [199]. Let the transfer function $\varpi$ of $\Sigma$ be given by Eq. (3.20). Then the $\ell$th moment of $\varpi$ around the point $s = s_*$ is defined as the $\ell$th derivative of $\varpi$ evaluated at $s_*$, i.e.,

$$
m_\ell(s_*) := (-1)^\ell \left. \frac{d^\ell \varpi(s)}{ds^\ell} \right|_{s=s_*},
$$

(3.25)

for $\ell \geq 0$. Consequently, since $\varpi(s) = c^T (H - s S)^{-1} b$, the moments at $s_*$ are

$$
m_\ell(s_*) = c^T (H - s_* S)^{-\ell-1} b, \quad \ell > 0.
$$
Note also that the moments determine the coefficients of the Taylor series expansion of the transfer function $\varpi$ in the neighborhood of $s^*$

$$\varpi(s) = m_0(s^*) + m_1(s^*) \frac{s - s^*}{1!} + m_2(s^*) \frac{(s - s^*)^2}{2!} + \cdots$$ (3.26)

Model order reduction via moment matching consists of constructing a subspace $V \in \mathbb{R}^{n \times km}$ such that the original and reduced–order model match moments

$$m_{ij}(s_j) = \hat{m}_{ij}(s_j), \quad j = 1, \ldots, k.$$ (3.27)

If all moments to be matched are chosen at zero, i.e., $s_j = 0$ for $j = 1, 2, \ldots, k$, the corresponding model is known as a Padé approximation. In the general case, the problem Eq. (3.27) is known as rational interpolation and can be solved by choosing the projection matrix $V$ such that

$$V = \text{span} \left[ (H - s_1S)^{-1}b \quad (H - s_2S)^{-1}b \quad \cdots \quad (H - s_kS)^{-1}b \right].$$ (3.28)

It can be shown that the matrix $V$ defined in Eq. (3.28) spans a rational Krylov subspace and matches all the 0th moments at $s_j$. For more information about the connections between moment matching and rational interpolation, we refer the interested reader to Section 11 of Antoulas’ model order reduction book [199].

### 3.4 Estimating absorption spectrum without explicitly computing eigenvalues and eigenvectors

The most straightforward way to evaluate the absorption spectrum is to compute eigenvalues and the corresponding eigenvectors of $(H, S)$. However, as we indicated earlier, when the dimension of $H$ and $S$ becomes large (spectrally dense), this approach can be prohibitively expensive (complicated).

It has been shown [207] that a special $K$-inner product Lanczos algorithm can be used to provide a good approximation to the overall structure of the absorption spectrum without explicitly computing the eigenvalues and eigenvectors of $(H, S)$. In particular, the Lanczos
algorithm can reveal major absorption peaks in the low frequency region of the spectrum without too many iterations. However, the algorithm gives limited resolution of the absorption spectrum in the spectral interior as the Krylov subspace constructed by the Lanczos iteration contains little spectral information associated with interior eigenvalues of \((H, S)\).

We now propose an alternative way to evaluate the absorption spectrum without explicitly computing the eigenvalues and eigenvectors of \((H, S)\). This scheme focuses on approximating the dynamic polarizability tensor \(\alpha(\tilde{\omega})\) defined in Eq. (3.2) and the absorption spectrum \(\sigma(\omega)\) defined in Eq. (3.1) within a specific energy window directly.

Firstly, observe that the dynamic polarizability tensor Eq. (3.2) may be viewed simply as the expectation value of the inverse of \(H - \tilde{\omega}S\). Hence, the evaluation of \(\alpha(\tilde{\omega})\) may be recast into a problem of solving linear equations, i.e., for a specific frequency \(\omega\), we can directly evaluate the absorption spectrum Eq. (3.1) as follows

\[
\sigma(\omega) \propto \omega \, \text{Im} \left( \text{Tr} \left[ d^\top x(\tilde{\omega}) \right] \right),
\]

where \(x\) is the solution of the linear system

\[
(H - \tilde{\omega}S) x(\tilde{\omega}) = d.
\]

Secondly, the dynamic polarizability tensor Eq. (3.2) may also be viewed as the transfer function, i.e., the relation between input and output, of the linear dynamical system (see Sec. 3.3.1)

\[
\begin{aligned}
(H - \tilde{\omega}S) x(\tilde{\omega}) &= d \\
y(\omega) &= d^\top x(\tilde{\omega})
\end{aligned}
\]

Consequently, the absorption spectrum can directly be obtained from the output variable \(y\)

\[
\sigma(\omega) \propto \omega \, \text{Im} \left( \text{Tr} \left[ y(\omega) \right] \right).
\]

In order to evaluate the output \(y\) of system Eq. (3.31) for a given frequency, we again need to solve a linear system of the form Eq. (3.30).
Finally, by exploiting the block structure of $H$ and performing a state space transformation with Eq. (3.9) (see Sec. 3.3.2), we obtain an equivalent linear dynamical system for Eq. (3.31), but with a halved order,

$$
\begin{cases}
(MK - \tilde{\omega}^2 I) \ddot{x}(\tilde{\omega}) = \tilde{d} \\
y(\omega) = 2 \tilde{d}^\top K \ddot{x}(\tilde{\omega})
\end{cases},
$$

(3.33)
such that we obtain the following, compact expressions for the dynamic polarizability tensor

$$
\alpha(\tilde{\omega}) = 2 \tilde{d}^\top K (MK - \tilde{\omega}^2 I)^{-1} \tilde{d},
$$

(3.34)
and the absorption spectrum

$$
\sigma(\omega) \propto \omega \text{Im} \left( \text{Tr} \left[ \tilde{d}^\top K (MK - \tilde{\omega}^2 I)^{-1} \tilde{d} \right] \right).
$$

(3.35)
Note that the dimension of the linear systems to be solved in Eq. (3.35) is only half of the dimension of the linear system shown in Eq. (3.30).

Clearly, we cannot afford to evaluate $\sigma(\omega)$ for all $\omega$’s of interest. However, this connection to linear dynamical systems allows us to employ MOR techniques (see Sec. 3.3.3) to reduce the number of $\sigma(\omega)$ evaluations in the full dimension. More precisely, we construct a function $\hat{\sigma}(\omega)$ that approximates $\sigma(\omega)$ within a specific energy window $[\omega_{\text{min}}, \omega_{\text{max}}]$, but is much cheaper to evaluate. The construction of such an approximate function only requires solving a few linear systems of the form Eq. (3.30) or Eq. (3.33) at a few selected frequencies $\tau_j$, $j = 1, 2, \ldots, k$. The solutions of these linear systems are then used to construct a reduced–order model which interpolates the full dynamic polarizability at $\tau_j$, and provides an approximation to the dynamic polarizability tensor Eq. (3.2) at other frequencies within the predefined energy window. When $k$ is small, both the construction and the evaluation of the reduced–order model is significantly lower than other approaches that are either based on solving an eigenvalue problem or Eq. (3.30) at many different frequencies.

### 3.5 Interpolation–based algorithms

Let the dimension of the matrix $H$ defined in Eq. (3.4) be $2n \times 2n$. The dimension of the lower dimensional matrix $\hat{H}$ that we construct for the reduced–order model is $3k \times 3k$, where
One way to construct such a matrix is to first construct a subspace spanned by orthonormal columns of a matrix \( V \in \mathbb{R}^{2n \times 3k} \) and then project \( H \) onto such a subspace \( V \), i.e.,

\[
\hat{H} = V^\top HV.
\] (3.36)

If we also let \( \hat{S} = V^\top SV \) and \( \hat{d} = V^\top d \), then the absorption spectrum can be approximated by

\[
\tilde{\sigma}(\omega) \propto \omega \text{Im} \left( \text{Tr} \left[ \hat{d}^\top \left( \hat{H} - \tilde{\omega} \hat{S} \right)^{-1} \hat{d} \right] \right).
\] (3.37)

Clearly, the choice of the subspace \( V \) is crucial in maintaining the fidelity of the reduced–order model. The subspace we use to construct the reduced–order model takes the form

\[
V = \text{span} \left[ (H - \tau_1 S)^{-1} d \quad (H - \tau_2 S)^{-1} d \quad \cdots \quad (H - \tau_k S)^{-1} d \right],
\] (3.38)

where \( \tau_j, j = 1, 2, \ldots, k \), are the interpolation frequencies carefully chosen within the energy window of interest to ensure that

\[
\sigma(\omega) \approx \tilde{\sigma}(\omega),
\] (3.39)

for all \( \omega \) in the energy window of interest. It follows from the way \( V \) is constructed in Eq. (3.38) that \( \tilde{\alpha} \) interpolates \( \alpha \) at the interpolation frequencies, i.e.,

\[
\alpha(\tau_j) = \tilde{\alpha}(\tau_j), \quad j = 1, 2, \ldots, k.
\] (3.40)

Furthermore, since the linear systems Eq. (3.31) and Eq. (3.33) have symmetric system matrices \((H, S)\) and \(MK\), respectively, and the input and output matrices \( b \) and \( c \) are linearly dependent, the Galerkin projection becomes a Petrov–Galerkin projection [199]. Hence, the original systems Eq. (3.31) and Eq. (3.33) and its corresponding reduced–order systems of dimension \( k \) match \( 2k \) moments instead of only \( k \) moments in the general case [199]. In other words, we can obtain the same accuracy for the reduced–order models with fewer interpolation frequencies than the general (non-linearly dependent) case.

Algorithm 1 summarizes the construction of the reduced–order model and how it is used to obtain an approximation of the absorption spectrum within an energy window of interest.
Clearly, the higher the model order \( k \), the more accurate the approximation. In the next section, we will show that even for a relatively small \( k \), we can obtain a quite accurate approximation for \( \sigma(\omega) \) in an interior spectral window that contains thousands of eigenvalues.

**Algorithm 1: Absorption spectrum via model order reduction**

**Input**: Matrices \( H, S, d \),
- Interpolation frequencies \( \tau_1, \tau_2, \ldots, \tau_k \),
- Frequencies \( \omega_1, \omega_2, \ldots, \omega_N \), and \( \eta \).

**Output**: Absorption spectrum \( \hat{\sigma}(\omega_1), \hat{\sigma}(\omega_2), \ldots, \hat{\sigma}(\omega_N) \).

\[
\begin{align*}
\text{for } j = 1, 2, \ldots, k \text{ do} & \\
1 & \text{Linear system solve } x_j = (H - \tau_j S)^{-1} d. \\
\text{end} & \\
2 & \text{QR factorization } X = VR. \\
3 & \text{Construct } \hat{H} = V^T HV, \hat{S} = V^T SV, \text{ and } \hat{d} = V^T d. \\
\text{for } j = 1, 2, \ldots, N \text{ do} & \\
4 & \text{Compute } \hat{\sigma}(\omega_j) = \omega \text{ Im} \left( \text{Tr} \left[ \hat{d}^T \left( \hat{H} - (\omega_j + i\eta)\hat{S} \right)^{-1} \hat{d} \right] \right). \\
\text{end}
\end{align*}
\]

Although Algorithm 1 provides a general framework for constructing a reduced-order model for estimating the absorption spectrum defined by \( (H, S) \), it is more efficient to exploit the structure of \( (H, S) \) and construct a reduced-order model for Eq. (3.33) instead. Such a reduced-order model may be obtained by projecting Eq. (3.33) onto a subspace defined by

\[
\tilde{V} = \text{span} \left[ (MK - \tau_1^2 I)^{-1} \tilde{d} \quad (MK - \tau_2^2 I)^{-1} \tilde{d} \quad \cdots \quad (MK - \tau_k^2 I)^{-1} \tilde{d} \right], \quad (3.41)
\]

where \( \tau_j, j = 1, 2, \ldots, k \), are again the interpolation frequencies. Because the matrix \( MK \) is self-adjoint with respect to the \( K \)-inner product, it is more convenient to carry out the
projection using the $\mathbf{K}$-inner product and projecting $\mathbf{MK}$ onto a subspace spanned by a $\mathbf{K}$-orthonormal basis, i.e., $\tilde{\mathbf{V}}^\top \mathbf{K} \tilde{\mathbf{V}} = \mathbf{I}$ is satisfied. If we let

$$\hat{\mathbf{M}} \mathbf{K} = \tilde{\mathbf{V}}^\top \mathbf{K} \mathbf{M} \mathbf{K} \tilde{\mathbf{V}}, \quad (3.42)$$

$$\hat{\mathbf{d}} = \tilde{\mathbf{V}}^\top \mathbf{K} \tilde{\mathbf{d}}, \quad (3.43)$$

then the approximation to the absorption spectrum provided by the structure exploiting reduced-order model can be expressed by

$$\tilde{\sigma}(\omega) \propto \omega \Im \left( \text{Tr} \left[ \hat{\mathbf{d}}^\top \left( \hat{\mathbf{M}} \mathbf{K} - \tilde{\omega}^2 \mathbf{I} \right)^{-1} \hat{\mathbf{d}} \right] \right). \quad (3.44)$$

By exploiting the block structure of $\mathbf{H}$, we can prove that Eq. (3.37) and Eq. (3.44) are equivalent. However, the latter is cheaper to construct, both in terms of the number of floating point operations and memory usage, since it only involves matrices of size $n \times n$ and vectors of size $n$. The structure exploiting model order reduction algorithm for approximating the absorption spectrum is outlined in Algorithm 2.

Note that both Algorithms 1 and 2 require a choice of the interpolation frequencies $\tau_j$. The number of these interpolation frequencies and their locations solely determine the quality of the absorption spectrum approximations. The simplest way to choose these interpolation frequencies is to partition the energy window of interest evenly by a uniform interpolation grid. However, because the absorption spectrum can be highly oscillatory in certain regions within the energy window, a very fine grid may be needed to resolve the high oscillation. As a result, the order of the reduced-order model, which is proportional to the number of interpolation frequencies, can be exceedingly high.

A more effective strategy for choosing the interpolation frequencies is to choose these frequencies in an adaptive fashion. We now propose a refinement strategy, which is graphically illustrated in Fig. 3.1. To start this procedure, we choose in the first level a coarse, uniform grid of interpolation frequencies (marked by ■) to construct the level-1 reduced-order model. The set of interpolation frequencies is refined by adding the midpoints (marked by ▲) between two adjacent level-1 interpolation frequencies. This enlarged set forms the second level
Algorithm 2: Absorption spectrum via structure exploiting model order reduction

**Input**: Matrices $M, K, \tilde{d}$,
Interpolation frequencies $\tau_1, \tau_2, \ldots, \tau_k$,
Frequencies $\omega_1, \omega_2, \ldots, \omega_N$, and $\eta$.

**Output**: Absorption spectrum $\overline{\sigma}(\omega_1), \overline{\sigma}(\omega_2), \ldots, \overline{\sigma}(\omega_N)$.

for $j = 1, 2, \ldots, k$ do

1 | Linear system solve $\tilde{x}_j = (MK - \tau_j^2 I)^{-1} \tilde{d}$. end

2 QR factorization $\tilde{X} = \tilde{V}\tilde{R}$, with $\tilde{V}^T K \tilde{V} = I$.

3 Construct $\tilde{MK} = \tilde{V}^T KMK \tilde{V}$ and $\tilde{d} = \tilde{V}^T K\tilde{d}$.

for $j = 1, 2, \ldots, N$ do

4 | Compute $\overline{\sigma}(\omega_j) = \omega \text{Im} \left( \text{Tr} \left[ \tilde{d}^T (\tilde{MK} - (\omega_j + i\eta)^2 I)^{-1} \tilde{d} \right] \right)$.

end

Figure 3.1: Adaptive refinement strategy for selecting the interpolation frequencies.
of interpolation frequencies, yielding a more accurate level-2 reduced–order model. Next, we choose the midpoints between two adjacent level-2 interpolation frequencies as candidates (marked by ○) to enlarge the set in the third level. We also estimate the approximation error by computing the relative difference between the level-1 and level-2 reduced–order models for the entire energy window. If the error estimate at an interval between two adjacent level-2 interpolation frequencies is above a prescribed error tolerance, the midpoint (marked by ●) is added to the existing set of interpolation frequencies. The enlarged set results in an even more accurate level-3 reduced–order model. This refinement process continues until the error estimate at the entire energy window is below the threshold or when the refined model order exceeds an prescribed upper bound.

3.6 Computational results

The proposed automatic MOR algorithm has been implemented in the Chronus Quantum software package [123] and in MATLAB\textsuperscript{4}. The following numerical experiments were performed using a single Sandy–Bridge Intel Xeon compute node (E5-2650 v2 @ 2.60 GHz) with 16 cores and 512 GB DDR3 RAM. All of the water cluster test cases were performed using the 6-31G(d) basis set without the use of molecular symmetry and were chosen for their dense spectral character in the X-Ray spectral domain. All of the geometries for the water clusters used in this work may be found in the supplemental information.

The implementation of the MOR utilizes a synchronized approach to the Generalized Minimum Residual (GMRES) [208] algorithm for the solution of the linear systems. In this approach [209], each linear system is solved individually via the standard GMRES algorithm but its matrix-vector products (GEMVs), which constitutes the dominant cost, are synchronized and performed in batches. Hence, the GEMVs become matrix-matrix products (GEMMs) and allow for optimal efficiency and cache utilization through the use of Level 3 BLAS operations. In all experiments we used a block size of 12, coming from

\textsuperscript{4}https://bitbucket.org/roelvb/mor4absspectrum
combining the 3 dipole vectors at 4 interpolation frequencies.

Several numerical experiments were performed to demonstrate the performance and accuracy of the proposed MOR algorithms. Since the interpolation points are merely used to construct a reduced–order model, it is conceivable that we may choose them to be real numbers instead of complex numbers that contain a small imaginary damping factor. The advantage of choosing real interpolation points is that all linear systems can be solved in real arithmetic. However, as we will see below, this approach may not lead to any performance gain and can even lead to a performance degradation.

We also examined how the order of the reduced–order model changes as the damping factor $\eta$ changes and as the size of the molecular system increases as well as the overall computational scaling of the proposed method using the aforementioned water clusters. Numerical comparisons are made to the Lorentzian broadened poles of the propagator using the oscillator strengths [210–212]. The eigenvalues and oscillator strengths were computed via BSEPACK [204,213] on a Cray XC40 with Haswell Intel Xeon compute nodes (E5-2698 v3 @2.3 GHz, 2x16 cores, 128 GB DDR4 RAM). The broadening factor was set equal to $\eta$ for comparison with the approximate MOR experiments.

### 3.6.1 Real versus complex interpolation frequencies

We start with a cluster of 5 water molecules and are interested in computing the absorption spectrum in the energy window $[540 \text{ eV}, 600 \text{ eV}]$. The dimension of the matrix $H$ Eq. (3.4) was $2n = 6,500$ and $H$ had 394 eigenvalues in the energy window. The damping factor was $\eta = 1 \text{ eV}$ and the tolerance for solving the linear systems was set to $10^{-6}$. The damping factor was chosen to roughly mimic the effects of the core-hole lifetime of the $K$-edge transitions in oxygen and vibrational broadening [151]. It is important to note that the broadening due to the damping parameter in these simulations is purely phenomenological, as no vibronic effects are being explicitly treated.

In the first experiment, we used a fixed order $k = 32$ for the reduced–order models and only changed the interpolation frequencies $\tau_j$, $j = 1, 2, \ldots, k$. We computed the absorption
Figure 3.2: Numerical experiments for the evaluation of the XAS spectrum of 5 H$_2$O clusters by the proposed MOR algorithms using a fixed model order ($k = 32$). The MOR results are compared to the Lorentzian broadened poles of the propagator, labelled Eigensystem. A damping parameter of 1 eV was chosen both for the MOR calculations and the broadening factor of the Lorentzians for the reference. It can be seen that the use of complex interpolation frequencies for the construction of the model basis is important in spectrally dense regions.
spectrum by Algorithms 1 and 2 for both real $\tau_j = \omega_j$ and complex $\tau_j = \omega_j + i\eta$, where $\omega_j$ were uniformly selected in the energy window. The corresponding results are presented in Fig. 3.2 and in the top part of Tab. 3.1. Note that by using complex interpolation frequencies $\tau_j$, we obtained good approximations to the absorption spectrum from both Algorithms 1 and 2 even with such a small model size. On the other hand, the use of real $\tau_j$ resulted in poor approximations for both algorithms. This is due to the fact that the (real) interpolation frequencies are often very close to the (real) eigenvalues of $(H, S)$ or $MK$, resulting in ill-conditioned linear systems to be solved. However, this can be avoided with complex interpolation frequencies.

Next, we repeated the previous experiment but chose the interpolation frequencies via the adaptive refinement strategy introduced in Sec. 3.5. As the error estimates, we used the difference of the normalized absorption spectrum between two consecutive refinement

Table 3.1: The effect of using real and complex interpolation frequencies $\tau_j$ on the MOR evaluation of XAS spectra for 5 H$_2$O clusters. Computational expense for Algorithms 1 and 2. Here $k$ is the reduced–order, GEMMs is the total number of matrix-matrix products, and the total wall-clock time is given in seconds.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$k$</th>
<th>GEMMs</th>
<th>Wall (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1: real $\tau_j$</td>
<td>32</td>
<td>1,052</td>
<td>19.76</td>
</tr>
<tr>
<td>Algorithm 1: complex $\tau_j$</td>
<td>32</td>
<td>776</td>
<td>40.97</td>
</tr>
<tr>
<td>Algorithm 2: real $\tau_j$</td>
<td>32</td>
<td>985</td>
<td>9.78</td>
</tr>
<tr>
<td>Algorithm 2: complex $\tau_j$</td>
<td>32</td>
<td>646</td>
<td>17.5</td>
</tr>
<tr>
<td>Algorithm 1: real $\tau_j$</td>
<td>218</td>
<td>7,440</td>
<td>137.01</td>
</tr>
<tr>
<td>Algorithm 1: complex $\tau_j$</td>
<td>87</td>
<td>2,285</td>
<td>115.50</td>
</tr>
<tr>
<td>Algorithm 2: real $\tau_j$</td>
<td>211</td>
<td>6,541</td>
<td>65.31</td>
</tr>
<tr>
<td>Algorithm 2: complex $\tau_j$</td>
<td>87</td>
<td>2,026</td>
<td>52.70</td>
</tr>
<tr>
<td>Conventional CPP (1,000 points)</td>
<td>18,126</td>
<td>538.90</td>
<td></td>
</tr>
</tbody>
</table>
levels. The tolerance was set to 0.01, which corresponds to a 1 percent change in the overall absorption spectrum on the window [540 eV, 600 eV]. This resulted in reduced–order models of different orders \( k \), reported in the middle part of Tab. 3.1. We observe that in terms of the order \( k \), the use of complex interpolation frequencies has a significant advantage over the use of real frequencies. Further, we also observe that the adaptive refinement strategy for Algorithms 1 and 2 resulted in very similar orders \( k \) when the same type of interpolation frequencies are used.

The corresponding computational expense for the previous two experiments is reported in Tab. 3.1 using various metrics. We observe that for both fixed and adaptive model orders, the computational cost required for Algorithm 2 was significantly lower than that of Algorithm 1. This is expected as both methods are mathematically equivalent and the former only deals with linear systems of half the dimension of the latter. Furthermore, although real interpolation frequencies allow us to solve only real linear systems, we observe that in case of adaptively chosen model orders, the drastic decrease in model order required for complex interpolation frequencies over real frequencies offsets this advantage. Finally, we note at the bottom of Tab. 3.1 that the use of Algorithm 2 with complex interpolation frequencies reduces the computational expense by a factor of almost 10 compared to conventional complex polarization propagator calculations on a fine grid.

3.6.2 Computational scaling

We now consider water clusters consisting of 5, 10, 15, 20, and 25 water molecules. The corresponding matrix dimensions are shown in Tab. 3.2. The energy window [540 eV, 600 eV] and damping factor \( \eta = 1 \text{ eV} \) were the same as for the previous experiments. We computed the absorption spectrum via Algorithm 2 with complex interpolation frequencies chosen adaptively. The obtained absorption spectra are shown in Fig. 3.3.

The MOR results are given in Tab. 3.2, where we present the orders \( k \) of the reduced–order models, the total number of GEMMs, and the total wall-clock time for different GMRES convergence tolerances. Firstly, we observe that the order \( k \) of the reduced–order models
Figure 3.3: Numerical experiments for the evaluation of the XAS spectrum of variably sized H$_2$O clusters via Algorithm 2 with adaptively chosen complex interpolation frequencies. The MOR results are compared to the Lorentzian broadened poles of the propagator, labelled Eigensystem. A damping parameter of 1 eV was chosen both for the MOR calculations and the broadening factor of the Lorentzians for the reference.
Table 3.2: Numerical experiments for the evaluation of the XAS spectrum of variably sized H$_2$O clusters via Algorithm 2 with adaptively chosen complex interpolation frequencies. Here, MK is of dimension $n$ with $\#\lambda$ eigenvalues lying within the energy window [540 eV, 600 eV]. The comparisons are made for GMRES convergence tolerances of $10^{-4}$, $10^{-5}$, and $10^{-6}$, with $k$ as the reduced model order, GEMMs as the total number of matrix-matrix products, and the total wall-clock time is given in seconds.

<table>
<thead>
<tr>
<th>Waters</th>
<th>$n$</th>
<th>$#\lambda$</th>
<th>GMRES tol = $10^{-4}$</th>
<th>GMRES tol = $10^{-5}$</th>
<th>GMRES tol = $10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3,250</td>
<td>394</td>
<td>76 968 27.2</td>
<td>87 1,654 43.4</td>
<td>87 2,025 52.7</td>
</tr>
<tr>
<td>10</td>
<td>13,000</td>
<td>1,456</td>
<td>99 1,749 636.2</td>
<td>83 2,404 867.1</td>
<td>82 3,235 1,157.0</td>
</tr>
<tr>
<td>15</td>
<td>29,250</td>
<td>3,183</td>
<td>99 2,221 4,141.8</td>
<td>82 2,946 5,511.9</td>
<td>82 4,018 7,534.4</td>
</tr>
<tr>
<td>20</td>
<td>52,000</td>
<td>5,524</td>
<td>123 2,742 14,665.8</td>
<td>89 3,317 17,807.0</td>
<td>91 4,594 25,656.5</td>
</tr>
<tr>
<td>25</td>
<td>81,250</td>
<td>8,530</td>
<td>123 2,610 34,128.8</td>
<td>95 3,694 47,697.1</td>
<td>94 5,020 65,284.1</td>
</tr>
</tbody>
</table>

increases sub-linearly with the number of waters, whereas the number of eigenvalues inside the energy window, $\#\lambda$, grows linearly with respect to the problem dimension. Secondly, the order $k$ decreases for increasing GMRES convergence tolerances. This is due to the fact that if we solve the linear systems less accurately, we match the moments less accurately and hence we need more interpolation points (a higher value of $k$) for the same accuracy of the reduced-order model and the corresponding absorption spectra. Moreover, the order $k$ seems to stagnate around GMRES tolerance $10^{-5}$ and there were no visual differences any more between the obtained absorption spectra for GMRES tolerances $10^{-5}$ and $10^{-6}$.

The total wall-clock time and number of GEMMs are also shown in Fig. 3.4. The left figure illustrates that the wall-clock time scales quadratically with respect to the problem dimension, compared to a cubic scaling for a full diagonalization. Moreover, the right figure shows that the number of GEMMs only scales logarithmically, compared to an expected linear scaling for iterative eigensolvers since the number of eigenvalues inside the energy window grows linearly. It is worth noting that the vector space dimension of the linear
The problem also scales quadratically with system size.

3.6.3 Effect of damping factor

We examine the effect of the damping factor on the overall effectiveness of the proposed MOR algorithm in the low–damping limit. We revisit the case of water clusters containing 5 water molecules from the previous subsections over the same energy widow. Specifically, we examine the effect on the damping parameter $\eta \in [0.1, 1]$ eV on the model order required to achieve a convergence of 1 percent in the absorption spectrum. The MOR results were obtained via Algorithm 2 using adaptively chosen complex interpolation frequencies. The resulting spectra are presented in Fig. 3.5(a)–(c).

The effect of the damping factor on the automatically selected model order is illustrated in Fig. 3.5(d). In this figure, we observe that by decreasing the damping factor the reduced model order $k$ first remains almost constant until 0.5 eV and then slightly starts to increase.
Figure 3.5: Numerical experiments for the evaluation of the XAS spectrum of 5 H$_2$O clusters by Algorithm 2 using different damping factors $\eta$. (a)–(c) The MOR results are compared to the Lorentzian broadened poles of the propagator, labelled Eigensystem. (d) Effect of the damping factor $\eta$ on the reduced model order $k$. 

for smaller values of $\eta$. Even in the low–damping limit (0.1 eV), when the obtained absorption spectrum is exceptionally complicated and oscillatory relative to the previous experiments (1 eV), the required model order is still well within the realm of practicality for routine calculations. Thus the proposed MOR algorithm may be used as a general procedure which requires no assumption of (the smoothness of) the underlying absorption spectrum.

### 3.7 Conclusions

In this work, we have presented a novel, adaptive algorithm for the *ab initio* prediction of the absorption spectrum based on model order reduction techniques applied to the quantum propagator. While this approach is general to any spectral domain, the power of the proposed method is in those spectral domains which are dense and interior in the propagator’s eigenspectrum. The accuracy and efficiency of this method to predict the X-Ray absorption spectrum have been demonstrated using a series of water clusters. Water clusters were chosen as an especially challenging case study as the propagator is spectrally dense in the spectral neighborhood of the water’s oxygen $K$-Edge. The numerical experiments have shown that complex interpolation frequencies should be preferred over real ones and that in this case the order of the reduced order models only slightly increases with the problem dimension, in contrast to the rapid growth of the number of eigenvalues inside the energy window. Moreover, the wall-clock time for the proposed model order reduction algorithm scales only quadratically with respect to the dimension of the problem, compared to cubic scaling for eigenvalue based algorithms. Further, it was shown that, even in the limit of highly oscillatory and low–damping absorption spectra, the proposed algorithm remains practical and thus may be treated as agnostic to the underlying nature of the spectrum. While results were presented only for the TD-HF method, the proposed adaptive MOR algorithm is general to any choice reference, propagator, or perturbation. Further, although it is not expressly considered in this work, this technique is well suited for parallelism on a massive scale as each of the linear system solutions is completely independent from the other, thus allowing for minimal communication. With the proposed MOR algorithm, routine study of X-Ray absorption spectra
for medium-to-large sized systems is simplified.
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Appendix A

PAULI ALGEBRA ON EVEN RANK SPINORS

In this section, we develop the necessary spin-algebra on even-ranked tensors over the spin basis (spinor) to supplement the development of non-collinear formulations of quantum mechanics. Let \( X(2) \) be a rank-2 spinor, such that

\[
X(2) = \begin{bmatrix} X(2)_{\alpha\alpha} & X(2)_{\alpha\beta} \\ X(2)_{\beta\alpha} & X(2)_{\beta\beta} \end{bmatrix},
\]  

(A.1)

where \( \{ X(2)^{\sigma\sigma'} \in S \mid \sigma, \sigma' \in \{ \alpha, \beta \} \} \) is a set of tensor components over some vector space \( S \). In this work, the state of affairs will typically dictate \( S = \text{GL}(\mathbb{C}, N) \): the set of complex linear operators of dimension \( N \). However, for the proposes of this appendix, a general space \( S \) will suffice. From Eq. (A.1), it is clear \( X(2) \in S \times \text{GL}(\mathbb{C}, 2) \). Choosing the standard basis of \( \text{GL}(\mathbb{C}, 2) \) as \( U^2 \times U^2 \), we may recast Eq. (A.1) as

\[
X(2) = \sum_{\sigma\sigma'} X(2)^{\sigma\sigma'} \otimes e_{\sigma} \otimes e_{\sigma'} \quad e_{\alpha} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad e_{\beta} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]  

(A.2)

In this work, we rely on a change of basis to simplify the subsequent derivations and arithmetic in the development of non-collinear electronic structure. We choose the basis of the Pauli matrices (Eq. (1.32)), for which it may be shown that i.e. \( \{ \sigma_K \mid K \in \{ 0, 1, 2, 3 \} \} \) forms a basis of \( \text{GL}(\mathbb{C}, 2) \). Because the Pauli matrices form a basis for \( \text{GL}(\mathbb{C}, 2) \), there must exist \( \{ X(2)^0, X(2)^1, X(2)^2, X(2)^3 \} \) such that

\[
X(2) = \sum_{K=0}^{3} X(2)^K \otimes \sigma_K .
\]  

(A.3)

From the definitions in Eq. (1.32), we may define linear transformations (\( \mathcal{T} \) and \( \mathcal{T}^{-1} \))
between the two bases and their components (the other being that of Eq. (A.2)),

\[
\begin{bmatrix}
\sigma_0 \\
\sigma_3 \\
\sigma_2 \\
\sigma_1
\end{bmatrix} = \mathcal{T}
\begin{bmatrix}
e_\alpha \otimes e_\alpha \\
e_\alpha \otimes e_\beta \\
e_\beta \otimes e_\alpha \\
e_\beta \otimes e_\beta
\end{bmatrix}, \quad \mathcal{T} = \begin{bmatrix}
1 & 0 & 0 & 1 \\
1 & 0 & 0 & -1 \\
0 & -i & i & 0 \\
0 & 1 & 1 & 0
\end{bmatrix}, \quad (A.4a)
\]

\[
\begin{bmatrix}
X(2)^0 \\
X(2)^3 \\
X(2)^2 \\
X(2)^1
\end{bmatrix} = \mathcal{T}^{-T}
\begin{bmatrix}
X(2)^{\alpha\alpha} \\
X(2)^{\alpha\beta} \\
X(2)^{\beta\alpha} \\
X(2)^{\beta\beta}
\end{bmatrix}, \quad \mathcal{T}^{-1} = \frac{1}{2} \mathcal{T}^\dagger. \quad (A.4b)
\]

By resolving the identity with \(\mathcal{T}\) in Eq. (A.2), we arrive at Eq. (A.3).

As a consequence of Eqs. (A.3), (A.4a) and (A.4b), a number of properties are immediately evident. Firstly, suppose there is another rank-2 spinor \(Y(2)\) described as in Eq. (A.3), the product of \(X(2)\) and \(Y(2)\) takes on a component form

\[
XY(2) = \left( \sum_{K=0}^{3} X(2)^{K} Y(2)^{K} \right) \otimes \sigma_0
+ \sum_{k=1}^{3} \left( X(2)^{0} Y(2)^{k} + X(2)^{k} Y(2)^{0} + \sum_{j,l=1}^{3} i \epsilon_{kjl} X(2)^{j} Y(2)^{l} \right) \otimes \sigma_k. \quad (A.5)
\]

This form is convenient for a number of reasons, however in the context of electronic structure, Eq. (A.5) exhibits particular utility in the context of operator traces, i.e. property evaluation. Using the product ansatz of Eq. (A.5), we may write the trace of \(X(2)\) and \(Y(2)\) (denoted \(\text{Tr}[X(2)Y(2)]\)) simply as

\[
\text{Tr}[XY(2)] = 2 \sum_{K=0}^{3} \text{Tr} \left[ X(2)^{K} Y(2)^{K} \right] \quad (A.6)
\]

This simplicity of this expression is due to the fact that the trace operation over the Kronecker product is given by

\[
\text{Tr}[A \otimes B] = \text{Tr}[A] \text{Tr}[B] \quad (A.7)
\]
and that the Pauli matrices are traceless with the exception of $\sigma_0$ which has a trace of 2.

This notion of Pauli representation may be extended to any arbitrary even–ranked spinor such that

$$X(2N) = \sum_{\sigma_1\sigma'_1 \cdots \sigma_N\sigma'_N} X(2N)^{\sigma_1\sigma'_1 \cdots \sigma_N\sigma'_N} \otimes \bigotimes_{i=1}^{N} e_{\sigma_i} \otimes e_{\sigma'_i}. \quad (A.8)$$

By resolving the $T$ identity $N$ times, we obtain

$$X(2N) = \sum_{K_1 \cdots K_N} X(2N)^{K_1 \cdots K_N} \otimes \bigotimes_{i=1}^{N} \sigma_{K_i}, \quad (A.9)$$

where

$$X(2N)^{K_1 \cdots K_N} = \frac{1}{2N} \sum_{\sigma_1\sigma'_1 \cdots \sigma_N\sigma'_N} \mathcal{T}^{*}_{\sigma_1\sigma'_1} \cdots \mathcal{T}^{*}_{\sigma_N\sigma'_N} X(2N)^{\sigma_1\sigma'_1 \cdots \sigma_N\sigma'_N}. \quad (A.10)$$
Appendix B

PROOF OF ZERO TORQUE THEOREM USING GENERALIZED DENSITY VARIABLES

In this appendix, we validate that the zero torque theorem for the xc magnetic field is satisfied in the generalized gradient approximation given the transformation rules of Eq. (2.39). The local torque does not need to vanish identically at every point in space and this local contribution is required to obtain accurate spin dynamics and a proper time-evolution of the magnetization [88,104,105,107–109]. The local torque of the xc magnetic field is the tensor field defined by [104]

\[ T_i(r) = \sum_{j,k=1}^{3} \varepsilon_{ijk} \rho^j(r) B^k_{GGA}(r), \quad i \in \{1, 2, 3\}, \quad (B.1) \]

where \( \varepsilon_{ijk} \) is the rank-3 Levi-Civita tensor and the xc magnetic field is given by

\[ B^k_{GGA}(r) = \frac{\delta E^{GGA}[\rho, \nabla \rho]}{\delta \rho^k(r)}. \quad (B.2) \]

From Eq. (B.1), we may define the global torque of the xc magnetic field as

\[ \mathcal{T}_i^{global} = \int d^3r \, \mathcal{T}_i(r). \quad (B.3) \]

Remark that the set of U variables in Eq. (2.39) is partitioned by those variables which depend on \( \mathbf{m}(r) \) and those which depend on \( \nabla \mathbf{m}(r) \). Recognizing that our choice of U variables are local functions and applying the Euler–Lagrange formula for functional derivatives to Eq. (B.2), we obtain

\[ B^k_{GGA}(r) = \frac{\partial f}{\partial \rho^k(r)} - \nabla \cdot \frac{\partial f}{\partial \nabla \rho^k(r)} = B^{(\rho),k}_{GGA}(r) - B^{(\nabla),k}_{GGA}(r). \quad (B.4) \]
where

\[ B_{GGA}^{(\rho),k}(r) = \frac{\partial f}{\partial n^+(r)} \frac{\partial \rho^k(r)}{\partial \rho^k(r)} + \frac{\partial f}{\partial n^-(r)} \frac{\partial \rho^k(r)}{\partial \rho^k(r)}, \] (B.5)

\[ B_{GGA}^{(\nabla),k}(r) = \nabla \cdot \left( \frac{\partial f}{\partial \varphi^+(r)} \frac{\partial \nabla \rho^k(r)}{\partial \varphi^+(r)} + \frac{\partial f}{\partial \varphi^-(r)} \frac{\partial \nabla \rho^k(r)}{\partial \varphi^-(r)} \right). \] (B.6)

We refer the reader to the Appendix of Ref. [88] for explicit expressions for the partial derivatives of \( \{ U^{NC}(r) \} \) given by Eq. (2.34). Thus, the local and global torque expressions may also be similarly as they are linear in \( B_{GGA}(r) \),

\[ T_i^{(\rho)}(r) + T_i^{(\nabla)}(r), \] (B.7)

\[ T_i^{(\rho)}(r) = \frac{1}{2} \left( \frac{\partial f}{\partial n^+(r)} - \frac{\partial f}{\partial n^-(r)} \right) \frac{\rho^k(r)}{|m(r)|}, \] (B.8)

\[ T_i^{(\nabla)}(r) = \frac{3}{2} \sum_{j,k=1}^{3} \varepsilon_{ijk} \rho^j(r) B_{GGA}^{(\nabla),k}(r), \] (B.9)

To identify the local and global torque contributions from Eq. (B.5), we may consolidate it with the magnetization components of Eq. (2.49),

\[ B_{GGA}^{(\rho),k}(r) = Z^k_{\rho}(r) = \frac{1}{2} \left( \frac{\partial f}{\partial n^+(r)} - \frac{\partial f}{\partial n^-(r)} \right) \frac{\rho^k(r)}{|m(r)|}. \] (B.10)

Substituting into Eq. (B.8), we obtain,

\[ T_i^{(\rho)}(r) = \frac{1}{2} \left( \frac{\partial f}{\partial n^+(r)} - \frac{\partial f}{\partial n^-(r)} \right) \sum_{j,k=1}^{3} \varepsilon_{ijk} \rho^j(r) \rho^k(r) |m(r)| = 0, \quad \Rightarrow \quad T_i^{(\rho),global} = 0 \] (B.11)

where we have utilized the fact that \( \sum_{j,k=1}^{3} \varepsilon_{ijk} \rho^j(r) \rho^k(r) = 0 \). Thus the local torque contribution of this term is zero in all space, implying that its global torque contribution is zero as well.

Similarly, we may identify Eq. (B.6) with the magnetization components of Eq. (2.50),

\[ B_{GGA}^{(\nabla),k}(r) = \sum_{\xi \in \{x,y,z\}} \nabla_\xi Z_{\nabla_\xi}(r). \] (B.12)
However, unlike Eq. (B.11), the torque arising from Eq. (B.12) is \textit{not} zero in all space. We must then examine its global torque contribution,

\[
\mathcal{G}_{i}^{(\nabla),\text{global}} = \sum_{j,k=1}^{3} \sum_{\xi \in \{x,y,z\}} \varepsilon_{ijk} \int d^3r \, \rho^j(r) \, \nabla \rho^k(r) \, (\nabla \xi Z^k_{\xi}(r)) = -3 \sum_{j,k=1}^{3} \sum_{\xi \in \{x,y,z\}} \varepsilon_{ijk} \int d^3r \, Z^k_{\xi}(r) \left( \nabla \xi \rho^j(r) \right).
\]

Here, we have integrated the first line by parts and utilized the fact that the density and its derivatives disappear at the boundary by definition. Substituting in the expressions from Eq. (2.50),

\[
\mathcal{G}_{i}^{(\nabla),\text{global}} = -\frac{1}{2} \sum_{j,k=1}^{3} \sum_{\xi \in \{x,y,z\}} \varepsilon_{ijk} \int d^3r \, \nabla \xi \rho^j(r) \left( \nabla \rho^S(r) S^k_{\xi}(r) \left( \frac{\partial f}{\partial \varphi^+(r)} - \frac{\partial f}{\partial \varphi^-(r)} \right) + \nabla \xi \rho^k(r) \left( \frac{\partial f}{\partial \varphi^{++}(r)} - \frac{\partial f}{\partial \varphi^{+-}(r)} + \frac{\partial f}{\partial \varphi^{-+}(r)} \right) \right)
\]

\[
= 0,
\]

where we have used the following relations

\[
\nabla \rho^S(r) \cdot \nabla \rho^j(r) S^k_{\xi}(r) = \nabla \rho^S(r) \cdot \nabla \rho^k(r) H^j_{\xi}(r) \Rightarrow \sum_{jk} \varepsilon_{ijk} \nabla \rho^S(r) \cdot \nabla \rho^j(r) S^k_{\xi}(r) = 0,
\]

\[
\sum_{jk} \varepsilon_{ijk} \nabla \rho^j(r) \cdot \nabla \rho^k(r) = 0.
\]