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Abstract—Machine Learning (ML) is a promising technology, empowering its users with the ability to solve a wide range of problems. Yet, to apply and build a ML system, it is necessary to possess a complex skill set, making it difficult to use and learn by general users. Besides, the black-box nature of ML algorithms make bias prevention a difficult task. Reducing ML learning curve and incrementing its transparency would lead to open this field to society and democratizing its use.

Our objective is to reduce this complexity and increase bias visibility, hence in this paper we present a visual framework to make ML more accessible and interpretable for users without data science expertise. In this research, we study how Human Computer Interaction, Visual Languages, Auto Machine Learning and Explainable Artificial Intelligence can help in making ML more user-friendly.

I. INTRODUCTION

Machine Learning (ML) has risen as one of the most popular technological areas due to its usefulness in a broad range of domains, allowing the automation of problems difficult to solve by humans. Despite its popularity, ML is not yet an accessible field to users without data science knowledge, owing to the complex skill set required to learn and use it, as well as to interpret its results.

The prerequisites for learning ML include knowledge of algebra, calculus, programming and statistics. These subjects are already, as requirements, difficult to learn, which closes the usage of ML to a selected group of users from technological and data science domains (mathematics and statistics).

Some authors have already stated the vital importance of science democratization [1] and helping society with technology’s growing skill demand, especially within the ML and artificial intelligence (AI) scope [2]: “AI may play a role in augmenting or reducing the socio-economic impact of intelligence and wealth depending on whether it is sufficiently accessible for a wide population. Tools will be needed to help individuals cope with complexity.” Future will demand a society able to function productively in human-technical environments, as ML adoption will affect more and more parts of daily life.

It is important for citizens to be able to understand how ML works in order to be able to identify biased situations [3] and to build critical reasoning regarding this technology (e.g.; ability to identify fake news bots, personalized marketing campaigns, etc.). Democratizing and lowering the accessibility threshold of complex technologies have proven to increase their use and research efforts. Abstracting unnecessary technical details for the user by using Human Computer Interaction (HCI) techniques, building a Visual Language (VL), creating an intuitive User Interface (UI) or following a human centered design can be good approaches to tackle this complexity issue.

Some successful examples are visual programming tools for controlling drones [4], the use of Lego blocks in robotics [5] and the well-known block-programming tool Scratch [6]. ML could make use of these approaches to be transformed into an easier to access field.

Another challenge for accessibility is that ML models are many times non-intuitive and difficult to understand [7]. Users get results without knowing why, since algorithms do not provide any reasoning behind their output, leading many times to biased and unexpected situations (e.g; word embedding systems biased by gender stereotypes [8]). Explainable Artificial Intelligence (XAI) aims to break this black-box nature by providing ML results together with explanations about their origin. This could increase ML trustiness in domains with really sensitive data (such as healthcare), empower novice users with easier to understand algorithms and prevent bias by understanding which data features influenced each result.

Much of the complexity for ML users also lies in finding which algorithm provides the best solution for a particular problem and how to tune its hyperparameters. Automated Machine Learning (AutoML) frees users from these burdens [9] by following a ML-based solution able to select the best algorithm according to training data and problem nature, thus reducing the amount of knowledge needed to use ML.

Our goal with this research is to explore the possibilities of ML as an accessible technology in supporting human problem solving. Our contribution is a prototype, that given a training data set is able to select the best algorithm and hyperparameters possible by using AutoML. So, it reduces the burden by a user wanting to use ML. Also, it makes use of XAI to enhance results transparency by providing a detailed explanation of their origin.

At the moment the tool is restricted to classification problems, but our goal is to include other types of ML algorithms. We believe more research is needed in this direction in order
to achieve the true potential of ML, making its processes more visible to tackle bias issues.

II. RELATED WORK

The wish of making ML more user-friendly has led to the appearance of different tools, both commercially and in academia. In this section, we focus on those tools that claim to be easy to use.

Some of them aim to provide accessible ML solutions for domain experts in specific fields. SubCons [10] is an example of a web-based server in where subcellular researchers can perform ML operations thanks to an intuitive UI; another example can be found in [11] where ML can help cyber security experts.

Other projects focus on transforming ML algorithms into VL, making them easier to use. Some examples can be found in Lobe (https://lobe.ai/) and Barista [12] with a strong focus on deep learning networks.

Most efforts aim to build more general tools, suitable for more than one specific domain or algorithm. An increasing number of companies are trying to make ML more accessible, some of them are well-known (Microsoft Azure, Amazon Web Services, Google Cloud, IBM Watson, etc.) and others are small startups, for example H2O (https://www.h2o.ai/) or BigML (https://bigml.com/). For all of them the visual component is key. Some remarkable projects in academia are Orange [13], a drag-and-drop visual ML environment, and PennAI [14], a user-friendly Artificial Intelligence (AI) system making use of genetic programming.

It would be interesting to investigate to which degree these tools are making ML easier for domain experts, although they are good at some of their functionalities (e.g., offering end-to-end solutions or cloud computational power). It is true they lower the amount of ML expertise needed but many of them still require a deep knowledge of the field, since they use specialized technical jargon and black-box algorithms. None of the above mentioned tool offers ML transparency, therefore make bias prevention a difficult task. Also, commercial tools are not suitable for individual researchers nor general users due their cost [14] and also their usage may lead to vendor lock in.

Regarding XAI, there are some projects like Lime [15], an open-source Python library that provides numerical and visual explanations of some ML algorithms results. In [16] authors explore different principles for building understandable XAI systems, with a strong focus on interactive debugging. Other projects like [17] focus on improving context-aware systems intelligibility, providing a solid basis to explore which kind of XAI explanations work better for different scenarios.

III. RESEARCH APPROACH

Our research methodology is design science [18]. Firstly, a gap in the state of the art of ML has been identified (lack of user-friendly visual tools providing accessible ML) by analysing relevant literature and ML tools available online. From it we develop knowledge (how to make ML more accessible) by building and validating an artifact (accessible ML visual framework). The building of said artifact is being tackled by following an incremental development approach, prototyping and iteratively improving its performance. Consequently, the prototype reflects the findings from research as they are found, scaling up iteration by iteration.

In order to evaluate the prototype it is considered necessary to test it with different domains in real scenarios, not only in an academic environment. Connection with real world is of utmost importance in a human-centered research like this. ML competition websites and OpenML (www.openml.org) offer real datasets from trusted sources, ideal for initial testing. More definite evaluation will be done by designing experiments with subjects from different domains, with diverse degrees of data-science expertise. We consider healthcare an especially interesting domain for case studies since the sensitive nature of its data and the usual lack of data science knowledge of its professionals would be perfect to show the possibilities XAI opens.

The evaluation will be measured by comparing the performance of the artifact with traditional ML approaches by using the same data. During the experiments, different features will be taken into account, such as: capacity of the user to work with the visual framework without any extra guidance, adaptability of the tool regarding the problem to solve, overall performance, results interpretability, ability to actually solve the problem proposed, approximation of the time saved using the tool in contrast with traditional ML development and direct feedback, suggestions or feelings from the user. As a result, the general performance of the framework will be analysed, validating whether it has reached its goals or not and improving it if necessary with each development iteration.

IV. RESULTS

At the moment, three techniques have been identified as useful for achieving ML accessibility and transparency: HCI, AutoML and XAI.

HCI helps to design a VL that abstract technical details not needed by users without data science expertise. This language can offer the user a simple way to interact with a complex technology without losing the power behind it. AutoML is able to automatically pick the best algorithm and tune hyperparameters, thus reducing one of the biggest complexity issue in ML systems. XAI is key for providing transparent ML, better results interpretability and a way to ease bias identification.

For XAI implementation we are using Lime, library introduced in Section II. It is still under development and at the moment, it supports explanations for most classifiers and some regression algorithms. The explanations are produced by learning an interpretable model locally around the prediction to explain [15].

We have combined these techniques in the creation of a prototype that allows users to create and test their own ML systems with no previous knowledge needed.
Users can learn how to use our tool while using it, since it has been designed with a strong focus on keeping a simple interface with explanations on each screen.

A. Prototype

The prototype consists of a Django web application powered by Scikit-learn, an open source ML library for Python. The UI is created by using CSS and Javascript. The overall workflow of the prototype can be seen in Fig. 1, input/output elements in blue and methods in green. At the moment, it works for classification problems with numerical data and it has the following functionalities:

1) Given a training data set, the prototype selects the best algorithm and hyperparameters possible.
2) Generate and export a trained ML model.
3) Analyse new data, display its results and export them into CSV. Data can be uploaded manually (one row) or using a CSV file.
4) Display explanations for each result generated, indicating which data features led to the prediction and which ones are evidence against it.

The UI has been designed following a human-centered approach abstracting all technical ML language. Users can perform complex ML operations without facing unknown concepts. We have tried as far as possible to make all operations available self-explained (explanations on each screen). UX has been designed so that users can easily discover how the tool works by interacting with it (cursor changes, animations over buttons, etc). There is always only one click needed to switch between screens.

Next images show some screenshots of the prototype. In the images the system makes use of a training dataset for diabetes prevention [19] (publicly available and widely used for research during the last 3 decades). After training, we have uploaded new data for testing and obtained results explanations:

1) Figure 2 displays the training data updated by the user. The upper part of the screen gives information about how that screen works. Here they can select which data will be used and which will be the target of the ML system.
2) Figure 3 shows results obtained by using the trained model on new data. It displays all rows of the updated data and each result. By clicking on one of them, users can get a detailed explanation of where does that result come from. They can also export all results into a CSV file.
3) Figure 4 displays one result explanation. It provides first the certainty of the result (e.g.; the result reveals that the patient does not have diabetes, with a probability of 62%, meaning the algorithm is not sure about the result and therefore the patient should receive further medical testing). Then it explains which features led to said result (in this example, which factors determine the patient does not suffer diabetes) and which ones showed evidence against it (features that indicate the user could suffer diabetes). This example is especially interesting, since it provides insight about what is exactly causing (or not) diabetes on a patient, which could mean reducing testing time since doctors would know where to focus or providing more specialized and effective care.

V. CONCLUSION AND FUTURE WORK

ML is a technology that is increasingly shaping aspects of daily-life, and its influence will increase in the future. It has a strong capability for many problem solving tasks but also to provide biased results. In a desirable scenario, there should be a strong design focus to prevent bias and to make ML more transparent and accessible for the general public.

In order to show how the combination of HCI, VL, AutoML and XAI can help in designing more transparent and accessible ML, we have created a visual framework for user-friendly ML, aimed at users without data science expertise. This software tool has been built guided by the ideas of reducing the level of knowledge needed to work with ML and increasing its results’ interpretability.

Our approach is to abstract ML behavior by tackling different levels of its complexity: first by automating ML algorithm
Further studying of how users can interact with the framework will also be necessary. The nearest future work is to expand the types of data and problems systems in a easily interpretable format.

Another possible path is to research how ML can be abstracted and personalized for users in specific domains like healthcare, teaching, retail, etc. Finally, it could also be interesting to transform the visual framework into an educational tool in the same way as Scratch.
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Computer says ‘don’t know’ - interacting visually with incomplete AI models

Abstract—This paper presents a design approach to intelligent user interfaces that purposely undermines the perceived "intelligence" of the automated system, with the intention of improving collaborative problem solving. Our goal is for domain experts to maintain a high level of agency, having confidence in their own judgment wherever appropriate, and easily able to question or supplement actions taken by the automated system. We support this approach with four design case studies that incorporate methods from computer vision, automated system. We support this approach with four design confidence in their own judgment wherever appropriate, and intention of improving collaborative problem solving. Our goal perceived "intelligence" of the automated system, with the intelligent user interfaces that purposely undermines the uncertainty through visual design cues, encouragement of derived from these cases relates to the maintenance of visual analytics. Each of the resulting systems has been designed for a specific context of domain expertise. The design guidance natural language processing, data mining, and exploratory precision of the statistical models, the completeness of the in the following sections. There are substantial differences in collaborative problem solving situations, each of these factors presents a serious obstacle to effective collaboration. In our research, we seek design strategies to mitigate those obstacles. We are particularly concerned with innovative design for new technical developments in artificial intelligence and visual interaction, motivated by theoretical perspectives such as mixed initiative interaction [1] and attention investment [2].

We suggest that a more appropriate design stance for such technologies is computer says don’t know, to be applied in any situation where information is incomplete or alternative courses of action are available - which is to say, every situation involving collaborative problem solving. We offer four design case studies that explicitly address specific everyday issues in intelligent system design: incomplete (training) data, ambiguity or uncertainty in inferred models, and availability of human expertise. Each of the four case studies relates to a particular domain: i) international development aid, ii) computer vision, iii) ‘big data’ mining, and iv) exploratory visual analytics. Each has resulted in development of an interactive prototype, intended for use by experts in a particular domain: i) international development aid, ii) forensic policing, iii) business decision making, and iv) clinical medicine.

We briefly describe each of these problem domains, and the design strategies taken to support expert problem solving, in the following sections. There are substantial differences between the four design case studies, with regard to the precision of the statistical models, the completeness of the available data, and the complexity of the interactive visual designs. Nevertheless, in this workshop discussion we draw lessons across the four cases to demonstrate consistent design strategies that rectify the unhelpful ‘computer says no’ attitude. The contributions of this work are as follows:

1. Rather than ‘binary’ category judgements (whether yes/no, or larger numbers of logistic classes), we create visualisations that explicitly maintain ambiguity or uncertainty through graphic design cues.
2. Rather than encourage abdication of human agency, we explicitly require the users to make their own judgement decisions through navigating, labelling or constructing interpretive models.
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We suggest that a more appropriate design stance for such technologies is computer says don’t know, to be applied in any situation where information is incomplete or alternative courses of action are available - which is to say, every situation involving collaborative problem solving. We offer four design case studies that explicitly address specific everyday issues in intelligent system design: incomplete (training) data, ambiguity or uncertainty in inferred models, and availability of human expertise. Each of the four case studies relates to a particular domain: i) international development aid, ii) computer vision, iii) ‘big data’ mining, and iv) exploratory visual analytics. Each has resulted in development of an interactive prototype, intended for use by experts in a particular domain: i) international development aid, ii) forensic policing, iii) business decision making, and iv) clinical medicine.
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### Fig. 1.

Coda: each line in the main screen shows a text message, coloured to show how a researcher has categorised it. The available categories (an extensible set) are shown in the inset at lower right. The coloured scrollbar at the left offers an overview of the whole dataset, useful for navigation. The messages are also reorderable to compare categories and confidence in proposed automatic classifications. Since the data Coda is used with is usually sensitive, the data in this screenshot is a sample from the Reddit comment data available on Google BigQuery (https://bigquery.cloud.google.com/table/th-bigquery:reddit comments)

<table>
<thead>
<tr>
<th>ID</th>
<th>Message</th>
<th>Scheme</th>
<th>Shortcut</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>removed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td><img src="https://imgur.com/t5nPA.jpg" alt="Image" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>I haven't seen anyone say that the Pokémon were deleted after their subscription expired either, so I can only assume that they don't actually delete it and just mention doing so to cover their bases.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>If it's this or nothing, I'll take one &quot;this,&quot; please. Ace Attorney is tied with Pokémon for &quot;the whole reason I bought the damn thing to begin with.&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Everyone you mentioned is almost the same as persona especially the digmon</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Yes, they do, but I feel like Sun and Moon are far enough in development that this likely won't change.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>&quot;objectively You don't know what the word objectively means.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Is the story for Stella Glow THAT good? I'm definitely gonna get it because I love tactics JRPGs but from what I played of the demo it seems like a fairly typical anime story.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Wow. Ballz with no snorkel and in that fast of moving water.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Bracket lifts? Lol. Does it come with a browsing deer sticker and a camo hat?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>removed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>removed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>toe</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Write your full name, social security number, credit card numbers, and mother's maiden name.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. Rather than presenting statistical models as being correct because the data is objective, we draw attention to the ways that the model itself has been created through expectations of usage that frame what can be discussed.

The remainder of the paper discusses each case study in turn, then concludes with a summary of the contribution as demonstrated in those case studies. The studies do represent a wide range of different problem-solving contexts, and we have tried to provide a rich understanding of that context - none of these projects were originally designed to illustrate a simple research theme.

II. CASE STUDY 1: CODA

The first case study is a labelling tool designed for an efficient workflow that continually highlights and allows questioning of the categories being constructed, addressing contributions #1 and #2. The application domain relates to the work of Africa’s Voices Foundation (AVF), a non-governmental organisation (NGO) whose purpose is to engage with hard-to-reach populations in sub-Saharan Africa through the use of information and communication technologies. AVF works in partnership with local radio stations in remote rural areas, with a focus on conflict regions, low income and low literacy populations. SMS messages from the local population are collected using an SMS gateway and software running on a laptop at the radio station. Community information programmes are accompanied by audience participation surveys, in which listeners are invited to provide a personal perspective on current health issues via SMS. Follow-up questions are sent to listeners who respond to the surveys, requesting demographic information and other survey data. A more in-depth description of the methodologies and processes that AVF uses, as well as lessons learnt in designing scalable socio-technical systems for problem solving, is being submitted separately [3].

Analysis of these natural language data-sets is central to the Africa’s Voices business model. The "customers" for the analysis are typically humanitarian aid organisations and other NGOs such as United Nations agencies. The business process for Africa’s Voices focuses on efficient and reliable coding and analysis of the SMS messages (a difficult process, since the respondents often come from speakers of mixed, low-resource languages), and traceable evidence for communication to the NGO customers. This is the context to our development of an AI-assisted coding tool for use by translators and researchers on the Africa’s Voices staff.

The immediate application is a research collaboration between Africa’s Voices and UNICEF Somalia, contributing to a programme of drought and famine relief in politically unstable regions of Somalia. In this project, the SMS texts being collected are written in Somali. This introduces further challenges for analysis, as there is no standardised orthography for local Somali speakers, and there are many variant spellings of place-names, as well as diverse cultural attitudes that influence responses to apparently straightforward demographic questions.

Coda is a qualitative coding tool implemented as a Chrome extension (for maximum portability and deployability in diverse environments). The UI supports fast (one-key) decisions that colour-code the data set. As the user works, back-end inference algorithms (currently trivial, but being extended) refine a classifier for semi-automated classification of unseen items. The user can select words in the message to hint to the classifier how they made their decisions.

A colour-coded scrollbar summarises proportion of manually and automated decisions, allowing users to shift between review, correction and refinement to audit and control semi-supervised learning. This colour-coding also serves to explicitly highlight where the computer “doesn’t know” how to code a message.

III. CASE STUDY 2: FORENSICMESH

The second case study proposes an alternative to Computer Vision techniques such as structure-from-motion, by avoiding photorealistic scene rendering in favour of explicitly incomplete models, and highlighting contributions #1 and #3. As more video material becomes available from the extensive usage of Body Worn Cameras (BWCs) in policing, corporate actors have entered the market of building Evidence Management Software (EMS). We anticipate that future EMS systems will use this video to recreate crime scenes and other sites of investigation, as is already done using 3D modelling software and evidential photographs. While there is a plethora of literature and research tackling the adoption of BWCs in policing, work on photogrammetric techniques whereby sites of interest can be reconstructed and verified, and discussions on the implications of Big Data and AI-mediated indicators (see Cheney-Lippold’s ‘We are data’ [4] and Eubanks’ ‘Automating Inequality’ [5]), there appears to be a dearth in research at the intersections of these areas. This has consequences for a range of practices including the emergent practice of predictive policing, counter-terrorism and investigative policing. The ForensicMesh project sought to add value in the process of identifying narratives and storylines as these relate to aggregated video footage from BWCs in policing. With an aim to facilitate a greater space for human judgment in computer-vision aided investigations, as well as for understanding and identifying the distinct and subjective human perspectives of each wearer of BWCs, the project rendered the wearer as a scene element against the backdrop of a static parsimonious scene model, to give analysts access to the human context of data collection.

In high-risk site investigations, BWCs are increasingly used for two possible functions: ongoing monitoring of what are determined to be high-risk sites of potential incidents of terrorism, and captured footage during the investigation of a newly discovered threat or in the aftermath of such a threat. Literature in criminology and sociology has attempted to determine the extent to which the usage of BWCs reduce or increase violence against — and use of force by — the police (see for instance the 2017 report by Barak Ariel [6]). Investigative bodies, such as the NYC Civilian Complaint Review Board, have endorsed the extended usage of BWCs as a step towards greater accountability [7], and there is a general sense that the technology provides objective evidence [8]. According to Wasserman [9], broadly speaking, the position of BWC proponents is commonly summarised into three advantages: 1) ‘Video offers unambiguous and objective evidence for all future police-citizen encounters’; 2) ‘Video evidence will reduce citizen complaints [and] better prove accurate claims and disprove false claims'; 3) ‘police and public will behave better knowing that they are being recorded’ [9]. While there is plenty to be said for all of these proposed benefits, this project took a point of departure in the first claim.
Existing research, including by Jones et al. [10], debunk the misconception that BWC footage is "objective", and stress how subjective experiences of incidents shape distinct perspectives of what said footage depicts. Investigative journalists and fact-finders have developed special expertise in creating standards, tools, and methods for using video and image material from official channels as well as publicly available citizen media and other open-source intelligence data. These initiatives (e.g. bellingcat, Forensic Architecture, Amnesty’s Digital Verification Corps, Syria Archive etc.) are often attempting to disprove incomplete narratives that may at times be used for political gain (popularly known as misinformation or disinformation). Crucially, they accomplish this by highlighting gaps in the evidence under question, and searching for the “missing link” across a number of different sources. The ForensicMesh project specifically looked at the practices of Forensic Architecture in contemplating environments that would be most revealing of human context and most facilitating of human judgment (and, by extension, doubt).

Forensic Architecture (FA), a visual architecture project group based at Goldsmiths University of London, are widely respected for their contributions to human rights investigations in particular. Their signature immersive 3D reconstructions of sites of violence and crime are particularly worthy of study, as these demonstrate the cutting edge of best practices in establishing visual narratives of events, and filling gaps in data where these exist. Ranging from conflict areas where hospitals or houses may be subject to significant destruction, to murder investigations in Germany, FA use a combination of data-sources including but not limited to: security footage (CCTV), user-generated content (usually in the form of civilian witness footage), images and satellite imagery. Using photogrammetric processing and 3D modelling, FA reconstruct the scene of the particular event in 3D. Videos are hence layered on top of the construction and played in accordance with their sequential timing. Subsequently, linkages between multiple videos and events can be made, and cause and correlation could be established. Virtual sensors such as eye-tracking for subjects in videos can be used to track what event participants are able to see. This approach demonstrates a novel but time-consuming strategy to the reconstructive process. Advancements in computer vision and machine learning, however, mean that the process can be simplified, and — with a critical design and data justice approach — also avoid outsourcing judgment to a machine.

The first aim of this project was to render a 3D reconstruction of the BWC wearer’s field of vision, using photogrammetry. This involved the modelling of two primary forms of objects: persistent versus transient objects. Persistent objects include buildings, roads, lights, and signs. Moving, transient objects, on the other hand, include cars, human beings, and animals; these however present a challenge. As transient objects move, their position once outside the field of vision of the BWC wearer can no longer be known and presented with certainty. The predicament presented in such a scenario is evident in the decision between modelling the transient objects in:

1. a predicted position;
2. a fixed position, or;
3. excluding them from the 3D model (once they have left the field of vision). This presents an obstacle regarding the decision to render the scene in 3D or 2D (or both).

In ForensicMesh, we follow FA’s approach in the usage of 2D ‘video players’ embedded within a 3D scene model. A parsimonious 3D scene model of persistent objects (buildings, roads, etc.) can be constructed based on partial information (including images and videos). In our case, we use OpenStreetMap and aerial LIDAR data to generate the parsimonious model. Original footage can then be embedded within a 2D video player to reflect the spatial position and context of the footage, and the wearer of the BWC is represented as a 3D avatar that moves across the scene (Fig 2). The scene can represent multiple wearers with different perspectives of the event. The moving trajectory of each BWC wearer is estimated using a SLAM method [11].
This has several advantages for investigations: First, 2D video players only display what the camera actually captured, leaving no room to display movements and events that were not captured. Second, as the movement of the wearer of the BWC is mapped, a clear timeline of the data-collection event — as well as of the incident itself — emerge, which significantly improves the verification process altogether. Lastly, it emphasizes the temporal and spatial relatedness between multiple BWCs. Where significant gaps are visibly apparent, the analyst is prompted to search for additional sources of evidentiary information beyond the interface.

It is vital to understand the use of tools such as ForensicMesh as a practice that aids — rather than automates — fact-finding processes. 2D video players are deployed where only partial information is captured by BWCs to emphasise new emerging lines of inquiry. In this way, the process of fact-finding becomes a practice of problem solving led by human agents, as gaps prompt the exploration of new leads. These static “gaps” are furthermore an opportunity for the inclusion of open-source intelligence data, including social media, which could shed light on what is not known about the gaps. Explicitly representing these gaps can add value in prompting the investigator to use other resources available to them when the “computer says don’t know”.

The project set out to develop a photogrammetric tool for video analytics by drawing on best practices in the fields of criminology, forensics, and investigative digital forensics. During the design process, it became apparent that in the development of new and innovative systems for evidence management, it is necessary to build in “uncertainty” by design. Through emphasis on existing or missing connections between BWC footage, ForensicMesh was designed to recenter algorithmically-mediated investigative environments as processes fundamentally of human judgment. This approach not only reiterates the subjective nature of BWC footage, but also demonstrates that ML and computer vision-based technologies can be used outside of regimes that reinforce noxious social biases which are at risk of being algorithmically reproduced.

IV. CASE STUDY 3: SELFRAISINGDATA

The third case study is a data visualisation tool for use in the absence of data, highlighting contribution #3. There is an increasing need for business decision making processes to depend on analysing large quantities of data. However, not all the data is easily available or even collected when questions and hypotheses arise, nor is there much time in the fast paced context in which business managers operate to sit down with an analyst and explain and detail the high level question into deliverables. Data analysts have only a short time after they receive an analysis request to clarify the business manager’s question. They rely on their expert knowledge of the business domain and of the organisational context to anticipate the (implicit) needs of the business.

The focus of this project was building a data visualisation tool that would support remote collaboration between data analysts and business managers requesting data analyses and reports. Through several interviews with data analysts working for BT, we identified a number of challenges in their existing workflows, from difficulties of data extraction to the importance of careful communication of results to non-experts. A more in depth description of the research methodology and of the tool created can be found in Måråsou et al. [12]; here we describe the part of the analytical process that we chose to design a solution for, and briefly describe the technical artefact created, emphasizing the three design strategies discussed in Section 1.

In this project, we chose to focus on the hypothesis clarification and refinement part of the analytical process - the conversation between the analyst and the requester, where the former aims to better understand the question being asked by the latter.

Some of the analysts we interviewed work on many small data analysis projects, often at the same time. High level business questions such as “why is [this region] not as good as everybody else, what is happening there?” are the typical starting point for such a project. But before the analysts can get started on finding and extracting the needed data from the company’s databases and data silos, they need to both have a better understanding of what the requester needs, and to turn the high level question into actionable steps and outcomes. They need to add parameters to the original hypothesis, and “fill in all the details”, by asking more questions about e.g. which aspects of the region they should look into, what “everybody else” means, what “not as good” means. The data analysts we interviewed had these kinds of conversations primarily through phone calls and sometimes via emails.

Our system, SelfRaisingData, allows sketching and modifying data visualisations in order to support these remote conversations structured by analytic hypotheses.

Since the analysts we interviewed had such conversations primarily through phone calls, the typical scenario would be that both the analyst and the manager would be working on the same visualisation document on their own computers, whilst on the phone with each other. The visualisation has the role of being an external representation of the analyst’s understanding of the manager’s question, with the manager being able to comment and point out where their understanding of the question diverges. As such, the analyst can create and edit the visualisation to reflect their understanding, whereas the manager can only annotate it.

Fig. 3 illustrates the system. The choice of visualisation comes from the domain in which the analysts we interviewed worked in, as a large part of the type of data they work with is timeseries data. The central area of the system represents a timeseries visualisation of synthetic data. The data is generated from additively composing a set of parameterisable functions added from a tool panel to obtain a trend line. Each component function can be parameterised independently in a function editor by dragging the value handles of its properties on axes corresponding directly to the axes of the final visualisation. The user can add, remove, and modify each component function.

Whilst the resulting composed function could be displayed as a line chart, this visualisation style can result in users fixating on manipulating the parameters of the composing functions in order to achieve a smooth line. Instead, we add noise to the trend line by 1) transforming the continuous function into a discrete set of points by sampling N equally-spaced time coordinates (the X axis) and 2) sampling the value coordinates (the Y axis) from standard distributions having the value of the trend line function as their mean and a constant fixed variance. To further suggest sketchiness and imprecision, we represent each individual point as a hand drawn cross.
Fig. 3. SelfRaisingData: the time series chart contains synthetic data generated around a trendline through function composition of basic functions (linear, constant, squared exponential and periodic). Each component function can be independently modified in an interactive function editor. The history panel at the bottom contains snapshots of the evolution of the visualisation, allowing the analyst to revert to a previous version and explore alternative hypotheses.
A panel at the bottom of the screen records the history of the visualisation in conceptual sequences of steps (e.g. adding, removing, and editing a different component function, adding a new timeseries). The users can change their mind at any point, having the ability to load any of the past versions of the visualisation and create a new development branch by editing the older version.

Our design goal in this project was to support a conversation about data in the absence of real data through sketching. In this case study, the computer “doesn’t know” anything, but provides support for collaboration and statistical problem specification. The visualisation system is a conversational aid that frames the conversation between two people. For example, treating the visualisation as a composition of independent elements (e.g. trends, periodicity, plateaus, dips and peaks) is a deliberate design choice. It adds hypothesis semantics to the visualisation as each component function acquires an individual meaning (e.g. the March-June performance plateau, the 8th of October sales drop). Further, independently manipulated component functions are still available for discussion even after being composed with other functions. The always-visible list of component functions also draws attention to the way that the sketch has been constructed.

Since the data visualised is synthetic and created by the user, emphasizing ambiguity is also relevant. We achieve this through the noisiness of the scatter plot, which also allows for imprecision when adjusting the parameters of the component functions. This means that sketching can be done quicker, as (spending time to achieve) precision is actively discouraged. Vagueness is further encouraged by representing each point as (spending time to achieve) precision is actively discouraged. Vagueness is further encouraged by representing each point as

### V. Case Study 4: ICUMAP

Our final case study is an interactive visualisation that was created to support clinical judgments in an intensive care unit (ICU) through reuse of electronic health record (EHR) data, highlighting contributions #2 and #3. During treatment in an ICU, large amounts of data are collected for each patient, including both nursing observations and automated data acquisition from monitoring instruments (e.g. blood pressure and pulse) at the bedside. Subsets of this data are collated from hospitals around the UK by the national intensive care registry (ICNARC), which uses it to calculate statistical measures of patient condition for comparison to treatment outcome. However, our research with clinicians across multiple hospitals suggested that these measures have low predictive power and are never used directly to guide treatment, perform triage, alert potential emergencies, or otherwise guide clinical judgment.

We had access to 10 years of data, covering the treatment of 20,000 patients, from an ICU specialising in cardiothoracic surgery (e.g. arterial bypass grafts, heart valve replacements and heart transplants). While standardised statistics such as ICNARC are compiled based on a small number of physiological measures at admission time, we were able to pay attention to how the patient’s condition changes during the time they are in the unit. In particular, our clinical collaborators wanted to know when a patient’s condition changes in a way that is likely to have adverse outcomes - expressed to the design team as a 'traffic light' indication.

The system we designed, ICUMAP, is a dimension-reduced visualisation (Fig. 4), in which a variant of t-SNE is used to construct a reference ‘map’ of regions in which intensive care patients are ‘similar’ within a multi-dimensional space of variables monitored during their treatment. The condition of each patient is mapped to a new location at 6-hour intervals, and these points are joined to form a trajectory. Early experiments confirmed that some regions in the t-SNE cluster map were associated with high mortality, meaning that the ‘traffic light’ goal could apparently be expressed as places where a patient appeared to be ‘moving toward’ a high mortality region in t-SNE space. However, this is not a mathematically well-formed question. t-SNE can be interpreted as a projection of a multi-dimensional space, but the projection is not necessarily monotonic in any dimension. Our experiments confirmed warnings of Wattenberg et al [15], that possible “tendencies” were simply a tangle of overlaid random lines.

We therefore modified the t-SNE algorithm, adding two new constraints to the distance function. The first was to penalise long distances between successive measurements for the same patient, creating temporal locality as a basis for thinking about trajectory. The second was to promote proximity for measurements taken at the point where a patient had died, meaning that these were more likely to cluster together, with the result that mortality would correspond to particular “places” within the optimised layout. The third was to include the surgery that the patient had undergone as a strongly weighted factor, meaning that cases tended to be grouped according to procedure, corresponding to natural classifications used by clinicians.

We optimised the visual rendering to convey local detail of individual trajectories, while also offering a distribution overview of thousands of these. This involved manipulation of hue gradients, line widths, and alpha (transparency) values so that each trajectory could be viewed as a progression from condition at admission (blue at the start of the line) to either mortality or discharge (red or green). Within the clusters of different surgery types, those types that are more risky can be identified by greater density of red trajectories.

This design reflects a Bayesian approach to clinical decision making. Rather than claiming statistical likelihood of treatment outcomes, we focused on assisting clinicians by improving ease of access to relevant prior cases among the thousands they might consider, and making this information more readily available as a counter to the usual heuristic biases in clinical judgment. We therefore focused on selecting a small number of comparator cases, sufficiently similar to suggest relevance to a patient currently under consideration, but presented within an interpretive metaphor that would facilitate reflection on the current case, while not over-determining the conclusions that might be drawn.

ICUMAP includes many features for interaction with the data archive, always aiming both to provide users with statistical overviews while comparing and contrast a patient currently being treated with cases from the historical records. When mousing over the map, the trajectories for individual patients are highlighted. The measured values for that patient at this time are shown on histograms showing overall distributions, so users can see at a glance how typical this patient is. When one histogram is selected, a mask over the map visually fades areas where the value of this variable is low.
Fig. 4. ICUMAP: the "cloud" shows trajectories of thousands of individual patients within a dimension-reduced multivariate space. Clusters correspond to surgical procedures. At the left, histograms show distribution of values for each of the principal variables, across the whole dataset. At the bottom, patient records are shown for 10 patients whose condition was most similar to the one currently selected by the user.
These features allow clinicians to review prior likelihood, variability, value exceptions, and other broad statistical properties of the large database. However, it is necessary to keep in mind that the t-SNE ‘landscape’ does not necessarily provide any continuity with respect to a single variable – the variation in masks and intensity is therefore rendered with large tiles to reveal this blotchy variability, and discourage misleading interpretation.

In this final case study, we explicitly evaluated the extent to which our design approach is understood and appreciated by domain experts. This involved a focus group with expert staff, and controlled task observation with students.

A. Focus Group Evaluation

We invited eight clinicians and a hospital information analyst to a focus group workshop, at which we demonstrated the functionality of ICUMAP, explaining each aspect of system functionality before pausing for comments and discussion.

We report two primary topics of discussion that arose. The first was the question of which data in the EHR database has the most clinical value for predicting or modifying treatment outcomes. There were diverse opinions, with some senior clinicians strongly advocating use of particular measurements (some of which are not presently recorded in the EHR at all).

The second topic focused on the main theme of this paper, which was skepticism regarding the ‘sales’ message of predictive analytics. Many participants had encountered products that claimed to deliver predictive functionality through multivariate data mining. Clinicians were skeptical that such prediction was possible. Their view was that single variables reflect critical aspects of patient condition, and that multivariate analysis (and hence dimension reduction visualisations) does not significantly add to clinical judgment.

Nevertheless, our central design strategy, drawing clinical attention to a small number of previous cases similar to the current patient, appeared to be welcomed. Scepticism about the value of predictive analytics was directed at other systems (or speculation about what our system might be), while there was productive conversation about the identified similar patients.

B. Controlled experiment evaluation

We recruited six participants to evaluate ICUMAP in a controlled task. Three were clinical professionals (two medical students nearing the end of their studies, and one registrar intensivist), and three students from non-medical (engineering, physics, computer science) backgrounds. A predefined data set was loaded, and each participant worked through the same series of interpretive tasks. At the start of each task, the participant was asked an interpretive question without prompting them about ICUMAP functionality. If they had not recognized the expected functionality, the relevant system function would be explained (using a predefined text) before proceeding.

In order to compare interpretation of the t-SNE cluster visualization to more conventional statistical visualisations, participants were first shown a screen with only the histogram distributions. The participant was asked questions regarding their interpretation of these historical distributions, and then shown values for a small number of individual test patients drawn from the database to represent distinctive types, before being offered the opportunity to compare these individual patients to the overall population. The clinical participants were asked how they would interpret the condition of each test patient in their clinical judgment. After making their interpretations, the clinical participants were additionally asked to report how confident they were.

The t-SNE cloud visualization was then revealed, with the explanation that this represented change over time for the same measurements. Participants were asked for their unprompted interpretation of design elements. If they did not volunteer key aspects (time-courses, proximity, mortality), these were explained. Features were tested in turn, each time offering an opportunity for the participant to make their own interpretation before the design was explained. Finally, a small number of patients were selected, each chosen to represent a particular type of surgery or outcome. Participants were asked for their interpretation of likely treatment outcomes, taking into account other patients automatically highlighted as ‘similar’. At each point where participants offered an interpretation, they were asked to quantify their level of confidence in that judgment.

We found that while all technical participants recognised histograms as describing statistical distribution, two medical participants initially misinterpreted histograms as representing change of a measure over time (the existing EHR system presents a patient overview with prominent time-series graphs). Once they understood the principle, they were able to use the data for assessments of a single patient. However, they relied on prior expectation of typical values (i.e. a value range learned during their studies) for initial assessment. Where they had less prior knowledge, they paid more attention to the plotted position of a value within the overall distribution. They used a time step control to explore progression and discuss changes in the patient’s condition over time, for example a crisis at one time step. They expressed more confidence in judgments when exploring this historical data.

Technical participants immediately recognized that the ICUMAP visualization was a dimension-reduced view of multivariate data. None of the medical participants recognized this, and found the visual complexity overwhelming. After using the mouse to explore trajectories, they were able to identify properties of the visualization, although one remained uncomfortable throughout the session. All understood that the lines represented the trajectory for a patient, and that red and green reflected mortality. None recognized the basic principle of similar points being near each other. Two of the three recognised without prompting that clusters reflected type of surgery.

Medical participants, in interpreting the overall structure of the cloud, tended to make comparisons between clusters. One expected (incorrectly) that larger clusters might reflect wider distribution of values, while others observed correctly that cluster size related to the number of patients in that cluster.

The key principle of selecting and plotting a group of similar patients was recognized without prompting by all medical participants. When asked to make judgments based on this visualization, they did, as intended, immediately start to make comparisons, for example by starting to talk about relative length of stay, that they did not do when considering histograms alone. A major concern of ours was to avoid over-interpretation of the similarity as predictive data. None of the participants expressed a confidence of 100%, with most
judgments being in the 50% to 80% reflecting a suitable degree of caution. One of the test patients, having healthy values and routine surgery, where all similar cases had been discharged successfully, led a participant to give a 90% assessment that this patient would also be discharged. These findings are encouraging, however, we noted a trend that the confidence judgments tended to increase over the course of the experiment, suggesting that growing familiarity with a tool may still lead to errors of the kind that we wish to avoid through our design philosophy.

VI. DISCUSSION

In this section, we summarise the design strategies that have been applied in these systems, relating them to the three broad contributions outlined in the introduction to the paper.

Firstly, we suggest using graphic design cues to maintain ambiguity or uncertainty in presenting inferred information to users. This is a corrective to the increasing tendency in many machine learning systems to present the categorical output variables of logistic regression as simplistic either/or alternatives, replicating the errors that were systematically identified in the seminal work by Bowker and Star [16]. In Coda, we use desaturated colours to contrast automated suggestions with human-assigned labels, allowing natural interpretations such as complete desaturation (white) being equivalent to no judgment at all, while near-full saturation indicates that the system has identified duplicates that are safely amenable to trivial automation. In ForensicMesh, we eschew photo-realistic scene rendering in order to remind viewers that a geometric model is based only on a persistent coordinate system, not fully-observed state.

Secondly, we suggest that users should be explicitly required to make their own judgement decisions. In a labelling system such as Coda this is trivially true. However, we should recall that most AI systems intentionally hide the labelling phase (usually done offline, via a different interface, and prior to system operation). In ICUMAP, we do not directly present statistical regression on patient condition as a basis for decision making, instead emphasising the clinician’s responsibility to retrieve and consider other cases - based on the particularity of clinical interventions and patient case histories.

Thirdly, we suggest that systems draw attention to the ways that the model itself has been created through human processes, reminding users that these processes anticipate the ways the model can be used. The most extreme is SelfRaisingData, in which users are invited to completely “fabricate” data to reflect their ideas about the model. In ForensicMesh, we insert an “observer” into the scene, to emphasise that BWV video is not objective, but reflects the viewpoint of the person who was wearing the camera. In ICUMAP, the use of a query / recommendation interaction paradigm means that the “model” is transient, presented only as a byproduct of the user’s brushing over a cloud of patient journeys, or over distributions of measurement values.

Each of these design strategies has potential for use in other collaborative problem-solving settings, and we look forward to workshop discussion considering analogies to other intelligent interaction scenarios.

VII. CONCLUSION

Although “computer says no” was introduced as a comedy trope, the extension of algorithmic decision making throughout society has become tragic, as when a British man was denied an ambulance because the triage algorithm determined that his case was not serious, despite the fact that he was in agony, correctly diagnosed his own condition, and subsequently died. Cheney-Lippold [4] quotes the operator “We cannot override this, and although there are paramedics in the control room for us to ask, I would not think the system would come up with the wrong answer”

Our four case studies all involve use of data in mission-critical or safety-critical settings. Enhancing reliability of data analysis in such settings is obviously an important research goal for data science and AI. However, at present, these are domains where expert human judgment is respected and human experts take responsibility (and liability) for their interpretations and decisions. This paper has considered a number of visual language design approaches through which expert responsibility can be maintained, with ‘intelligent’ analysis focused on making the necessary data salient and easily available for human judgment, rather than taking automated decisions.
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Abstract—The workshop call raises the question of how we can help users problem-solve, especially when the problem to be solved is complex. One answer to this question is to change the way we go about building such systems. Why: most software has extensive biases against certain cognitive problem-solving styles—especially those styles preferred by more women than men. In this position paper, we consider the workshop call’s discussion questions from the perspective of GenderMag, a method to pinpoint gender biases in user-facing software that aims to help people problem-solve.
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I. INTRODUCTION

In raising the issue of how we can help users’ problem solve, the workshop call suggested a number of questions for discussion. Among them were the following:

- Diversity: What provisions should be made to promote diverse community engagement in problem solving, designing for inclusion across identities as they may relate to aspects such as socio-economic status, gender, culture, etc.?
- Workflows: What social structures and workflows may need to be supported?
- Education/Training: How should students and professionals be educated and trained in order to be able to function most productively in these new human-technical environments for problem solving?

In this position paper, we consider these questions from the perspective of gender biases that affect problem-solving.

II. GENDERMag: DIVERSITY AND WORKFLOWS

We have been working on a method that aims at the first two questions above, Diversity and Workflows. The GenderMag method (Gender Inclusiveness Magnifier) [8] captures individuals’ diversity in cognitive styles, especially those styles that tend to cluster by gender. Using this method, software teams can pinpoint gender biases relating to problem-solving styles in the software they are building that tries to support people’s problem-solving activities.

GenderMag’s foundations lie in research on how people’s individual problem-solving strategies sometimes cluster by gender. GenderMag focuses on five facets of problem-solving:

(1) Motivations: More women than men are motivated to use technology for what it helps them accomplish, whereas more men than women are motivated by their interest in technology itself [1, 4, 6, 11, 18, 21, 23, 24, 36].
(2) Information processing styles: Problem-solving with software often requires information gathering, and more women than men gather information comprehensively—gathering fairly complete information before proceeding—but more men than women use selective styles—following the first promising information, then back-tracking if needed [9, 14, 28, 29, 33].
(3) Computer self-efficacy: Women often have lower computer self-efficacy (confidence) than their male peers, and this can affect their behavior with technology [1, 2, 3, 4, 6, 17, 19, 22, 24, 30, 32, 37].
(4) Risk aversion: Women tend statistically to be more risk-averse than men [13, 16, 39], and risk aversion can impact users’ decisions as to which feature sets to use.
(5) Styles of Learning Technology: Women are statistically more likely to prefer learning software features in process-oriented ways, and less likely than men to prefer learning new software features by playfully experimenting (“tinkering”) [3, 4, 10, 12, 21, 34]. Any of these differences in cognitive styles is at a disadvantage when not supported by the software.

GenderMag brings these facets to life with a set of four faceted personas—“Abby”, “Pat(ricia)”, “Pat(rick)”, and “Tim” (Fig. 1). Each persona’s mission is to represent a subset of a system’s target users as they relate to these five facets.

GenderMag intertwines these personas with a specialized Cognitive Walkthrough (CW) [38, 40]. The CW is a long-standing inspection method for identifying usability issues for new users to a program or feature. In a GenderMag CW, evaluators answer a question about each subgoal one of the personas might have in a detailed use-case, and two CW questions about each action, using the persona’s five facets.

The questions are:

SubgoalQ: Will <persona> have formed this subgoal as a step to their overall goal? (Yes/no/maybe, why)

- Motivations: Abby prefers learning by process, because she’s more predictable than men about what she will get from them and how much time they will take.
- Information processing styles: Abby prefers to use methods she is already familiar with to localize features. Abby tends towards a information processing style: she gathers as much information as she can before answering any of them. (This extra pass takes time but seems worth it.) Some nights she exercises or stretches, and sometimes she likes to play computer puzzle games like Sudoku.
- Computer self-efficacy: Abby believes in her ability to use computer technologies if and when she needs to, but she often blames herself for these problems. Abby says she’s a “numbers person”, but she has never taken any computer programming or IT courses. Abby’s life is a little complicated and she just moved to this employer 1 week ago, and their software systems are new to her.
- Risk aversion: Abby is risk adverse. She rarely has low computer self-efficacy, but she has not been exposed to many new technologies yet. Abby pays a 45-year-old parking ticket out of the box and is not sure what to do with the new free software features. When she does tinker, it has positive commands to see what they do, but when she does tinker, it has positive feedback for her behavior, which is predictable about what she will get from them and how much time they will take.
- Styles of Learning Technology: Learning by Process: Abby prefers learning new software features by playfully experimenting (“tinkering”) [3, 4, 10, 12, 21, 34]. Any of these differences in cognitive styles is at a disadvantage when not supported by the software.

Fig. 1. Abby is a “multi-persona”, meaning that she has multiple appearances and demographic portions of her are customizable [31]. One of the facets is blown up for legibility.
Evaluations of GenderMag’s validity and effectiveness have produced strong results [5, 7, 8, 15, 20, 25, 26, 35].

III. GENDERMAG IN EDUCATION, TRAINING, INTEGRATING INTO THE “DAY JOB”

One issue with current diversity and inclusion approaches is that they tend to be isolated from other activities in education environments and workplaces. For example, there are special committees on diversity and inclusion, special training sessions on diversity and inclusion, special CS classes on ethics/social issues of computing, and so on. One of our goals is to find ways to integrate support for diverse problem-solving into students’ everyday education and work tasks.

To help mainstream support for diversity and inclusion into software through CS education, we are working on adding notions of supporting diverse cognitive styles into mainstream CS classes in higher education. We posit that integrating education on how to design for diverse cognitive styles into classes that teach design can help to show that supporting diverse problem-solving styles is part of software design, not something “extra”.

Toward this end, in a collaboration between Oregon State University and University of Washington, and with the help of nine teacher-researchers across the U.S., we embarked upon an investigation of how to teach the GenderMag method in ways that integrate gender-inclusive software design into CS courses [31]. Analysis of the teachers’ observations and experiences, the materials they used, direct observations of students’ behaviors, and multiple data on the students’ own reflections on their learning revealed 11 components of pedagogical knowledge that affect teaching GenderMag in CS classes. These include strategies for anticipating and addressing resistance to the topic of inclusion, strategies for modeling and scaffolding perspective taking, and strategies for tailoring instruction to students’ prior beliefs and biases.

The GenderMag-Teach effort is a community, and we invite all interested educators to join us at its community wiki (Fig. 2), which contains downloadable, educator-contributed materials to support educators’ efforts in this direction. (http://gendermag.org, then click on the Teaching link.)

IV. GENDERMAG’S OPEN SOURCE TOOL

For people not in education environments—or for those who simply prefer experiential learning over classroom learning—we have developed a GenderMag Recorder’s Assistant tool [27]. The tool not only semi-automates software professionals’ use of GenderMag, it also walks them through evaluations of the user-facing software they are creating, step-by-step, hands-on.

To use the Recorder’s Assistant, a software team navigates via the browser to the app or mockup they want to evaluate, then starts the tool from the browser menu. The main sequence is to view a persona (Fig. 3(c)) and proceed through the scenario of their choice from the persona’s perspective, one action at a time. At each step, the tool’s “context-specific capture” captures screenshots about the action the team selects (Fig. 3(a)), and records the answers to questions about it (Fig. 3(b)). The tool saves this sequence of screenshots and questions/answers to form a gender-bias “bug report.”

The Recorder’s Assistant is freely available on Open Source,

---

Fig. 2: Structure of the GenderMag-Teach community wiki. Available in full at the GenderMag site (http://gendermag.org/).

Fig. 3: The Recorder’s Assistant tool during an evaluation of a mobile time-and-scheduling app. (Left): The app being evaluated is displayed with (a) a rectangle around the action the evaluators are deciding if a user like “Abby” will take. (Right): A blow-up of portions of the GenderMag features for the app: (b) the GenderMag question the team is answering at the moment, including a checklist of Abby’s facets; and (c) a summary of the persona the team has decided to use (in this case, Abby).
V. CALLS TO ACTION

This position paper is a call to action: in researching ways to help people problem-solve, we must all keep in mind diversity of cognitive styles. Cognitive diversity is what makes teams, businesses, and society the most effective they can be in solving problems. Also, in more concrete calls to action, we invite you to http://gendermag.org to join our collaborations to create better software and better education for everyone.
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Abstract—We describe the work of Africa’s Voices Foundation (AVF), a charity based in Nairobi and Cambridge, representing citizens’ voices in humanitarian interventions in East Africa. AVF addresses a range of topics including education in Kenyan refugee camps, trust in government in Somalia, and health practices associated with disease outbreaks. We describe the methodology AVF have developed for gathering and analysing citizens’ opinions. This methodology includes the use of interactive radio to gather opinions via SMS, natural language processing tools for low resource languages, and custom developed software to enhance the effectiveness of researchers. We reflect on the lessons learnt throughout this process, and how they might apply to other domains.
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I. INTRODUCTION:

INTERACTIVE RADIO AT AFRICA’S VOICES FOUNDATION

In global humanitarian interventions, the people who have problems do not always find it easy to communicate with the people who hope to solve their problems. The two groups often speak different languages. The people with the worst problems often have low levels of literacy. And in conflict regions, or locations of natural disasters, the communications, transport and administrative infrastructures are likely to be very fragile, if they exist at all. All of these factors make collaborative problem-solving very challenging indeed.

Africa’s Voices Foundation is a Non-Governmental Organisation (NGO) based in Nairobi, Kenya and Cambridge, UK. AVF works with partners serving humanitarian needs, such as UNICEF and Oxfam. AVF provides research design, tooling, execution and analysis to help the partners design, monitor and evaluate their programmes in consultation with, or informed by, citizens of the countries where those programmes will operate. In many ways, the work of AVF resembles forms of applied social science that are familiar in commercial applications for high income countries such as market research, opinion surveys, population census, public health assessments and so on. However, in these politically disrupted and low-resource settings, the actual mechanisms of social science research are very different. Furthermore, the assumptions about what a problem-solving outcome might look like will be very different in a multinational aid context than in commercial product development. This allows us to rethink fundamental aspects of applied social science, in the context of new problems, with the ability to also rethink the technical infrastructure that supports such problem-solving.

AVF uses technology, often developed in collaboration with the University of Cambridge, to provide these applied social science services to assist others’ problem-solving. This paper explores the design of that technology.

In order to gather the information about citizens’ opinions, Africa’s Voices have developed a standard methodology for gathering data using interactive radio. During a radio show, the host will ask questions and encourage participants to send SMS messages with answers to a free shortcode. This method has proved effective for gathering citizens’ opinions in hard to reach communities, such as informal settlements.

An example project, DREAMS [1] looked at what cultural and gender beliefs prevented girls from staying in secondary schools. After setting out the context in the show of ‘a young girl who completed her primary school education and performed well but did not continue to secondary school, without giving her reason’, the host asked ‘What do you think were the reasons she dropped out of school?’.

Some of the answers that were texted in were read out on air, creating a space for a dialog around a topic. When participants sent an answer, they were sent back a demographic questionnaire and, in some projects, follow on questions requesting further information.

There is some logic that determines how to respond to an SMS, for example by sending out a demographic survey or responding to the message with a different question based on which language a participant wants to use. This logic is expressed in the SMS platform AVF uses, either Echo Mobile and RapidPro. The notation used to express the logic is a visual end-user data-flow programming language, where the flow the user follows - and hence which SMS they receive next - is determined by matching part of their answer with a regular expression.

The data gathered from these questions and surveys is downloaded from the platform and cleaned, for example by removing very short answers to the main questions, unrelated messages, and grouping words with similar meaning together (male, M, man).

After the data has been gathered, it is considered together with existing social theories to build a coding frame. Messages within the dataset are then coded into the scheme using either a spreadsheet or a custom developed tool named Coda1.

The data is then analysed, and a report prepared, using a mixed method approach of rich messages from individuals

1 http://www.africasvoices.org/ideas/newsblog/introducing-our-latest-analysis-tool-coda/
and statistical reporting of prevalence. For example, the answers to the questions above were coded according to a frame derived from the Social Ecological Model [2] about whether reasons were from the individual, the home and family, community or society. The report highlights that the most prevalent category of audience beliefs were about family (1042 messages), together with a quoted message:

“She could have dropped out of school due to too many household chores which deprived her of study/school time.”

Male, 24, Migori

These reports are then delivered and discussed with the partner organisation to assist them in developing programmes for intervention or further research.

II. DESIGNING SOCIO-TECHNICAL SYSTEMS FOR PROBLEM SOLVING

In gathering and analysing this data, together with the development and dissemination of social theories and supporting the design and evaluation of interventions, AVF are constructing socio-technical artefacts. The successful design and execution of a project includes many steps, some using more computer time (downloading data from an SMS platform), some using more people time (developing a coding scheme) and some that are a mixture (cleaning data/applying a coding scheme).

We suggest that the design and operation of these assemblages of social, technical and data systems represent an important configuration to support human problem solving. AVF’s experience in creating them also reveals a number of challenges that may generalise beyond the specific geographic focus of East Africa.

Whilst there has been extensive study within the Visual Languages community of artefacts to support end-user programming, such as spreadsheets and visual programming languages, there is little research on how these artefacts are integrated, together with manual processes, into workflows that have many steps. In large commercial development contexts building online services this separation is supported by the difference between ‘development’ and ‘operations’, with one responsible for building and evolving systems, the other for maintaining and operating the systems. However, technology has developed sufficiently that an organisation like AVF which has a number of staff who would be considered to be ‘end-user programmers’ has built technology that needs an ‘end-user operations’ team that has some of the skills that would typically be associated with a site reliability function [3].

The approach AVF had previously adopted, in common with other organisations engaging in technically supported problem solving, was an ad-hoc assemblage of spreadsheets, regular expressions and python scripts. Whilst this was effective in enabling the organisation to build solutions, there were a number of problems.

The fragmentation of the cleaning and analysis process into multiple different tools makes it very difficult to debug any problems that arise, and requires a great deal of discipline in handling the data files to ensure integrity throughout the analysis process. There have been several occurrences where it has become clear in the analysis that something has gone wrong earlier in the process, but it has been difficult to reproduce the exact steps followed, and consequently time was consumed to locate and fix the problem. This is especially the case with aspects that involve any manual steps, such as labelling.

Delays are especially problematic in the context in which AVF works in two ways: Firstly, the time it takes to complete an analysis determines the kinds of social problems that AVF can effectively engage with. If it takes too long, the opportunity for the partner organisation to intervene in the case where it has become clear that the case in crisis circumstances like managing disease outbreaks. Secondly, the funding structures typically associated with the NGO sector only allow funding to be spent directly contributing to a project, making it difficult to build financial reserves to handle project overruns or to invest in reusable components.

With a setup like this where timing is important and there is considerable manual work, the appeal of technologies like machine learning is enormous. Considering just cleaning, if machine learning was successful it would provide AVF with a tool that could learn patterns of how to clean the messages in a given language. In the next project, this would mean that less time would be spent annotating the messages, decreasing cost and the delay before the first results were communicated to the client and allowing the social scientists to focus on research questions.

From 16 projects in 4 years, AVF has learnt a number of lessons, both technical and organisational in deploying end-user programming and machine learning techniques that are both technically and organisationally viable. These lessons may well apply to other small organisations attempting to address human issues with technology.

III. LESSONS LEARNT

A. Technology should be used to amplify other problem solving capabilities, not as an end in itself

As we discuss at length in a parallel submission [4], there is a tendency to design machine learning technologies as a ‘solution’, along the lines of ‘if we can build and train a model that’s good enough, it can clean the data’. This approach has not been effective for AVF. The low resource nature of the languages in use combined with the rapidly evolving context has resulted in projects adopting this strategy failing to deliver a sufficiently good model and consequently creating a serious risk to the project.

Focusing instead on the workflows that AVF is trying to solve, and for each project considering how to enable the social scientists to be the most effective by automating repetitive or mundane tasks, often with statistical techniques, has proven a much more effective strategy.

B. Technical configurations need to encourage sustainable courses of action

Organisations like AVF operate projects with very compressed timelines, both due to the funding constraints of the NGO sector, and due to the urgency of many of the projects. This results in analysts often taking the quickest available shortcut to get a result, even if over the long term this is not the best outcome.

Considering this as a problem of attention investment [5], the discount value on attention saved in the future compared
to time saved now is very high. However whilst this is an understandable response to the stress of the work, it doesn’t necessarily meet the organization’s longer term goals, for example being able to reproduce an analysis at any later point in time.

In order to help address this, we’ve standardised pipelines that connect all of the pieces of a typical AVF project together (downloading SMS data, cleaning it, de-identifying it, packaging it for analysis), into standard templates using Docker containers [6].

As well as being the easiest way of getting started with a project, these templates also provide a level of reproducibility by archiving a copy of all the code that ran, including any 3rd party code, into a reusable image. This enables the solution that was adopted for any particular problem to be archived for later reference by the organisation.

C. Debugging tools need to span human and technical activities

It is well understood that defects occur in end user programming contexts, and there has been substantial research on improving development environments to support defect localisation and repair [7]. However, in the socio-technical systems described above, defects can arise from a wider range of places, including problems in the presentation of the radio shows, accidental duplication of files, using obsolete versions of datasets, changes by once-off executed scripts, incorrect labelling by machine learning systems, etc.

Finding issues that occur from combinations of manual and automated processes can be very difficult, as without very strict practices (which themselves cause inefficiency), it can be impossible to reproduce the circumstances causing the problem.

To help address this issue, we’ve developed an immutable tracing data-structure, that efficiently records the input and output of each step. These steps could be function calls in a script, or they could be manual annotations of a message by a translator. As each piece of data now carries its provenance with it, it is possible to both much more effectively debug issues that arise and link analysis results back to the messages they are grounded in.

D. Prototype with standard applications, build tools to amplify productivity gains

Requirements gathering for building custom systems for AVF has proven very difficult. It is difficult to know how to build a tool that will fit into a research process that is also changing to adapt to the problem being solved. A number of attempts to build bespoke tools have resulted in artefacts that in practice haven’t been used.

By contrast the technologies that have been adopted at AVF were often built by understanding how the researchers were using existing tools such as a spreadsheet in an unconventional way (for labelling data), and then building a custom application that optimised the user interface and software architecture for that specific task, as we have mentioned for example in Coda.

The standardisation of the pipelines into templates also reflects this, but focusing instead on learning from the scripts that the end-user developers had written rather than commercial applications.

IV. Conclusion

We suggest that AVF offers an example of a new kind of model for using technology to enhance human problem solving, constructing assemblages of social and technical systems to address humanitarian needs. It has shown the need for new methods of designing, developing, debugging and deploying end-user created realtime data systems.
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Abstract—Collaborative problem solving efforts, like open-source projects, benefit from diversity. Non-expert outsiders may feel unqualified to participate, even if they have unique and valuable skills. An in-person problem solving context might allow contributors to find commonalities beyond expertise that make them feel like they belong, but online systems often do not provide affordances for awareness of contributor qualities and interests. Instead, newcomers can typically view information like number of contributions or length of participation, which can be intimidating. Gender and location may further exclude potential contributors who do not match the existing population. Yet, potential contributors likely have commonalities with existing community members that are not visible in typical problem solving communities. This position paper argues for enabling potential contributors to discover common qualities or interests with experienced contributors in order to encourage more diverse participation in online problem solving communities.

Index Terms—Open source, diversity, newcomers, community

I. INTRODUCTION

Due to the collaborative nature of crowdsourced problem-solving, diversity can have a significant impact on the productivity and output of a group problem solving effort. Studies have shown that spoken language, country of origin, gender, and interest diversity have positive impacts on productivity or market success [2], [4], [10], [12]. Yet, open-source software projects have significant issues with discrimination [9], which may prevent minorities from entering projects or may cause them to hide their identities. Thus, a newcomer with less experience may find both the experience levels and homogeneity of a community intimidating.

Surveys in open source software reveal that many contributors focus on the programming skills and gender of other contributors. A survey of GitHub open-source developers revealed that 98% of respondents were aware of the programming skills of other collaborators and 48.6% were aware of gender [12]. Research on peoples’ perceptions of other GitHub members also revealed a focus on experience over other qualities [7]. Only 3% of a survey’s respondents were aware of the hobbies and political views of most of their other teammates and only 17% were aware of the hobbies and political views of some of their other teammates [12]. Online problem solving communities lack the opportunity to share and discover this type of information, especially compared to in-person contexts.

This position paper proposes supporting online problem solving communities, like open-source communities, in sharing the types of personal qualities, interests, and opinions that would naturally arise during in-person teamwork and that lead to stronger community connections. Those working together on a project within a company may discover interests through natural interactions, like discussing weekend activities and their home lives through lunches or happy hours. They will also have some contextual information to find commonalities simply from existing in the same space, like age, style, language, and ethnicity. I propose extracting this type of information from open source community members and making it available, especially to newcomers. I hypothesize that sharing personal information will enable minority newcomers to make critical connections to the community.

II. PAST AND EXISTING INITIATIVES

One way to support diverse populations is to provide mentoring or extra incentives to join a community. For example, the Ada Initiative aimed to support women in open-source communities by providing repositories, policies, and workshops [1]. In a similar vein to open-source, a recent study showed that mentorship improved newcomer contributions to Stack Overflow [6]. Research has also explored how to ensure diversity is expressed through Wikipedia articles, but focuses on the output of the articles, rather than the effect on the community members [5]. Little research addresses ways to support integration of under-represented groups into online problem-solving communities, like open-source communities, especially through sharing interests and personal traits.

III. THEORETICAL GROUNDING

Psychology research has addressed the development of theory and measurement of ‘sense of community.’ One of the predominant models, by McMillan and Chavis, has four elements: membership, influence, integration and fulfillment of needs, and shared emotional connection [8]. This position
paper focuses on increasing the existence and visibility of shared emotional connection because it is often missing or invisible to newcomers. McMillan and Chavis define shared emotional connection as “the commitment and belief that members have shared and will share history, common places, time together, and similar experiences” [8]. Shared emotional connection does not require that the community members have participated in the shared history together or be in the same place, as long as they identify with a common shared history. Examples of elements of a shared emotional connection include: important events, spiritual bonds, and frequent interaction.

Interaction in community problem-solving efforts typically makes elements like membership, influence, and common goals available, but little attention is paid to emotional connection. Not only is emotional connection missing from the frameworks for community problem solving, but also in the ideals of the community members. In a survey of GitHub contributors, respondents said: “more about the contributions to the code than the ‘characteristics’ of the person (40, male, N America)” and “code sees no color or gender (34, male, W&NEurope)” [12]. This presents a challenge: some members of open-source communities are disinterested in knowing more about the characteristics of other community members. Yet, women are discriminated against in these communities [9], indicating that bias exists, whether explicit or implicit. The goal of the proposed research direction is to increase awareness of similarities between community members primarily to support newcomers, but ideally also to reduce bias through the creation of stronger community ties.

IV. INCREASING AWARENESS OF CONTRIBUTOR SIMILARITIES IN ONLINE PROBLEM-SOLVING COMMUNITIES

This work hypothesizes that increasing the shared emotional connection in online problem-solving communities, like open-source projects, will support more diverse populations. Encouraging cultivation of shared emotional connections necessitates exploration of the qualities that community members would be willing to share, as well as how to support the sharing of these qualities.

A. Qualities

Two potential types of qualities that could foster shared emotional connection are: 1) project-independent qualities like interests, hobbies, or backgrounds, and 2) project-related interests.

Project-independent qualities are more likely to be the common basis for shared emotional connections in person. For example, having lived in similar cities with someone or liking the same music can support further discussion and general feelings of connection. Sharing these qualities may be more difficult to facilitate in open-source communities, where users are highly focused on the tasks. Open-source community members are often volunteers, who may not have or want to spend extra time getting to know each other beyond the tasks at hand. Yet, sharing information about contributors’ lives, especially big life events like moving cities or the birth of a child, may make others more sympathetic, improving the quality of the community. Contributors may also have privacy concerns with sharing some types of personal information, which may necessitate flexibility in allowing members to share the information they feel comfortable with, rather than mandating that they share specific information, like location. Even with these challenges, discovering shared qualities beyond the projects will likely forge stronger connections than project-related information and enable minorities to feel more connected, even if others from their group are not present.

Open-source projects currently provide contribution-specific user information, but lack space for sharing more general technical interests and skills. Open-source projects typically have discussion, which can reveal some project-related interests and skills, but it may be difficult for new members to integrate themselves into these discussions. Much of the project-contribution information in open-source communities is available, but less may be available about the user. For example, information about community members’ career background, knowledge and skills beyond the current project, and preferences about types of projects or roles could help connect members across length or number of contributions. Open-source contributors may be more comfortable sharing this information and more willing to spend time sharing this information because it is much more related to the project and goals of the community than elements of their personal lives. On the surface, this type of information does not seem like it would support shared emotional connections, but due to the importance of career goals, this type of information may have a similar effect to more personal information.

Research should explore the willingness of community members to share these two types of information. Work should also determine whether discovering either set of shared qualities helps increase shared emotional connections in open-source or other community problem-solving contexts.

B. Sharing Information

If knowledge of shared project-independent or project-related qualities improves community, we need to determine the best ways to elicit member qualities and make that information available to newcomers in ways that make newcomers feel connected.

1) Collect and Present: Collecting and presenting qualities would take a static set of interests or traits and present them to other community members to establish deeper connections. This method requires limited continued effort, but on its own, is less dynamic and likely would not enable interaction between community members about their common traits.

One way to do this would be to encourage sharing qualities through a user profile, like a GitHub user profile. Currently, GitHub has optional profile information: name, bio, URL, company, location, and image. A study showed that in forming impressions of other users, members typically focus on the contributions displayed, including the types of projects,
languages, and discussion, rather than bios or other personal information [7]. Part of the reason for this may be that many users do not share personal information in these areas that would help to make connections.

There are likely a variety of ways to improve the available information about open-source projects. For project-related information, communities like GitHub could automatically extract a summary from a user’s contributions. This could include information like languages used, types of projects contributed to, and snippets of communications. These type of communities could also provide more structure to encourage users to include information about themselves, or suggest information to share based on the types of information others have shared. However this information is collected, when viewing a user profile, shared information could be highlighted to help users notice common qualities.

2) Exchange: Enabling users to exchange their traits would likely support more natural communication about similarities, but is problematic for several reasons. Current methods of communication in open-source communities, like issues and forums, should and do focus on the goals of the project. Personal conversations mixed into task-based communication would be problematic and likely very unpopular. While open-source communities can use other informal spaces for communication, like Slack, these present other problems, like leaving out users in non-majority time zones and users who do not have constant internet connection [3], [11]. Furthermore, many busy volunteer contributors may not feel it is important to take part in non-task interactions. If only a subset of contributors take part, it diminishes the potential for newcomers to find commonalities within the community.

V. RESEARCH DIRECTIONS

This position paper hypothesizes that increasing the amount of shared personal information in online problem-solving communities, like open-source projects, will support creation of shared emotional connections between group members. With the abundance of data demonstrating the benefit of and need for different varieties of diversity in problem-solving groups, the communities now need support for including minorities. This research direction raises many questions for future research, such as:

- Which personal qualities will online problem solving community members be willing to share?
- Which personal qualities (if any) are most effective at building shared emotional connections that strengthen newcomer bonds to the communities?
- What are the best ways to obtain this information from community members?
- How can we encourage existing community members, especially those who do not believe discrimination exists within their communities, that these measures are important?
- What are the best ways to share community members’ personal qualities with new and existing community members?
- How much or little engagement with shared traits is needed in order to build these emotional connections within online problem-solving communities?
- Can these shared common qualities and the connections formed reduce bias toward minority groups?
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Abstract—UNAKITE is a new system that supports developers in collecting, organizing, consuming, and persisting design rationales while solving problems using web resources. Understanding design rationale has widely been recognized as significant for the success of a software engineering project. However, it is currently both time and labor intensive for little immediate payoff for a developer to generate and embed a useful design rationale in their code. Under this cost structure, there is very little effective tool support to help developers keep track of design rationales. UNAKITE addresses this challenge for some design decisions by changing the cost structure: developers are incentivized to make decisions using UNAKITE’s collecting and organizing mechanisms as it makes tracking and deciding between alternatives easier than before; the structure thus generated is automatically embedded in the code as the design rationale when the developer copies sample code into their existing code. In a preliminary usability study, developers found UNAKITE to be usable for capturing design rationales and effective for interpreting the rationale of others.
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Abstract—In this position paper we discuss explicit problem solving instruction for computer programming, and its possible impacts on the development of programming languages and development tools. Computing education currently provides instruction on programming languages and development tools but provides little to no instruction on the cognitive processes to solve programming problems. This lack of instruction is due to a lack of understanding about how successful programmers solve programming problems and we posit that this gap affects computing education, but also hinders the development of new programming languages and tools. We present a framework for programming problem solving as a model of how we might understand and communicate the problem solving process for programming. We then discuss how developing an understanding of the problem solving process has far reaching implications for the development of new programming languages and development tools.

Index Terms—programming, problem solving, cognition

I. POSITION STATEMENT

To successfully write working code programmers need to know three things: the programming language and application programming interfaces (APIs) being used, how to use their development tools, and how to solve programming problems. Programming languages, APIs, and development tools are often documented, learnable, and teachable. The process of solving programming problems, however, does not have the same level of documentation. Little is known about the cognitive processes necessary to solve programming problems. Without this knowledge we cannot provide effective documentation or instruction to facilitate the development of important problem solving skills.

The few research studies that have investigated explicit problem solving instruction for programming show the benefits. Bielaczyc et al. investigated the impact of teaching self-explanation, a cognitive strategy of asking and answering questions in an effort to better understand the ongoing mental work that is happening in ones head. They found that students who received explicit training on self-explanation strategies used them more than those without the training and had greater problem solving success [1]. More recently, we found that combining similar explicit training on problem solving, by providing a framework for programming problem solving behaviors (detailed below), promoted greater problem solving success as well as gains in productivity, self-efficacy and avoided the deterioration of growth mindset commonly found in introductory level programming courses [2].

Considering the benefits of explicit problem solving, how might programming instruction differ if our knowledge and documentation for problem solving was as robust as that for programming languages? One step in the direction towards a robust understanding of the problem solving of programmers is offered in our study on novices’ self-regulation [3]. In this study we presented a framework that identified five nominally sequential, yet highly iterative, problem solving behaviors that constitute the problem solving process as well as five self-regulation behaviors that mediate the process. The programming behaviors identify categories of actions that a programmer takes while solving problems, while the self-regulation behaviors identify the mental processes that successful programmers engage in to systematically enact the problem solving behaviors. The framework includes the following programming behaviors:

- Reinterpreting the problem prompt. Programmers must interpret and clarify the problem description for the programming task. As with any problem solving, this understanding is a cognitive representation of the problem used to organize ones’ continuing work [4].
- Searching for analogous problems. Programmers draw upon problems they have encountered in the past, either in past programming efforts or even in algorithmic activities from everyday life. By reusing knowledge of related problems, programmers can better conceptualize a problems computational nuances.
- Adapting possible solutions. With some understanding of a problem, programmers seek solutions that will solve the problem by selecting, evaluating, and adapting solutions to related problems or those found in textbooks, online, or from peers and mentors.
- Implementing a solution. With a solution in mind, programmers must translate the solution into code using their chosen programming languages, APIs and tools.
- Evaluating an implemented solution. After implementing a solution, programmers evaluate how their implementation solves the problem by testing and debugging.

The self-regulation behaviors included:

- Planning. Programmers should reflect on what their next
step in a problem solving process should be (e.g., did new information reveal a gap in understanding? What tasks remains for an implementation?) [5]. The more a learner engages in explicit planning, the more successful they should be.

- Process monitoring. Programmers should monitor their progress toward solving a problem (e.g., did that change help solve the problem? is this sub-goal complete?, what more needs to be done?). The more learners monitor when a task is complete, the more successful they should be.

- Comprehension monitoring. Programmers should monitor their understanding of computational concepts in problems and solutions (e.g., am I confused? do I really understand how this should function?). The more aware learners are of their misconceptions or gaps in knowledge, the more successful they should be at addressing them.

- Reflection on cognition. Programmers should make judgments about the qualities and limitations of their memory and reasoning (e.g., am I forgetting something? Am I making any assumptions?). The more aware learners are of their cognitive biases, the more likely they are to correct for them.

- Self-explanation. Programmers should explain to themselves why they have come to a conclusion or decision, and then use that rationale to monitor their progress (e.g., this was the right loop condition because it halts at the end of the list). The more learners engage in self-explanation, the more they will find flaws in their reasoning.

This framework is part of our ongoing efforts to understand, document, and teach the problem solving skills involved in computer programming. Some form of this framework has been shown to better support the teaching and learning of programming [2] and useful in describing the problem solving skills of novices [3], but it is one of many possible representations of programming problem solving. While not comprehensive, it serves as a first model of how we might understand and communicate the problem solving processes, providing insights into how programming languages and tools might better support programmers’ problem solving.

II. IMPLICATIONS

Developing a robust understanding of programming problem solving could change the landscape of programming tools and methods. What if we had documentation for the problem solving process that was as robust as the documentation for programming languages? The methods of problem solving instruction could be incorporated into intelligent tutors and assessment tools making them more productive learning tools. Leveraging a robust knowledge of problem solving to build programming tools and IDEs that support a programmers cognitive work may significantly reduce the mental work necessary to work with even large code bases. As an example, what might an IDE that prompts a user for a formalized version of process monitoring or planning look like? Such an IDE could, for instance, support process monitoring by identifying the problem solving behaviors listed in the framework above and allow, or even prompt for, the user to track their progress through those behaviors. Another example is an IDE focused on supporting planning and reinterpreting the problem prompt by providing a planning tool where the user can recursively identify the tasks and sub-tasks that need to be achieved. It could allow for the definition of sub-tasks at increasingly finer levels detail, finally converging on the lines of code that solve the sub-task. With the code for each sub-task written, the IDE, and/or future programming languages, could then support the writing of any connective code to form a working program.

The adoption and formalization of problem solving instruction could also have many implications for the advent of new programming languages. Programming languages designed to work with the problem solving processes programmers are trained to engage in could revolutionize the way we currently think of programming, changing the way we conceptualize and represent programming problems, sub-problems, and relationships between software components. It might change the way we think about and design software and lead to yet more expressive languages. For instance, a programming language developed to incorporate and enhance formalized strategy use may reduce the cognitive load of a programming task by automating demanding work or identify next steps or important considerations of the formal strategy being used. No matter what form our understanding of programming problem solving ultimately takes, explicitly teaching programmers to be more aware of their mental processes, strategic in their thinking, and explicit in their actions opens up an exciting range of possibilities for the future of programming, and programming languages.
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Abstract—Real-world software undergoes constant change to keep up with the changing environment around it. Non-trivial software must possess a software architecture: a division into smaller pieces, how those pieces are meant to interact, and how those pieces are deployed physically. As a software architecture can have a significant impact on important properties of the software, the architecture for a software system may need to change as the system itself undergoes change: this is software re-architecting.

Software re-architecting is an important activity in large-scale software systems, where it is not justifiable to rewrite a codebase from scratch. The solutions that exist focus on (formal) technical aspects involved in software re-architecting, which are important, but ignore the human aspects of the phenomenon. Software re-architecting is poorly understood at a practical level. It is widely believed that it is hard to accomplish (e.g., [5], [6]), with potentially devastating effects on the quality of the software system [7].

In our recent work [8], we sought to identify the problems encountered in practice while re-architecting. First, we performed a case study on a known, successful re-architecting: the creation of the “Rich Client Platform” (RCP) of the Eclipse integrated development environment, for client applications in which the standard graphical user interface (i.e., the Eclipse workbench) is inappropriate or too resource-intensive; the case was unusual in that initial plans and detailed records of discussions were available for analysis and comparison with the end result. Second, we interviewed software developers from various organizations who had experience (often negative) in performing re-architecting. In both cases, we found that the key difficulties centred on: (1) necessarily incomplete information until the re-architecting is successfully finished; (2) the need for collaboration between developers, architects, and managers, each with differing expertise and varying knowledge beyond that expertise; (3) additional confusion and errors in connection with ambiguous human language; and (4) difficulties in recording, organizing, and adjusting portions of the re-architecting (plan) as the team’s understanding deepens and decisions are revised. More specifically we developed a set of design guidelines derived from our analyses.

Based on these design guidelines, we present a novel knowledge representation (KR) framework for concrete tools aimed at addressing re-architecting, supporting collaboration, incrementality, and iteration. Strong evaluation of the KR framework would require its reification in industrial-strength tools, deployment in the field, and long-term assessment at their effectiveness; at this early stage, we must content ourselves with an laboratorio study of prototypes. As such, we provide a brief overview of a study we performed with eight human participants; we compared a paper prototype based on
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the primary aspects of the KR framework, against a traditional set of software development tools and recording the details in email, as per common industrial practice.

The remainder of the paper is structured as follows. Section II provides background on the design guidelines that we derived from our previous studies. Section III describes our KR framework for this problem. Section IV outlines our paper prototype evaluation of the framework. Section V discusses remaining issues. Section VI highlights related work.

II. BACKGROUND
From our retrospective analysis on the Eclipse RCP re-architecting and our analysis of the interviews we performed with developers who experienced re-architecting, we derived five design guidelines to follow in developing support for software re-architecting.

DG1: Software engineers need a systematic but efficient approach to the communication and record management of the whole process of change.

DG2: Software engineers need a clear understanding about the greater architecture of a system: what the entire code does and how their code affects or is affected by other code.

DG3: Software engineers need to clearly articulate to their collaborators changes that are happening with respect to the greater architecture of the system, especially emphasizing the differences between suggestions. They need support to visually communicate changes with their collaborators to help them externalize their mental model regarding what is going on.

DG4: Software engineers need to record detailed changes together with the communications about those changes and to retrieve information from these records.

DG5: Software engineers need to use state-of-the-art tools for analysis and reasoning to inform their decisions.

The change process is the activity involving one or more people to determine the appropriate complex transformation to be performed on the system. The transformation is typically broken down into smaller change steps and people tend to talk about individual change steps and the order which they should be applied. Our studies suggest that software engineers need a systematic approach to communication and record management in the change process of re-architecting that does not become burdensome to use (i.e., it is “efficient”).

III. A KNOWLEDGE REPRESENTATION FRAMEWORK FOR SOFTWARE RE-ARCHITECTING
We need to structure the way engineers exchange information about the software system throughout the change process; without a common language for representing that knowledge, confusion easily arises. We present a specific interpretation of a solution for this problem: a knowledge representation (KR) framework [9] that captures and represents diverse kinds of information in the change process via lightweight modelling, visualization, and collaboration of stakeholders, enabling the use of human reasoning and analysis tools to inform awareness and decision making. This framework connects all persons who are involved in a re-architecting and connects all the scattered information as a coherent body of knowledge that dynamically evolves as everyone contributes to it.

A. Requirements
We refine the design guidelines into a set of seven requirements on the KR framework, as follows.

R1: The KR framework must communicate the high level architecture of a software system. [from DG1 and DG2]
R2: The KR framework must communicate where changes are happening with respect to the high level architecture of a software system. A change model is iteratively built into it by the collaborators. [from DG1 and DG3]
R3: The KR framework must communicate the order of changes for the sake of considering their priority and dependency. [from DG1 and DG3]
R4: The KR framework must support incomplete change models, as incomplete or inaccurate information about the software system is to be expected. [from DG1, DG2, and DG3]
R5: The KR framework must factor in analysis that is important for the plan stakeholders, such as analyzing completeness of a change model and consequences of decisions for engineers, and planning a sequence of changes for managers. [from DG5]
R6: The KR framework needs to visualize information in different ways for different stakeholders with varying expertise, including those without technical knowledge, without extensive training. [from DG1, DG3, and DG4]
R7: The KR framework must involve fundamental version control features (i.e., branching and merging) to support revision and alternatives. It must also help collaborators to identify and to combine common steps/features across change models (e.g., to borrow from each other). [from DG1 and DG3]

B. Example
In this framework engineers first communicate their understanding of the existing software system with an intuitive, lightweight sketching approach. By iteratively refining this model, they provide “just enough” details in their model of the existing software system and identify ambiguities and answer each others’ questions. Figure 1 shows an example involving the help subsystem of Eclipse. The main elements of a sketch diagram are boxes and arrows. They are very simple as if engineers are using pen and paper or drawing on whiteboard. Resulting box and arrow sketches are very informal. They are partial models, representing only any physical (e.g., file and directory) or logical (e.g., methods and classes) parts of the structure of the existing software system that engineers think are relevant to their re-architecting task.

1) Some boxes map directly to a physical unit of source code. For example, WorkbenchHelp in the ui plugin box is a file in the source code repository that is a Java interface, while WorkbenchHelp in the ui plugin box is another file in
the project repository that is a Java class. Engineers can import any physical or logical unit of code and configuration from the project repository into their model. They visualize it with a box if it is a functionality concept or with an arrow if it is a dependency concept in the software implementation.

2) Strictly speaking, the logical units are not limited to programming language entities, e.g., a method in Java; they can even be just a few lines of code if desired. Engineers visualize that concept with a box or arrow. For example, support is a piece of configuration declared in an XML file in the project repository. However, it has an important role in the architecture of the help subsystem, called an extension point in the Eclipse plugin architecture, and it is relevant to the re-architecting thus it is sketched.

3) Some boxes do not directly map to a physical unit in the project repository. For example, the help repository does not include an APIs package or a package called extension points; similarly with content extension points and other UI-related extension points, plus help implementation and the two boxes within it. These are very high-level concepts useful to the engineers during the re-architecting task at hand, not necessarily corresponding to a well-modularized unit in the project repository; each box could ultimately map to hundreds or even thousands of lines of code and configuration that are spread out in different files and directories in the source code repository.

4) The existing system might have other facets that engineers do not care about in their re-architecting task at hand; thus they do not show them in their sketches. They are unimportant context, as is the rest of the Eclipse Platform in this example.

Engineers iteratively refine the high-level sketch to reach the level of detail and accuracy that is necessary for assessing and planning the change (in this example, we assume we are at the point where engineers think that this is enough to proceed for now). They now proceed to lay out a sequence of change steps to transform the original architecture into the target architecture. Figures 3 and 4 each shows a static view of a single change step; they are interconnected by the transformations shown in Figure 5. Red boxes and arrows indicate deleted entities and relationships; green, added ones; yellow modified ones. Thus we can see, for example, that IHelp is apparently deleted from the APIs box within the Help plugin box (Figure 5) while HelpSystem is apparently added to the content APIs box within the APIs box within the Help plugin box, and AbstractHelpUI is apparently added to the help box within the UI plugin box (Figure 5); however, from the transformations shown in Figure 5 we can see that IHelp was actually split into HelpSystem and AbstractHelpUI either during or before the latter two were moved to their destination boxes. We can see then that this change step is really a compound transformation of split/move; simpler, primitive transformations could be modelled if desired. Figure 6 illustrates the idea that individual change steps are then sequenced to build up a complete transformation from the original system to the re-architected one.

The framework does not infer these little changes that are part of the big change step; it simply records engineers’ decisions through interaction with the sketched model.

C. The Framework Dimensions and Core Features

On the sketched model of the existing software system, engineers follow an iterative, three step process: (1) define a change step; (2) commit a change step; and (3) revise a change step, going to Step 2.

The KR framework has five knowledge representation dimensions, representing different information about the change:

1) Component. The component dimension represents the logical units of implementation; its design supports R1 and R6. In the KR framework, software developers graphically represent a component with a box. A component can be mapped to its implementation in the code repository. This mapping is expressed by the software developer. The box may not exist in the code repository as an IDE resource or programming language element but it may be realized as chunks in various places in the codebase. The mapping between a component and its implementation in the code repository ranges from
no mapping expressed at all to a complete correspondence to all code chunks and configuration data that implements that component. Software developers can also express other knowledge they might have about the component of interest in the form of natural language content. For example, what they think the purpose of a component is or what assumptions the component makes about other components.

Basic operators to sketch components and work with them in the framework include:

- Add / Delete / Modify a box sketch
- Move / Resize a box sketch
- Add / Delete / Modify a mapping from a box sketch to the code repository
- Add / Delete / Modify an abstraction hierarchy
- Move / Navigate an abstraction hierarchy
- Add / Delete / Modify natural language content
- Annotate natural language content as certain, uncertain, or question

2) Dependency. The dependency dimension represents how the individual components collaborate with each other to provide a bigger functionality or service in the system. Its design supports R1 and R6. The dependency dimension ranges from the different types of dependencies that the programming languages and technologies define and that the IDE supports between resources, at one end of the spectrum, to the high-level dependencies that software developers use to communicate and reason about the interaction and collaboration of the components of the existing system, at the other. In this framework, software developers graphically represent a dependency with an arrow. Similar to a component, a dependency can be mapped to pieces of code and configuration which a developer thinks implement that dependency in the code repository. The mapping between a dependency and its implementation in the code repository ranges from no mapping expressed at all to a complete correspondence to anything in the code repository that implements the dependency. Software developers can also express other knowledge they have about the dependency of interest by adding natural language content to the arrow sketch. The natural language content can be certain knowledge, uncertain knowledge, or a question.

Basic operators to sketch dependencies and work with them in the framework may include:

- Add / Delete / Modify an arrow sketch
- Move / Resize an arrow sketch
- Add / Delete / Modify a mapping from an arrow sketch to the code repository
- Add / Delete / Modify an abstraction hierarchy
- Move / Navigate an abstraction hierarchy
- Add / Delete / Modify natural language content
- Annotate natural language content as certain, uncertain, or question

3) Change step. The change step dimension is the core
of this framework. This dimension of the framework represents information about the system when engineers investigate and plan an architectural change in the system. Its design supports R2, R3, R4, R5, and R6. This dimension includes:

- **Current understanding.** It is a “good” understanding of the existing system, represented by high-level boxes and arrows sketches, with mappings to the code repository. “Good” is a subjective measure here and it is decided by software engineers when their understanding of the existing system is complete and detailed enough to investigate and plan changes.
- **New understanding.** It is what software engineers think the new structure of the existing system would look like conceptually, plus explanations about the new code to create. The “new” is not necessarily the final, target design. It is what they envision the existing system to become next.
- **A transition from the current to the new understanding.** It is a visual, interactive specification of how the current understanding has to change to reach the new understanding, plus instructions on what changes to make in the code repository.

The change step dimension in this framework ranges from very high-level box and arrow concepts—before and after the change and what changes occur in between—at one end of the spectrum; to more detailed box-and-arrow concepts down the abstraction hierarchy; to eventually the programming language elements and IDE resources in the code repository and explanation of what changes should occur to them, at the other end of the spectrum. It is up to the software engineers where in this spectrum to define a change step. A change step may be revised later on during the process when (1) software engineers’ current understanding of the existing system evolves over time or (2) they realize they have to re-architect differently.

The change step dimension includes the following groups of operators:

**a) Define change step.** This group of operators switches the mode of the framework from collaboration on the conceptualization of the existing system to collaboration on assessing and planning changes on the represented concepts. It consists of a set of basic operators to define changes, including:

- Add / Delete / Split a component
- Add / Delete a dependency
- Keep / Copy / Move a component
- Keep / Copy / Move a dependency
- Rename a component or dependency
- Mark impact (of any of these changes)
- Add / Delete / Modify natural language content
- Add / Delete / Modify code snippet content
- Annotate natural language content as certain, uncertain, or question

**b) Resume change step.** Software engineers resume working on an interrupted change step. The same perspective as above is activated for them in order to pick up where they left off at the interruption.

**c) Commit change step.** When software engineers feel a change step is complete enough and detailed enough for them to proceed (to implementation or to the discussion of the next change step), they can commit it. The framework keeps track of all change steps that engineers create in a re-architecting process and revisions to them.

**d) View/Modify change step.** This group of operators helps software engineers to understand or review a change step that is already completely or partly defined. It represents the following types of information: (1) what has not changed in the transition from current understanding of the existing system to the new understanding of what it should become, (2) what concepts existed in the system before the transition and do no longer exist in the system after the transition, (3) what concepts did not exist in the system before and do exist in the system after the transition, and (4) what interactions engineers did with the framework to define the change step. Item (1) is necessary because it presents those parts of the system that despite being unchanged are pertinent to the change; in other words, they are part of the important context for the change. The framework does not clog the clarity of the change step by unimportant context.

4) **Alternative dimension.** The alternative dimension in this framework represents (1) alternative understandings of the existing software system or (2) alternative change steps to it. The framework supports models in parallel that either compete or that lead to multiple concrete solutions. Its design supports R7. The alternative dimension includes basic operators such as:

- **Create an alternative.** When a software engineer wants to express her understanding or her idea of a change that is different from another one’s, the framework supports her by explicit expression of alternatives as if she is defining them in the first place, as explained before, giving her operators she needs. The framework keeps track of alternative sketches of the existing system as well as its alternative change steps. These are the knowledge that later on in the process, engineers may feel the need to go back to and reconsider them.

- **Delete an alternative.** Software developers may want to delete an alternative altogether from the framework despite the fact that it would not hurt to just let it be there for potential future reference back to it.

- **Compare alternatives.** After at least one alternative is created for the high-level boxes and arrows model of the existing system or for a change step, software engineers would like to see the difference and discuss the pros and cons of each alternative. This
operator allows them to go back and forth among defined alternatives and supports comparing and contrasting two or more alternatives very directly.

- **Report consensus.** After an attempt to reach a consensus, engineers mark one among all the alternatives and proceed. In other words, it is known in the framework which model is the consensus one.

5) **Time dimension.** The time dimension in this framework simply represents how the knowledge that is managed by other dimensions of the framework evolves. Because as engineers proceed, their understanding of the system/problem is constantly evolving; the steps that they are going to take are constantly evolving; and the desiring goal is constantly evolving. This dimension captures the knowledge of such evolution; its design supports R7. The framework includes a repository for all the models and a version control mechanism that keeps track of (1) the high-level boxes and arrows sketches of the existing system and alternatives, (2) the changes steps and alternatives, and (3) the high-level boxes and arrows sketches of the desired system and alternatives. The basic version control operators to consider include:

- Commit / Checkout a box and arrow sketch to/from the repository
- Commit / Checkout a change step to the repository
- View differences between two versions of a sketch or a change step

It is important to note that the framework does not make decisions for software engineers, although it could be enhanced to recommend certain small modifications or to point out specific cases of incompleteness or inconsistency. But in general, understanding of what is needed to be achieved and how to achieve it has to come from people. The framework assists in this endeavour so they do not forget details or fail to have a common basis for discussion.

**D. A User Interface Supporting the Framework**

We consider one concrete model for the user interface of a tool supporting the KR framework, consisting of: a “before” model of the software system; an “after” model of the software system; a change step model comprising the before and after models and interrelating them with a set of transformations strictly from the before to the after. When specifying a change step model to operate directly on the existing system, the before model could be exactly a model of the existing system; otherwise, each before model is identical to some other after model from another change step model, or the system abstracted by a before model needs to be the same as the system abstracted by some after model. Change step models can thus be organized in a directed acyclic graph, and the interface has to enforce the acyclicity; the graph can have parallel paths and multiple leaves for alternative results.

Model operations allow the user to change the before or after models; there are operation specifications that connect the before to the after; and there are view operations that do not affect the underlying model. Every model entity, operation, and arbitrary locations in a view can be annotated with conversations between team members. Thus, the views themselves must be preserved in order to maintain the context of any extant view-anchored conversation.

The user interface enables a user to create the before model, then copies it to the after model which she can then modify as needed. Standard model-impacting operations on the after model consist of add-, move-, and delete-entity or -relationship. Changes to the before model cannot be model-impacting. View-impacting changes can occur to both models: view-add-, view-move-, view-delete-, view-expand-, and view-compact-entity or -relationship. The user interface can animate the sequence of change steps either for the either change step or individual portions thereof, or can show both the before and after models with transformation arrows.

**IV. PRELIMINARY EVALUATION OF THE FRAMEWORK**

Although the requirements for the KR framework were ultimately derived from real world information, there is a risk that we misinterpreted statements, that we over- or under-estimated their importance, or that the real world contexts that we studied were not representative of more general cases. Thus, prior to investment in developing concrete tools and conducting longitudinal studies of their use, we seek initial evidence whether the KR framework appears to address the problems of software re-architecting we had previously identified; as such we conducted a small user study.

**A. Study Subject**

We sampled an actual re-architecting of a software system that we had developed for teaching purposes: a simulation of a vending machine (SVM). The original version of the SVM was highly monolithic and procedural in nature, making it difficult to extend, test, and debug (see Figure 7); the re-architected version (see Figure 8) was object-oriented, heavily using the design patterns Observer, Singleton, and Facade [10] to reduce coupling and increase cohesion. We selected two parts of this re-architecting that were isolated from each other, using each as an experimental task: (1) separate the functionality of handling coins from the code equivalent to the old VendingMachineLogic box into code equivalent to the new funds box, coordinated by code equivalent to the business logic box; (2) separate the functionality of product management and dispensing from the code equivalent to the old VendingMachineLogic box into code equivalent to the new product box, coordinated by code equivalent to the business logic box. The portions of the business logic in the real solution that implemented these two functionalities did not overlap.

**B. The Paper Prototype**

We used paper, sticky notes, and string to simulate the user interface of a tool realizing the KR framework. We enlisted the aid of a confederate to play the role of this tool on which it ran, responding to verbal requests of each participant; we trained the confederate as to the set of acceptable commands (e.g.,
Fig. 7. A high-level view of part of the SVM architecture.

Fig. 8. The new architecture for the SVM.

add box, resize box, move relationship) corresponding to those supported by our user interface design, and the appropriate actions to take in response to each. The setting of the paper prototype can be seen in Figure 9. Participants were given both written notes on the SVM and documentation on interacting with the paper prototype.

C. Study Design
We divided the study into four study blocks via a $2 \times 2$ factorial design, in which one dimension varied the task order and the other dimension varied the treatment used on the tasks.

Block 1 involved the application of traditional understanding and communication tools to Task 1, and the application of the paper prototype to Task 2, in that order. Block 2 used the traditional treatment for Task 2 then the paper prototype treatment for Task 1. Blocks 3 and 4 flipped the treatment order but not the task order from Blocks 1 and 2 respectively.

D. Participants
We recruited eight graduate students with industrial software development experience, randomly assigning two of these to each of the four study blocks, where each worked completely independently from all the other participants; there were three people in the room during each session: the experimenter, her confederate simulating the software, and the participant. The participants had not encountered the SVM previously.

E. Protocol
Participants were first given general training on the SVM system and the overall purpose of the re-architecting; they were asked questions about the SVM requiring the use of traditional understanding tools to answer. Participants were given the tasks as described above, in which the point was not to alter the code base but to communicate a plan for performing the task (ostensibly to their manager). We asked the participants to think aloud, and we interrupted to clarify what they were doing and why when it was not self-evident. To simulate “pushback” from a manager in both treatments, we asked for clarification in ambiguous parts of their plan or for correction in parts that we deemed not to have met the goal. Just prior to starting the task in which the paper prototype treatment was to be used, additional training was performed in the use of the paper prototype.

At the end of the study session, participants were asked to fill out a short questionnaire (four questions) asking for their relative opinions on the treatments, on a five-point Likert scale. Detailed field notes were recorded by the experimenter during each session, recording key actions and comments made by the participant and any questions asked and answered.

F. Observations
Two participants strongly preferred the prototype approach, five somewhat preferred it, and only one somewhat preferred the traditional approach. Seven participants strongly preferred the prototype approach for “seeing the big picture”; one preferred it somewhat. All eight participants strongly preferred the prototype approach for ease of plan revisions and ease of iterative communication.

In the traditional treatment, participants universally sketched out a diagram of the new design on paper for themselves, or wrote some pseudocode for the new design in a text editor or on paper. When we reminded participants to communicate their plan via an email to their imaginary manager, they were reluctant, once they had mapped out the changes for themselves. For example: “I am frustrated because I have to explain changes in language like how different components are behaving and communicating. It is really hard to explain the
sequence of steps to happen. I am very good at doing this in my brain but explaining the coordination to my manager, that is documenting it, is very hard for me. I solved this in 10 mins. in my head but then deciding how to communicate that plan to someone else took me a lot of time (another 25 mins.)."

All participants announced that the idea of what the prototype approach does is very simple and clear to them. “It is a nice concept. It can be like a GitHub for architecture.” But applying it for real was less easy at first for some of them.

Issues that participants raised in favour of the prototype approach: (1) visual, aiding understanding and analysis (e.g., “I liked the prototype approach because it helped me view the weakness of the [new] architecture, the one I built using the provided instructions, which I missed in the manual approach.”); (2) retains best part of traditional approach (e.g., “The feature of adding notes to changes makes the [prototype] get the good part of the [traditional] approach by explaining the changes explicitly combining it with visualization.”); (3) improves communication (e.g., “[The prototype approach] makes you present the changes better to the team.”); (4) reduces risk of overlooking something important (e.g., “[It] makes you consider more details.”); and (5) ease of use (e.g., “After I understood the prototype, it was easy to use.”).

Specific criticisms of the traditional approach included: (1) tedium (e.g., “[The traditional] approach takes lots of time to explain what changes need to be done; very tedious.”); (2) loss of detail (e.g., “[the traditional] approach ... loses a lot of details that will require back and forth communication to clarify. [The prototype approach] makes you consider more.”)

Specific criticisms of the prototype approach included: (1) lack of familiarity (e.g., “The [traditional] approach is the only way I usually use. Using the tool was a little bit different. It will require time to be familiar with. That is why I tend to give a somewhat preferred to it. It will require some learning curve to be adopted in organizations so everyone understands.”); (2) support for automated warnings (e.g., “It would be nice if the future version of the prototype tells whenever you made a change that causes compilation error or tests to fail.”); and (3) support in sequencing change steps (e.g., “In case time/sequence was available, it would help me explain it to my manager. It would also help me remember the reason I decided to do some changes over time.”).

Comments connected to the experiment itself: (1) “I like the experiment because the code is not complicated to understand but it was still complicated enough to make me think of how I could restructure it. Due to the entanglement of its parts and the dependencies between them it has complexity and I needed to keep the same final behaviour for the user in the new architecture (i.e., preserving the same user experience).”; (2) “Since we started with [prototype] experiment, it took more time because getting used to the architecture needs some time which was included in the first step [i.e., the first treatment]. The only reason that manual approach was short was because I had a more clear mind to re-architect the system, as I [had] spent some time with it during the first experiment.”

V. Discussion

It is important to recognize that this was a preliminary study, and so many issues can be pointed to that will need to be addressed in moving ahead.

A. Study Limitations

As an initial evaluation of the concept, we tested only the capability of modelling one possible change step in the prototype of the knowledge representation framework, involving requirements R1, R2, R4, and R6. The other requirements involved multiple change steps or collaboration, demanding longitudinal study we deemed premature at this stage of the research. Thus, we cannot claim that fulfilling those requirements will suffice to solve the problems of re-architecting.

Although we noted the time taken for each task, we do not report it as it is not especially meaningful, given the simulation nature and our interruptions. Participants took roughly a half hour to complete each task. We did note that the second task performed was typically performed in less time regardless of treatment. Whether this represented a true learning effect about the tasks or an effect of learning about our interruptions and questions, is unclear, but a point of concern moving forward.

B. The Paper Prototype Limitations

We tested core concepts of the KR framework and not a user interface. Despite attempts at minimizing investigator bias by training a confederate to simulate a user interface, he was obviously a human being who did not interact with paper, pins, and string as quickly as a software tool would alter a visualization of a change step model. Some participants expressed a certain degree of frustration with this aspect, as it reduced the fidelity of the simulation and demanded mental agility and imagination from the participants. Despite that, we received useful feedback from participants regarding the utility of the concepts.

C. Bias in the Questionnaire

In an attempt to simplify the questionnaire, bias likely crept into the questions being put to the participants. Coupled with the fact that they were graduate students alongside the first author, they likely wished to please. However, we could see from direct observation and the resulting artifacts that they were able to express their ideas for the re-architecting more effectively than in their textual descriptions. Personal experience during dry runs of the study pointed to the same issue: trying to express the notion of a transformation of a poorly encapsulated segmented of code is painful.

D. Potential Transfer of Lessons Learned to Other Problems

Although our KR framework is obviously geared to technically-literate users working in a narrow domain (i.e., software developers and associated stakeholders performing software re-architecting), we are strongly of the opinion that the core ideas could support group-based solving of other “wicked problems” from outside software development.
The KR framework aims to support incremental and iterative solving of large problems for which no one individual possesses sufficient knowledge to reasonably arrive at a workable solution; the explicit connection to software re-architecting is almost accidental. Consider the five dimensions of the framework. The Component dimension does mention “the logical units of implementation” but this could as easily say “the chunks of the solution that are meaningful to the people involved.” The Dependency dimension could simply indicate that one chunk uses another chunk in a way that matters to the people involved in the problem solving. “Software” is irrelevant to the other three dimensions.

Whether an arbitrary group problem-solving exercise is amenable to an underlying box-and-arrow diagram approach is an open question, notwithstanding the desires of the purveyors of the Unified Modeling Language (UML); however, note that UML pushes towards precision, which is problematic when information is incomplete, and of questionable value when precise details must be faked. In addition, it is unclear that a box-and-arrow interface will be appropriate for all contexts.

Nevertheless, the essential core of the idea is to force people to write down even their half-baked ideas in a simple but structured manner in order to communicate these to the other people involved, thus supporting feedback/pushback and iteration towards a solution in a fashion that makes sense to them. The explicitness is key: even if someone’s idea is not fully-formed, the others can start to understand what is in their mind, permitting constructive arguments, refinements, and alternative ideas. Without the explicitness, confusion and/or chaos can easily reign silently behind the scenes wherein the people all believe they understand each other, until that unpleasant moment when they realize that there were inconsistencies in their understanding. Demanding excessive detail or being overly restrictive on the form of the “plans” created is not appropriate; the flexibility and simplicity here seem to work nicely, though it is early days to be too sure of that claim.

VI. RELATED WORK

Much research has been devoted to the topic of refactoring: small changes made to narrow aspects of software source code to improve it for developers [11], [12]. Some of these works also refer to another type of internal improvement to programs: big refactoring or large-scale restructuring that, because of its scale and impacts on a system as a whole, has been raised as a different issue [11], [13], [14]. Unlike the refactoring category where changes are fully identified and specified as a common solution to a common problem in any system implementation, “big refactoring” (i.e., re-architectings) occur for unique reasons and in very different ways in software systems. So, they cannot be categorized and specified beforehand for further support. If this were to be done for a specific kind of re-architecting, its purpose and application must be very limited, limiting its utility.

A part of the software engineering research community has focused on modelling software architecture transformations and evolution [15]–[23]. The purpose of the re-architecting modelling approaches is to describe the transformations as well as the “evolution path” from one type of architecture to another. For this purpose, architecture description languages are expanded or new languages are introduced in order to describe a re-architecting in a formal way and allow researchers to perform a series of verification on the resulting models. The audience of these methods are not developers but architects of mission critical systems whose goals justify rigorous modelling activities.

Another part of the research community has focused on automating parts of the implementation of the changes in a particular programming language [24]–[26]: such works address some specific technical issues. Yet another part of the research community has focused on improving existing support for more general technical issues that are not restricted to software re-architecting, such as better code understanding and visualization, better code analysis, change recommendation, and pragmatic code reuse to name a few [27]–[35]. Still other existing works have focused on the automatic identification of architectural refactoring opportunities within an existing software system; this addresses only a fraction of the triggers suggesting possible support for re-architecting a software system [36]–[38].

Most available empirical studies on this subject have considered some question about refactoring [11], [12]. Since re-architecting is a kind of refactoring too, these studies also contribute empirical findings about software re-architecting and the challenges people face in doing it [5], [6], [14], [39]–[41]. These studies commonly indicate that what developers of a re-architecting need is beyond the automation of the code transformations. These studies often suggest that even small-scale refactoring possesses a human aspect concerning the troubles of human collaboration in this task and a technical aspect which is about the technical problems related to the system or the transformations, justifying our work.

VII. CONCLUSION

The software architecture of large-scale systems, in particular, can have a direct impact on user experience and key properties like security. When the business context changes, changes to the software architecture can be necessary lest the system become obsolete. Little attention is paid to the human aspects of this problem: who needs to understand the current software architecture, who needs to understand concretely how it needs to become, and how do they determine how to get from the before picture to the after picture considering that it cannot possibly be done by a single person? Evidence from current practice suggests a non-systematic approach that too frequently leads to failure. Instead, support is needed for incremental and incomplete understanding and decision making, dealing with the realities of many people collaborating in a large organization with differing levels of technical- and business-level expertise, sometimes narrowly focused.

We have presented a novel knowledge representation framework, derived from a prior industrial case study and interviews with industrial practitioners, to address the key problems that
recur during software re-architecting—fundamentally human problems only coloured by the technical context, not rooted there. As an initial validation of the KR framework, we conducted a small user study comparing traditional tools for understanding and communicating about software changes, against a paper prototype realization of the KR framework. The results suggest that the KR framework addresses better the problems encountered in software re-architecting, supporting investment in the development and longitudinal study of concrete tools realizing it.

We note that the core ideas of the KR framework are agnostic of the context of software re-architecting; thus, we postulate that the framework could apply to other group problem-solving contexts where collaboration on “wicked problems” is necessary to overcome them. Further study is needed.
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Abstract—Although developments in modern medicine continue to reduce premature death from acute illnesses, chronic diseases are now pervading the resultant aging population at a growing rate. Such diseases cannot be cured with drug-based treatment, but can be controlled with patients’ regular monitoring of their symptoms and consequent lifestyle changes. However, this level of sustained engagement outside face-to-face appointments places a considerable burden upon patients. Smartphones are suitable platforms to support both patients in engaging with self-management plans, and clinicians in directly monitoring the influence of these plans. Bespoke applications exist for such purposes, yet the diversity in patients’ lifestyles and levels of engagement necessitates many new or personalised applications. One approach, to solve these problems at scale, is with end-user development. This paper reports the findings from interviews with clinicians, and ethnographic observation in chronic disease management clinics, to derive requirements of end-user development technology to support clinicians and patients in tailored management of their diseases. Time and quality are key factors towards stakeholders’ acceptance of chronic disease management with end-user development.

I. INTRODUCTION

Medical research continues to fight a winning battle against acute deadly diseases. However, the global reduction of acute infectious diseases such as smallpox, malaria, measles and polio, has increased overall life expectancy, giving rise to a dramatic increase in the problem of chronic diseases. According to the World Health Organization (WHO), global life expectancy increased by 5.5 years from 2000 to 2016. In parallel, almost 60% of worldwide deaths and 43% of the global disease burden are attributed to chronic diseases - figures expected to rise to 73% of deaths and 60% of global disease burden by 2025. With a disparate range of causal factors, various social and economic influences, and no clearly delineated solution, this chronic disease pandemic is, by definition, a “wicked problem”. Technological innovations have transformed the effectiveness of healthcare around the world. Examples such as MRI scanners, laser eye surgery, or bionic hands may spring to mind, but these are undisputed solutions to “tame problems”. In this paper, we instead draw attention to technology that can support human-centred communication and collaboration towards developing better approaches to patient management. From an organisational perspective, patient records and prescriptions can be digitised for ease of access and transfer across different practitioners. In terms of diagnostics, wearable devices that quantify and summarise health data such as blood pressure and heart rate can be used to monitor patients more effectively. Smartphone apps are now being developed that can trigger emergency actions based on physiological data, such as automatically calling emergency services when the onset of a heart attack is detected. The expanding opportunities afforded by mobile health technology have even empowered patients to monitor and manage their own conditions, independent of clinician involvement. With increasing hospital waiting times, and the prevalence of chronic diseases in the global population, the UK’s National Health Service (NHS) has already begun to act on these potential benefits, through introduction of an NHS-certified app library.

While bespoke apps can help chronic disease patients control their symptoms and effectively provide a solution at an individual scale, the diversity in symptoms, lifestyles, socio-economic status, and self-efficacy of these patients in managing their conditions, all preclude a “one-size-fits-all” app solution. Thus, we propose that this problem is ideally suited to end-user development (EUD) technology, where flexible software can be tailored to the requirements of its end-users and adapted dynamically as required. Allowing clinicians to collaborate in the development of disease management apps, personalised to individual patients, would enable a human-centred approach to solving this problem. Indeed, sufficiently motivated patients could themselves engage in EUD activities. The contribution of this paper is a qualitative analysis of clinician interviews, and observation of nurses running chronic disease management clinics, from which a set of requirements are derived for EUD technology in the management of drug-resistant chronic diseases. In particular, our results address:

- Stakeholders’ perceived utility of EUD as a novel form of human problem-solving (perceived potential)
- Challenges with respect to patient-clinician communication, as well as inter-clinician communication (workflow requirements)

1. www.who.int/gho/mortality_burden_disease/life_tables/situation_trends_text
2. www.who.int/chp/about/integrated_cl Accessed 27/06/18
• Organisational factors required to support integration of this technology into current working practices (facilitating conditions)

II. RELATED WORK

“The use of mobile and wireless technologies to support the achievement of health objectives (mHealth) has the potential to transform the face of health service delivery across the globe” [2].

This quote from the WHO’s report on mHealth innovations exemplifies how app-based solutions to health service issues are being taken seriously by global organisations. Indeed, there are now over 325,000 health-related apps available for download [3], provoking concerns about the lack of evidence-based information in the majority of these apps, and the associated dangers of misinforming their users [4]. In particular, we focus on apps for assisting in non-communicable disease management, which do not directly solve problems in themselves, but instead facilitate “human problem-solving” by encouraging self-reflection, and enabling understanding between patients and clinicians.

A literature review was conducted within computer science literature databases including the ACM, IEEE, and Scopus digital libraries, as well as the PubMed Central and APA PsycINFO databases, using combinations of terms including ‘smartphone’, ‘self-monitoring’, ‘self-management’, ‘experience sampling’, ‘user-centred’, ‘participatory design’ and ‘recommendations’. Particular insight was obtained from user-centred design studies that highlighted stakeholder perceptions of smartphone apps for self-management, prompting the addition of the latter three terms.

From this review, a variety of interactions between patients, clinicians, and apps themselves were proposed, as illustrated in Figure 1, representing an evidence-based set of features for general-purpose disease management technology. Arrow numbers correspond to the following numbered descriptions of each interaction.

**Clinician Interactions**

1) Viewing real-time patient data: Instant access to self-monitored patient data could guide treatment decisions in face-to-face clinical appointments. Study participants living with cystic fibrosis [5] and attention disorders [6] both strongly supported the provision of contextual information to clinicians. In an evaluation study of an app where such information access was implemented, pediatricians described how this saved time, focused appointments, and facilitated communication about difficult issues during these appointments [7].

2) Updating management plan in real-time: Studies that cite the benefits of smartphone-based self-management all describe bespoke apps developed for the specific purpose of each study. Hence it appears that, although these benefits are generic and adaptable, their implementations are not. Thus, the researcher must be able to adapt these features found in bespoke apps to any study they choose to run. In doing so, they perform end-user development (EUD) activities. While there are few studies addressing this interaction, the work of Tetteroo and Markopoulos addresses EUD for rehabilitation therapists to design exercises for their patients [8].

3) Providing feedback to patient: In user-centred design studies of healthcare apps, feedback provision from clinicians to patients was extensively discussed. Given that clinicians have very little time outside of scheduled appointments, there was surprising enthusiasm for this type of interaction. For example, it was recognised that in-the-moment professional assistance on coping with cancer-related pain, prompted by self-assessment data, would support sustained engagement with self-monitoring [9]. Clinicians also suggested that feedback would not have to be a time-critical intervention, and were enthusiastic about providing regular feedback to patients on their data [10]. In an implemented trial, clinicians valued a feature allowing response to alerts on patients’ symptoms of potential heart failure, suggesting that the initial workload involved in responding to these alerts would be reduced in the long-term by minimising unnecessary hospital admissions [11].

**Patient Interactions**

4) Viewing aggregated, collected data: Sophisticated sensing and growing storage capacity of smartphones enable rich visual charts of objective, historical data to be displayed. Visual feedback could raise engagement in patients with chronic health conditions. Participants trialling the MONARCA system valued both the ability to correlate their moods with objective data, and to determine the temporal antecedents of low moods [12]. Users with chronic conditions expressed interest in viewing their passively sensed information, particularly in the form of visual graphs, supported by participants with mixed chronic conditions [13] and diabetes [14].

5) Tailoring app to personal preferences: Despite the motivational influence of empowerment to self-manage, maintaining a high level of engagement with apps is still a significant challenge. mHealth apps are easily removed or forgotten about, and patients thus must perceive sufficient value from use if they are to retain engagement. Indeed, recent statistics illustrate that a quarter of apps downloaded are only used once [4]. A balance must be sought between ensuring that app...

content is based on the input of a professional, while also respecting the preferences of its end-users. User-centred design studies of health apps have elicited the importance of flexible prompt schedules to end-users [15]. Moreover, end-users also desire the ability to control the content of feedback that they are provided with [12], [13], as well as the format in which this feedback is presented [6].

6) Providing feedback to clinician: While visual feedback and personalisation are both useful features for improving engagement, certain issues relevant to patient care may require a direct channel of communication to clinicians. As such, “healthcare partnership” was an emergent theme in one focus group study [13]. Focus group participants expressed a desire to contact clinicians for additional explanation of their received feedback. Involving clinicians in this “sense-making” process was proposed to support patients in attaining maximum benefit from their management plans. Additionally, individuals with cystic fibrosis identified how self-monitored data would enable them to provide feedback to clinicians between appointments [5].

App Interactions

While supporting human problem-solving by definition relies on ensuring humans can make decisions, actions that can be made automatically by smartphone apps can provide knowledge for human decision-making at key times.

7) Receiving and classifying data: Self-reports can assess intentions, attitudes or certain subjective physical symptoms (such as discomfort or pain). However, an increasing breadth of information can be objectively assessed from sensors built-in to the smartphone, or externally worn. In doing so, passively collected sensor data can minimise self-report burden, provide researchers with richer information, and enable tailored assessment and intervention strategies. For example, Ben-Zeev et al. showed that smartphone-sensed geospatial activity and sleep duration were significantly related to stress levels in a cohort of young people [17]. Adams et al. review smartphone sensing for monitoring physiological and behavioural biomarkers, providing a comprehensive source of examples [18].

8) Sending alerts to clinician: From knowledge acquired through subjective and objective data, disease management apps could inform clinicians of in-the-moment issues or emergency situations. In many conditions, early detection of symptomatic pre-cursors can prevent fatal consequences through clinician intervention. In a user-centred study on app requirements, clinicians and cancer patients both supported a feature to alert clinicians when patients reported high levels of pain [9]. Clinician alerts were also implemented in a randomised control trial, where physiological readings transferred to smartphones via Bluetooth, combined with patients’ symptom reports, alerted clinicians to heart failure preconditions [11]. The trial reported improved health outcomes, with patients expressing feelings of reassurance and self-efficacy, and clinicians confirming the utility of alerts.

9) Sending notifications to patient: Interventions could be dynamically delivered at locations of interest or on physiological measures. For example, the Q Sense app deployed tailored interventions when participants dwelt in identified smoking locations, with post-study feedback exhibiting positive response towards location triggers, and tailored messages [19]. For self-management, users with chronic conditions valued the possibility of contextual reminders, such as those prompted at a particular location [5], [16]. One study had participants describe their physical activity after levels of intense activity, or extended non-activity, were detected with a smartphone accelerometer [20]. From a healthcare perspective, this increased self-awareness could promote positive behaviour [21].

Summary

The cited studies employ user-centred design to solve “tame”, albeit non-trivial problems of developing engaging healthcare apps for particular conditions. We suggest that for chronic disease management apps to be effective on a global scale, the extent to which these features are utilised should be determined by clinicians and patients themselves, shifting from design before use to design during use [22].

However, developing EUD tools that support stakeholders in their current practice, and evaluating the success of these tools in doing so, are major challenges, which require investigation beyond usability studies. In real-world deployments, an individual’s interactions with technology are highly dependent on others who form part of their working practices, and existing technologies in this environment. These factors are diverse and dynamic, such that continuous communication and collaboration are necessary to ensure that deployed technology evolves with an environment and the people within it. As a result, the approach taken here was to elicit direct feedback from clinicians, as the potential users of EUD technology.

III. Interviews

Semi-structured interviews were conducted with eight practising clinicians in our university’s school of medicine. Interviews took place at the interviewees’ location of choice, lasted approximately 45 minutes, and were audio recorded. The recordings were then transcribed, and qualitatively coded for thematic analysis. Coding was structured based on the addressed themes specified in the introduction, which were linked to constructs in validated models of technology acceptance, specifically the Technology Acceptance Model, as shown in Figure 2, and the Unified Theory of Acceptance and Use of Technology [23]. In doing so, factors pertaining to the real-world adoption of chronic disease management EUD were identified. The relevant constructs of these models are perceived usefulness (which is further divided into perceived potential and workflow requirements) and facilitating conditions. These themes are defined as follows.

1) Perceived potential - Clinicians were given a brief overview of an existing EUD tool, and asked for feedback on the perceived utility of EUD for disease management.

2) Workflow requirements - Clinicians were asked about their current practices in dealing with patients managing
GPs often rely on quick prescriptions of medication to avoid pressure to see as many patients as possible, meaning that time-constrained appointments, and that takes patients’ psychosocial issues and lifestyle habits benefits and barriers are summarised in Table I.

Concerned that their workload would be increased. Potential self-management on time were varied, with some clinicians reducing unnecessary appointments and freeing up clinic time. Reciprocally benefit the clinicians themselves, in terms of erers, the potential for improved patient health outcomes would be a diversity of roles, responsibilities, and opinions with respect to patient care were thus exposed.

The clinicians interviewed consisted of five general practitioners (GPs), a pharmacist, an ophthalmologist, and a clinical psychologist. A diversity of roles, responsibilities, and opinions with respect to patient care were thus exposed.

A. Perceived potential

Although clinicians and patients are two distinct stakeholders, the potential for improved patient health outcomes would reciprocally benefit the clinicians themselves, in terms of reducing unnecessary appointments and freeing up clinic time. However, opinions regarding the effect of smartphone-based self-management on time were varied, with some clinicians concerned that their workload would be increased. Potential benefits and barriers are summarised in Table I.

C4, a GP, explained the benefits of a holistic model of care that takes patients’ psychosocial issues and lifestyle habits into account. However, time-constrained appointments, and pressure to see as many patients as possible, means that GPs often rely on quick prescriptions of medication to avoid overrunning on clinic time. A further aggravating issue is that appointment slots are often used for simple reviews:

“I certainly feel like we do epilepsy reviews face-to-face which could be done remotely. Because a lot of that is asking questions or providing advice which actually you don’t need to physically be in the same room as somebody to do that”

Thus, when face-to-face diagnoses are not required, as in these epilepsy reviews, self-management technology could increase appointment slots for acutely unwell patients.

Clinicians further explained that patients were often poor at reporting their symptoms and summarising their experience over a number of weeks:

“the doctor sees them every two weeks so then some patients they tell them ‘how was everything during the two weeks?’; ‘Yes everything was alright’...because then time passes and patients tend to forget” (C2)

Irrespective of patients’ memory bias, the act of taking an individual reading in a clinical setting is insufficient to characterise the overall status of the patient. C8 explained how, for diabetic patients, a single “HBA1C” reading is relied upon to derive longitudinal information:

“we’re relying on one single value of this HBA1C so...you might know that the patient has not been well-controlled but you don’t know why...”

B. Workflow requirements

Although the perceived potential of EUD technology was evident from clinicians’ feedback, a number of requirements were addressed towards the workflows and communication that would need to be supported. Such requirements, and barriers in Table I that they would address, are shown in Table II.

1) Technologies should make it easy for clinical staff to communicate and collaborate with each other: Chronic disease patient care is a collaborative effort between GPs and specialist practice nurses. Clinicians explained how individual diseases were dealt with by nurses who had received specific training for management of that disease. Patients may also see different doctors, so it is important to enable collaboration and understanding between clinicians. Current technology does not provide a simple means of doing so, as expressed by C3, a clinical psychologist:

“If we make a change to patients’ medication, the quickest way to communicate that to the GP is to fax them, would you believe. So, if we email the GP, we have no idea when the GP might pick that up” (C3)

It also emerged that comorbidities would need to be taken into account. Patients with a chronic disease such as diabetes often have a coexisting disease such as asthma or hypertension. While one nurse would be capable of authoring an action plan for managing a patient’s diabetes, this would require input from an asthma nurse if such a comorbidity was present.

2) Technologies should support patients’ current self-monitoring: Clinicians also expressed positive opinions with respect to the feasibility of self-monitoring, given that many patients are already engaged in doing so. It emerged that

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Perceived Benefit</th>
<th>Associated Barrier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>Patients more independent</td>
<td>Incapable patients at risk of being forgotten</td>
</tr>
<tr>
<td></td>
<td>Patients empowered to self-monitor</td>
<td>Patients are diverse in self-management needs</td>
</tr>
<tr>
<td>Clinician</td>
<td>Clinicians can track patients’ progress</td>
<td>Diverse data can overload an individual clinician</td>
</tr>
<tr>
<td></td>
<td>Clinicians acquire more accurate data</td>
<td>Patients may be burdened by extra self-monitoring</td>
</tr>
</tbody>
</table>

chronic conditions, with emphasis on activities that would need to be supported.

3) Facilitating conditions - Clinicians discussed the practical issues of integrating novel technology into an existing healthcare system.

Although we demonstrated our specific EUD tool, Jeeves, to clinicians in the interviews, the feedback elicited focused on broader issues of its integration into an existing healthcare system. Factors pertaining to existing features of Jeeves are discussed in further detail in our work with psychology researchers [24], and instead the hypothetical features derived in our related work were used as prompts for idea generation in these interviews.

The clinicians interviewed consisted of five general practitioners (GPs), a pharmacist, an ophthalmologist, and a clinical psychologist. A diversity of roles, responsibilities, and opinions with respect to patient care were thus exposed.

A. Perceived potential

Although clinicians and patients are two distinct stakeholders, the potential for improved patient health outcomes would reciprocally benefit the clinicians themselves, in terms of reducing unnecessary appointments and freeing up clinic time. However, opinions regarding the effect of smartphone-based self-management on time were varied, with some clinicians concerned that their workload would be increased. Potential benefits and barriers are summarised in Table I.

C4, a GP, explained the benefits of a holistic model of care that takes patients’ psychosocial issues and lifestyle habits into account. However, time-constrained appointments, and pressure to see as many patients as possible, means that GPs often rely on quick prescriptions of medication to avoid overrunning on clinic time. A further aggravating issue is that appointment slots are often used for simple reviews:

“I certainly feel like we do epilepsy reviews face-to-face which could be done remotely. Because a lot of that is asking questions or providing advice which actually you don’t need to physically be in the same room as somebody to do that”

Thus, when face-to-face diagnoses are not required, as in these epilepsy reviews, self-management technology could increase appointment slots for acutely unwell patients.

Clinicians further explained that patients were often poor at reporting their symptoms and summarising their experience over a number of weeks:

“the doctor sees them every two weeks so then some patients they tell them ‘how was everything during the two weeks?’; ‘Yes everything was alright’...because then time passes and patients tend to forget” (C2)

Irrespective of patients’ memory bias, the act of taking an individual reading in a clinical setting is insufficient to characterise the overall status of the patient. C8 explained how, for diabetic patients, a single “HBA1C” reading is relied upon to derive longitudinal information:

“we’re relying on one single value of this HBA1C so...you might know that the patient has not been well-controlled but you don’t know why...”

B. Workflow requirements

Although the perceived potential of EUD technology was evident from clinicians’ feedback, a number of requirements were addressed towards the workflows and communication that would need to be supported. Such requirements, and barriers in Table I that they would address, are shown in Table II.

1) Technologies should make it easy for clinical staff to communicate and collaborate with each other: Chronic disease patient care is a collaborative effort between GPs and specialist practice nurses. Clinicians explained how individual diseases were dealt with by nurses who had received specific training for management of that disease. Patients may also see different doctors, so it is important to enable collaboration and understanding between clinicians. Current technology does not provide a simple means of doing so, as expressed by C3, a clinical psychologist:

“If we make a change to patients’ medication, the quickest way to communicate that to the GP is to fax them, would you believe. So, if we email the GP, we have no idea when the GP might pick that up” (C3)

It also emerged that comorbidities would need to be taken into account. Patients with a chronic disease such as diabetes often have a coexisting disease such as asthma or hypertension. While one nurse would be capable of authoring an action plan for managing a patient’s diabetes, this would require input from an asthma nurse if such a comorbidity was present.

2) Technologies should support patients’ current self-monitoring: Clinicians also expressed positive opinions with respect to the feasibility of self-monitoring, given that many patients are already engaged in doing so. It emerged that

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Perceived Benefit</th>
<th>Associated Barrier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>Patients more independent</td>
<td>Incapable patients at risk of being forgotten</td>
</tr>
<tr>
<td></td>
<td>Patients empowered to self-monitor</td>
<td>Patients are diverse in self-management needs</td>
</tr>
<tr>
<td>Clinician</td>
<td>Clinicians can track patients’ progress</td>
<td>Diverse data can overload an individual clinician</td>
</tr>
<tr>
<td></td>
<td>Clinicians acquire more accurate data</td>
<td>Patients may be burdened by extra self-monitoring</td>
</tr>
</tbody>
</table>
patients with chronic diseases are often highly skilled in their management, and willingly purchase monitors to facilitate their independence. In order for new technologies to become an asset to their healthcare, rather than a burden, it should be possible to integrate technologies with patients’ current self-monitoring practices. It was suggested that Bluetooth and other wireless data transfer technology could enable patients’ results to be seamlessly uploaded from their existing devices.

3) **Technologies should allow tailoring to individual patients:** A patient-centred care approach relies on the incorporation of patients’ own goals, motivations and constraints, which determine whether or not they are likely to engage in treatment. C6 described these factors as the patient’s “agenda”:

   “Healthcare people, not just doctors, have agendas, but the patients often come in with a totally different agenda, so it’s about sorting out what the patient’s agenda is and how you can use that to improve their physical wellbeing.”

4) **Technologies should support personalised reminders:** For the inevitable cohort of patients who would not engage in self-monitoring, it should be simple to set up reminders for different aspects of their healthcare. C3 mentioned that either patients themselves, or their carers, would add appointment reminders on their mobile devices.

   “Interestingly quite a few of our patients say they’ve set reminders on their phone for things like daily reminders of it’s time to take their medication. So they’ve actually done that themselves, or somebody’s usually done it for them…”

   Additionally, many of these patients are required to take medication at particular times in their daily routine. C8 suggested that it should be possible for patients to input their waking and sleeping times, as well as regular mealtimes, to ensure that medication is taken.

C. **Real-world integration**

In the context of clinical practice, constraints imposed by the NHS present significant barriers to EUD adoption in the UK. Healthcare transformation is difficult in a system where it must take place at a national level. Thus, facilitating conditions must be fulfilled to enable the transition from clinicians’ intention to use to their active usage behaviour [23].

| TABLE II |
| EUD WORkFLOW REQUIREMENTS FOR INTERVIEWED CLINICIANS |

<table>
<thead>
<tr>
<th>EUD Support</th>
<th>Barrier Addressed</th>
<th>Functionality Required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinician collaboration</td>
<td>Patients are managed by many clinicians who need specific types of data</td>
<td>Community support, including shared editing + collaboration functions</td>
</tr>
<tr>
<td>Monitoring Integration</td>
<td>Patients may be burdened by additional work on top of current self-monitoring</td>
<td>Simple integration with existing monitoring equipment and routines</td>
</tr>
<tr>
<td>Individual Tailoring</td>
<td>Patients are diverse in their personal management needs</td>
<td>Protocols that are tailored to stages of patient independence</td>
</tr>
<tr>
<td>Personalised Reminders</td>
<td>Dependent, incapable patients are at risk of being forgotten</td>
<td>Prompts delivered at times personalised to patients’ preferences</td>
</tr>
</tbody>
</table>

1) **Clinicians must be allowed time to get used to new technologies:** Although time was a critical factor across all clinicians, GPs in particular reported a lack of time given their high workload. Ironically, clinicians would struggle to adopt time-saving technology because the initial time to introduce it would be too costly, as expressed by C4:

   “...I know that takes like a minute or two, it’s a minute or two I might not have. The times are very very precious...this will free up time ultimately. But it’s that initial jump, isn’t it?”

   GPs expressed frustration that, paradoxically, they need more time to discuss general health management that would reduce unnecessary appointments. However, this high number of appointments forces them to limit individual patient time to 10 minutes.

2) **Clinicians must trust the resilience of apps developed with EUD:** From a technical perspective, clinicians were wary about the reliance on technology to capture abnormalities and give patients immediate feedback at critical times. Quality assurance of smartphone apps is critical in a medical context, where the health and well-being of patients could potentially be put at risk. Clinicians had concerns about what would happen if such an app were to malfunction:

   “if suddenly you don’t have network coverage, then your reading might not get to the platform or whatever or the server in two hours, and then if it’s a high reading...you might not be able to receive the message soon enough” (C8)

In summary, the clinician interviews gave further insight into the types of interactions that would be required to support effective human problem-solving in chronic disease management. In order to strengthen the ecological validity of these findings, it was necessary to observe the current practices of clinicians involved in this domain.

IV. **Observation**

An observation session was conducted over two hours at a local clinical practice, with one hour assigned to both a nurse running a diabetes clinic, and a nurse running a hypertension clinic. Within each hour, three patients were seen by both nurses. Audio recordings and computer use were not permitted within the clinical setting. Instead, notes were hand-written during the observation sessions, transcribed and expanded on within 24 hours of the recording process. The observation sessions were naturalistic, in that the observation aimed to disrupt the process as little as possible.

A. **Diabetes management clinic**

The observations made during the diabetes management clinic are divided into the following themes: self-management, salient problems, and technology use.

1) **Self-management:** The nurse explained that, contrary to the stereotype of older patients being less accepting of patient-centred care, diabetic patients of all ages are proactive in self-monitoring their conditions, and often enthusiastic in doing so. Patients are required to carry electronic glucose monitors with them, in order to ensure that their levels are safe prior to driving or engaging in other activities that would require...
Concentration, which these patients accept as part of their management regime. As previously mentioned by clinicians, patients often purchase their own monitors for home use.

2) Problems: Contrary to the expectation of non-compliance with self-monitoring, patients are highly compliant, but face barriers in terms of memory and information overload. Two of the three patients had their medication reviewed, revealing a considerable number of drugs for managing comorbidities present in these patients. The nurse required clarification from patients on medication they were currently taking, as medication lists are sometimes not synchronised across the practice. When these discrepancies are not checked, this can result in patients reordering unnecessary prescriptions.

3) Technology: In terms of resources, patients were provided with a self-management plan on paper. The nurse explained that while patients were generally enthusiastic about a personalised plan, the paper often got misplaced, so that the nurse would keep a copy herself to use for discussion with patients. Indeed, technology use was limited to the nurse’s patient management application. She described how some clinics send patients SMS appointment reminders, but that this is at the discretion of the clinic’s management, and due to the logistics of implementation, is uncommon.

### B. Hypertension management clinic

The hypertension management clinic had a similar format to that of the diabetes clinic, involving a nurse with expertise in hypertension, who saw three patients for their annual reviews.

1) Self-management: Despite similar difficulties to the diabetic patients in independent management of their treatment, hypertension patients also appeared to be proactive in doing so. All three patients were satisfied with monitoring their blood pressure readings every day, expressed interest in the results, and engaged in active discussion with the nurse, rather than passively receiving information. The nurse explained that patients frequently get white coat hypertension - the artificial raising of blood pressure readings caused by the unfamiliar clinical environment. To alleviate this, they are encouraged to take their blood pressure readings at home, in a familiar context that provides the most accurate results.

2) Problems: Forgetfulness, particularly in medication management, was a pertinent issue noted during observation in two older patients. As discussed in the diabetes clinic, patients would order unnecessary medication, due to lack of communication between clinical staff. One patient was unsure of the medication she was regularly taking. The nurse was required to go through this patient’s list of medication, asking which was actually necessary. Although appointment reminders were sometimes made via phone calls, this placed additional responsibility on nurses beyond their standard schedule.

3) Technology use: The use of technology again appeared to be limited to the nurse’s patient management application, which did not integrate well with patients’ paper-based readings, as previously described in the manual transcription, scanning and uploading of patient results. The nurse described a new system for prescription management, whereby patients receive a text message to remind them that their prescription is due. The system has so far received a positive response from patients, but is limited to prescriptions and does not take into account regularly scheduled appointments, or reminders to take medication, for example.

### C. Summary

These observations are not an in-depth ethnographic study but instead served as a source of triangulation with clinician interviews. Table III summarises observations, their implications, and the requirements derived from interviews that they support, described in detail as follows.
The between-patient variation in skills and requirements necessitates individually tailored apps. However, within-patient differences of knowledge and proactive behaviour over time indicate the utility of allowing patients to tailor their apps independently. Recently diagnosed patients require considerable education and reminders to engage in treatment, but over time, their self-efficacy increases such that monitoring and medication become routine activities. Thus, continuous reminders from an app at this stage are likely to be irritating and intrusive. Allowing patients to adjust the level and type of reminders as necessary would therefore be beneficial, represented by the requirement that “technologies should allow tailoring by individual patients”.

The laborious transfer from paper to electronic health records could be alleviated for nurses, but if patients have to do their own transfer of readings from glucose or blood pressure monitors into new technologies, there still exists labour on their part. Further, the requirement that “technologies should support patients’ current self-monitoring” could also streamline this process for patients themselves.

This difficulty in information transfer was also present between nurses and other clinicians. For example, changes to medication initiated by GPs were not immediately communicated through the clinic’s system, such that nurses relied on patients to provide up-to-date information. Accessing results such as blood tests also appeared to be a time-consuming process for nurses. This difficulty in communication was highlighted through interviews, motivating the requirement that “technologies should make it easy for clinical staff to communicate and collaborate with each other”.

Allowing patients and nurses to work together to schedule reminders on patients’ devices for medication, appointments, and emergency equipment could be a useful feature, consistent with the requirement that “technologies should support personalised reminders”. As an example, a prompt could be issued to a patient when they leave their home to remind them to take appropriate equipment with them. This further links with the importance of app reliability. Ensuring that reminders are sent to patients consistently is of particular importance, such that “clinicians must trust the resilience of apps developed with EUD technology”.

The adoption of problem-solving technology must not impose additional burden on clinicians in its use. Although empowering patients to take responsibility for their healthcare would reduce the burden of unnecessary or missed appointments, it appears that the primary barrier to the adoption of novel technology is the initial burden of introduction. Nurses are still constrained by time, and as such are unlikely to monitor patients’ self-reported readings in between appointments unless specific time was allocated for them to do so. This supports the requirement that “clinicians must be allowed time to get used to new technologies”.

V. Discussion

For clinicians to adopt new problem-solving technologies in practice, our interviews suggest that this is largely dependent on the facilitating conditions determined by their organisation. Clinicians are constrained by the health service’s stringent requirements on app evaluation and ethical considerations. Nevertheless, the WHO’s advocacy of mobile technology’s role in healthcare and the establishment of the NHS app library, suggest that technologies that mitigate the chronic disease pandemic will be feasible in the near future.

Clinicians explained that target patients are often already active in self-monitoring, suggesting that, although such technology would be feasible, clinicians also have initial requirements that must be satisfied by software to justify the disruption of their current working practices. We briefly discuss these requirements in relation to the two overarching themes of time and quality of EUD technologies.

Time appears to be the most critical barrier faced by clinicians, thus the time EUD would ultimately save (perceived usefulness) and the time that organisations would allow for integration (facilitating conditions) are determining factors for adoption. The NHS, or indeed any organisation that a clinician is part of, must allocate time for a period of adjustment. However, an organisation’s willingness to do so is contingent on the assurance that it will eventually save time, and therefore money. Empirical evidence of time-saving capabilities through an NHS-supported evaluation is thus necessary. Although clinicians will still have limited time to engage in development activities, patients’ motivation to independently manage their health suggests that these patients could themselves act as developers, tailoring their management applications to their own goals and needs.

Quality is another overarching factor discussed. The quality of an app in terms of its functionality is a determining adoption factor (perceived usefulness), but particularly in terms of its reliability. A reliable app ensures that constant debugging and patient frustration are minimised, but is also necessary to ensure that apps will not potentially cause harm by malfunctioning (facilitating conditions). Reliability is another critical facilitating condition for organisations. Particularly in the health service, all apps must undergo rigorous evaluation to ensure that they will do no harm to patients. This is a difficult implication to address for an EUD tool, given that adoption is contingent on not just the reliability of one particular app, but on the reliability of all apps that could be developed. Evidence that clinicians and patients cannot implement harmful apps is therefore a necessary adoption factor.

A. Limitations

Although interviews and observation offer insights beyond that of usability studies, some limitations remain. Half of the interviewees were GPs, which was a consequence of convenience sampling in our university’s school of medicine. It emerged that GPs are minimally involved in chronic disease management of patients. Nevertheless, all clinicians were well-informed on the duties of practice nurses and therefore aware of their potential motivations and constraints. Further work is required to elicit the firsthand feedback of practice nurses.
Furthermore, unlike the studies in our Related Work section, we did not receive direct feedback from individuals currently managing chronic diseases. However, clinicians provided detailed accounts of potential issues and benefits for patients, which were reflected in the observation of such patients, and were adequate for addressing adoption factors for clinicians.

Finally, as chronic disease is a global problem, we are limited in the scope of our research within the UK health service. Attitudes towards, and understanding of health technologies will vary widely across different cultures, constituting an extra dimension of “wickedness”. Replicating this work with international clinicians would provide insight into the breadth of this variability.

VI. CONCLUSION

EUD platforms can support clinicians and patients to take charge of chronic disease management at a large and complex scale, where there is no clearly delineated and agreed solution for all problem owners. In this paper, we described how clinicians and patients could employ EUD to improve chronic disease management at an individual granularity, with requirements towards real-world adoption. While significant work is required to enable a real-world evaluation, our research thus far suggests a key area of global impact for EUD technologies.

REFERENCES


Collaborative Problem-Solving Technologies:  
A Taxonomy of Issues

Steven L. Tanimoto  
University of Washington  
Seattle, Washington 98195  
Email: tanimoto@cs.washington.edu

Sandra B. Fan∗  
University of Washington  
Seattle, Washington 98195  
Email: sbfan@cs.washington.edu

Abstract—This paper defines several types of systems and 
technologies that support humans in solving complex problems, 
and then presents a set of issues relevant to the design of these 
systems. The issues include how to structure workflows, crowd-
sourcing, autonomous agents, education and training, version 
control, collaboration and problem formulation processes. The 
aim of the paper is to facilitate discussion and future research 
in the design of effective systems to help humans solve difficult 
problems, particularly those involving global challenges such as 
climate change, world poverty, nuclear weapons proliferation, 
and fake news.

I. INTRODUCTION

The purpose of this paper is to identify and describe a 
collection of issues that designers and engineers need to 
address in order to create effective new systems to support 
humans in solving challenging problems. We hope this paper 
will facilitate constructive discussions and ultimately lead to 
 Improved designs for powerful collaborative problem-solving 
tools.

Before we define various types of systems and technologies 
for problem solving, let us describe some of the global 
challenges that such systems should be able to address, and 
clarify the context in which to situate this discussion.

A. Global Challenges

How can we use use technology to facilitate solving global 
problems such as pollution of the oceans, nuclear proliferation, 
climate change, fake news, and drug-resistant bacteria? Solv-
ing these problems is difficult not only because they involve 
scientific modeling and understanding, but because there are 
opposing stakeholders that want different or no solutions to 
the problems. For example, certain stakeholders may be able 
to push their viewpoints by generating fake news content, 
and others are able to profit financially from it. At the same 
time, proliferation of such content may have negative effects 
on society. New technologies, systems, and processes may be 
able to help in resolving conflicts and gaining understanding 
of problems and possible solutions. This paper addresses the 
question of what sorts of possibilities and challenges there

are in designing new systems to help people solve complex 
problems.

B. Supporting a Culture of Problem Solving

Although an important end goal is to solve specific problems 
such as arresting global warming, a more accessible and broad 
goal is to help foster increased awareness and skill on the part 
of humans to engage productively in problem solving activi-
ties. Insofar as stakeholder conflicts are a major roadblock to 
solving some problems, a change in human understanding and 
attitudes is an important step towards solving such problems. 
Even when many conflicts cannot be quickly resolved, the 
identification of shared goals or shared subgoals can provide 
milestones along the road to possible broader agreements.

C. Convergence of Technologies

As many computing technologies continue to advance, such 
as artificial intelligence, supercomputers, software develop-
ment tools, and interaction devices, there is an opportunity to 
do more to support problem solving than has been possible 
in the past. However, it is not clear how best to integrate 
these technologies to help people solve complex problems. It 
is timely to address the question of how best to bring together 
new technologies so as to take advantage of them for problem 
solving.

II. DEFINITIONS

Here we provide working definitions of terms that we use 
later in the paper. We will ground these definitions using fake 
news as an example problem.

A. Problem

A problem is a need, identified or not. It could be the need to 
obtain money or some physical object or to obtain the change 
in some aspect of the state of the world or the state of a puzzle 
or virtual world.

In terms of fake news, the problem is the need for people 
who consume news to be aware of who generated the content 
and what their motives may be.
B. Problem formulation

A problem formulation is a description or representation of a problem, typically in a way that makes the problem “actionable” or that permits recognition of possible solutions. Formulations may be informal (e.g., textual descriptions) or formal (e.g., executable code).

There are many ways to formulate the problem of fake news as it is a wicked problem (defined in II-D). We could informally say that our problem formulation is to find ways to show news consumers the provenance of new articles, or to educate people on how to distinguish fake news, or that we need to socially or legally disincentivize fake news creation or propagation. One formal way to formulate the problem might be, we could say that we would like to build a newsreader that can filter out unreliable news sources. Possible solutions would correspond to different features that may be implemented in the newsreader.

C. Problem space

A problem space is a set of possible “states” or configurations of problem elements that includes the starting situation and potentially includes one or more goal states. A problem space may be finite or infinite, depending on the nature of the formulation.

If we continue the idea of constructing a reliable newsreader, our problem space would consist of the possible combinations of potential features in the system. Some examples of these features include: automated (or manual) validation of a user’s identity before allowing them to post content, only allowing content from a whitelist of certain sources, asking gatekeeper editors to fact-check content, crowdsourcing fact-checking of articles, natural language processing or machine learning of content for reliability, and so on.

D. Wicked problem

A wicked problem is a problem that meets certain criteria [2] that make it particularly difficult to solve. We will define them further in IV-C. Common characteristics of wicked problems are: difficulty in formulating the problem, lack of a clearly right or wrong solution, only better or worse ones, and conflict where opposing stakeholders impede reaching consensus on solutions.

Fake news [5] is a wicked problem in that the issue could be formulated in different ways as described in II-B. There is also no single correct solution. Sometimes it may not be possible to fully verify a news source; does that mean it should be hidden? Some beliefs clearly known to be true are later disputed by further scientific research or additional information. All content creators have their own biases; does this mean it is best to limit news to only concrete facts–dates and times of events–and no analysis of the implications of these events? These questions can perhaps only be answered on a spectrum and in combination with each other.

E. Stakeholders

A stakeholder is a party (person or group) to a process that has the power to act on solving a problem, and which has an interest (e.g., financial, healthwise, or ideological) in the outcome of the process. With regards to the problem of fake news, there are content consumers who read the articles, each with their own motivation for doing so–gathering information to make a voting decision, or trying to understand how a policy or news event might affect them. Another stakeholder is the content creator, who may be trying to make a living in some way off of their content, or convince others of a viewpoint. The people who are the subjects of news content–public figures, or sometimes everyday people–are also stakeholders. Their stories are the ones being told to others, and this can affect their lives. All of these stakeholders have different interests in the content.

F. AI Service, AI Solving Agent, ML Agent

An AI service is a computational function, typically involving inference, or pattern classification, but which may involve solving a pre-formulated problem. An AI solving agent is a computational process that not only can perform one or more AI services, but which may take initiative by watching for opportunities to act and then taking actions at those times.

An ML agent is an AI solving agent which performs machine learning. This means that it performs data mining, clustering, classifier training, probability estimation, or rule induction. In our example of a newsreader framework, we might design NLP or ML algorithms for detecting the reliability of a news article.

G. Technical Transparency

An AI service, AI solving agent, or ML agent is technically transparent when the function(s) it computes are easily identifiable to users, rather than hidden from them, either intentionally or simply due to the nature of the function. Even if the definition or implementation of such functions are available for end users to examine, it may be difficult to understand their implications.

H. Stakeholder Transparency

A problem formulation, problem solution, AI service, AI solving agent, ML agent or data set possesses stakeholder transparency when its biases in favor of or against particular stakeholders are readily apparent, typically because of explicit disclaimers. An ML agent may be biased by its training data.

III. System Types

A. Brokering Systems

Systems that help connect problems with people who can solve them are problem “brokers.” For example, Innocentive.com, in operation since 2001, runs a brokering service in which users can post problems they would like help with solving. Most of the problems are engineering or chemistry oriented, but others are business-process oriented. Solvers are users who compete with other solvers to win a prize for a best solution.
B. Automatic Solvers

An automatic solver is an AI service or solving agent that takes a suitably formulated problem and tries to return either a legal goal state or a lowest-cost path to a goal state for the problem. Automatic solvers typically use technologies such as heuristic search, simulated annealing, genetic algorithms, case-based reasoning, and/or constraint satisfaction.

C. Collaborative Solving Managers

A system that administers the efforts of a group of humans and/or AI solving agents in exploring a problem space is called a collaborative solving manager. An example is CoSolve [3], a web interface for collaboratively exploring a visually-depicted problem space. Users could formally formulate problems (III-D), and then traverse a graph, generating nodes that represent solutions or steps toward a solution. Affordances for collaboration included the ability to see, comment on, and rate these nodes, or to take turns generating the steps toward a solution.

D. Posing Tools

Problem formulation is often the most difficult part of solving a problem. Tools and methodologies supporting formulation we call posing tools. Methodologies include ones used in mathematics and science (e.g., see Jonassen). CoSolve’s problem formulation interface was in the form of generated Python code snippets that the problem posers could edit to try out different ways of representing their problem.

E. Online Community Support

Mathematician Tim Gowers started the Polymath project to engage the mathematics research community in solving several open problems [6]. An important communication tool in this effort was Gowers’ blog, in which he summarized the progress on solving, so that the community efforts could be coordinated.

In addition to blogs, communication methods such as email, discussion forums, and chat rooms can be used as means for sharing status and intentions on the part of solvers in a joint effort. When these communication tools can be effectively integrated with solving activities, some of the difficulties related to identifying session objects, locations in documents, versions and contexts can be avoided.

Koios.org [8] hosts a forum organized according to various social problems that have been identified by users. The site encourages problem solving by identifying top solvers and posting their names.

F. Crowdsourcing Management

Certain problems such as galaxy surveys are well-suited to the citizen science collaboration structure used by Galaxy Zoo. Here, the overall survey problem divides up nicely into thousands of microproblems each of which can be solved independently. The system keeps track of the problems and employs redundancy in the crowdsourcing to control the reliability of results.

G. Data Management

As more and more problems involve digital data, the management of such data becomes important in solving the problems. While it is out of the scope of this paper to characterize the wide variety of such systems, the role that these systems can play in problem solving must be accounted for here.

H. Education and Training

Due to the complexity of global-challenge problems, and due to the need to have humans involved in solving these problems, a major consideration in the design of technologies for problem solving is to help the human users of the system to understand all of the following: the key aspects of the problem being solved, the processes being followed (both by the people involved and the computational parts of the system), and the viewpoints and interests of all stakeholders to the problem. Learning about the problem comes both from external materials that are problem-specific, and exercising the system using existing formulations of the problem to gain an understanding of some of the problem’s possible problem spaces. Learning about the processes embedded in the system can come both from tutorials about the system and practice with the system. Finally, understanding the stakeholders involved can come from reading stakeholder descriptions hosted by the system, or reading external materials. The system might host interactive conversations, or prepared videos and other media that help explain other stakeholders’ points. Provisions for stakeholder transparency can also contribute to this key aspect of human understanding within a problem-solving environment.

I. Version Control

Both problem formulations and solution activities are subject to frequent revision and negotiation, especially when the problems being addressed are complex. The ability to manage multiple variations of these objects is essential. Version control tools are commonly used in software engineering environments. Similar facilities are needed in complex problem solving.

IV. TAXONOMY OF ISSUES

This section revisits many of the topics already discussed, but it lists them in a somewhat more systematic order, with a shallow hierarchy. This may make it easier to point to particular design issues and see them in a context of other issues relevant to the design of collaborative problem-solving systems. Fig. 1 shows the hierarchy as a tree.

A. Problem-Space Theory

1) Identifying and developing theory components most relevant to DTSHPS: Some artificial intelligence (AI) theory is more relevant to automated problem solving than human problem solving, but where humans interact with AI, the theory may be important in facilitating the interaction.
Fig. 1. Taxonomy of issues for designing technologies to support human problem solving. Each node of this tree is discussed explicitly in Section IV.
2) Ways to support “thinking outside the box” (TOTB): The classical theory of state-space search (see Simon and Newell [17]) may seem to be overly prescriptive. How can the theory accommodate human solvers who need to question assumptions and think outside the box?

Approaches include (1) the use of systems of “nested boxes” instead of one “box” (i.e., strict formulation), and (2) using constraints that can be dynamically added or removed in a problem formulation [9].

B. Problem Formulation Issues

1) Best ways to support the various stages of formulation: Here are key stages of the problem formulation process. For each stage there is an issue of how best to support users in that stage.

- identification of the need that corresponds to the problem,
- preformulation (resource discovery, retrieval and analysis),
- posing (decisions about what aspects are most important and relevant, as well as modeling the structure of a problem),
- coding (reduction to computer program snippets),
- testing and evaluation of a formulation.

Within the preformulation stage, the techniques of sense-making can lead to usable representations of the information relevant to the problem [15][13][11].

2) Metaproblem spaces: A metaproblem space for a given problem is a space of possible formulations of the problem [7]. The main issue here is how to exploit the metaproblem space notion, which can mean considering problem formulation as negotiating a trajectory through the metaproblem space. Metaproblem spaces can be formalized by setting bounds on possible formulations, such as limiting state representations to use particular kinds of program variables, such as integer variables, etc.

3) Brainstorming: Brainstorming refers to early-stage problem solving activity characterized by the free expression of as many ideas as possible, without critique or judgment. The intent is to prevent people from limiting their problem formulation or solution space by prematurely judging their own or others’ ideas. How can we incorporate this aspect of brainstorming into problem formulation? Are there ways to create an environment that prevents critique in early-stage problem formulation?

4) How to accommodate “thinking outside the box”: This notion seems most relevant when a problem has an existing formulation or an existing mindset associated with it which is so limiting that good solutions do not seem to be available. One way to encourage TOTB is to maintain a mindset that permits multiple formulations of any problem. If one formulation starts to seem too restrictive, then other formulations can be tried.

Another approach could be called “open formulations of problems” in which some parts of a formulation are considered variable and subject to alternative bindings.

C. Wicked problems

Articles on “wicked problems” typically cite Rittel and Weber’s paper [14] when explaining the concept of wickedness. Ten properties of wicked problems were listed in their paper. These are:

1) There is no definitive formulation of a wicked problem
2) Wicked problems have no stopping rule
3) Solutions to wicked problems are not true-or-false, but good-or-bad
4) There is no immediate and no ultimate test of a solution to a wicked problem
5) Every solution to a wicked problem is a “one-shot operation”; because there is no opportunity to learn by trial-and-error, every attempt counts significantly
6) Wicked problems do not have an enumerable (or an exhaustively describable) set of potential solutions, nor is there a well-described set of permissible operations that may be incorporated into the plan
7) Every wicked problem is essentially unique
8) Every wicked problem can be considered to be a symptom of another problem
9) The existence of a discrepancy representing a wicked problem can be explained in numerous ways. The choice of explanation determines the nature of the problem’s resolution
10) The planner has no right to be wrong

The central issue here is how to overcome each of these sorts of challenges. Possible approaches for each of the 10 criteria are the following.

1) an acknowledgment that multiple formulations, with a good analysis of the strengths and weaknesses of each formulation, are more appropriate for wicked problems than a single, oversimplified, formulation.

2) stopping rules may correspond to goal states in problem spaces, or they may correspond to criteria that determine when a solution is good enough. The concept of satisficing [16] addresses the issue of “optimal or good enough?”

3) although some traditional problem-solving structures required “true-or-false”-like solutions (puzzles, logic questions, etc.), optimization theory and other methodologies readily accommodate not only fine gradations of solution quality, but multiple criteria.

4) While no immediate or ultimate test for solutions may exist for wicked problems, rational evaluation criteria can be designed that serve as practical proxies for tests of success.

5) The one-shot nature of solution opportunities for wicked problems is generally based on the assumption that no good-quality simulation software is available for the problem’s domain. Today, simulation software is increasingly effective, and it can permit planners to test many possible solutions before making the large commitment of resources necessary to implement a solution to a wicked problem.

6) The lack of enumerable potential solutions or permissible operations for a problem may be a consequence of a failure to formulate the problem appropriately. Also, at the time the
Dilemmas paper was written, computer programming practice was not as sophisticated as it is today.

(7) The uniqueness of each wicked problem, while a valid point, need not be an obstacle to principled solution techniques. There is an infinity of unique two-number addition problems, and yet each one of them is solvable by the same simple method of long addition. Qualitative uniqueness is more difficult to deal with, but then patterns do emerge among complex problems; for example, many global challenge problems have to do with resource distribution—food to people, clean water to people, health care to people, etc., and the uniqueness of each problem does not mean uniqueness in every respect.

(8) The fact that a wicked problem may be a symptom of another problem, is a way of saying that the underlying causes of a problem may be initially hidden or considered out of scope. Clearly, a good formulation must take into account all the available variables that might affect the ability to solve the problem.

(9) The alternative representations of a wicked problem relate to the need for multiple formulations, as mentioned for criterion #1.

(10) When Rittel and Webber wrote that “The planner has no right to be wrong” the government policy planning context probably put unreasonable expectations on what professional planners could deliver, given the tools they had. Today, an enlightened city council can engage community representatives and professionals that can show the results of simulations that account for uncertainty using probabilistic models. The planners then have a right to be wrong in the sense that an implemented solution may not turn out perfectly and under budget, but may fall within the range of anticipated possible outcomes.

Thus an important set of issues regards finding, implementing, and evaluating means of “taming” wickedness by addressing each of the wicked-problem properties. Such means can include various forms of simplification and stating of assumptions, and the incorporation of simulations in the problem-solving environment.

D. Multiple Stakeholders

1) Approaches to common ground: In one model, each party has a hierarchy of objectives. If these are sufficiently compatible, then common subgoals can be used as areas of cooperation, and hopefully the existence of some of these makes it possible to bring various stakeholders to the table.

2) Game-theoretic approaches: By recognizing instances of Nash equilibria and prisoners dilemmas, steps may be taken to ameliorate their negative effects on reaching globally optimal states.

3) Building trust: How to engender trust is a key issue when the stakeholders to a problem are in conflict. An important question is how to create protocols that scaffold the building of trust, or that reduce the need for trust while permitting cooperation to move forward.

E. Diversity of Solvers

A general sociological issue is encouraging diversity in solver communities. Breadth of perspectives can be valuable for solving when the knowledge, techniques, or motivations to solve a problem might be insufficient if the solving team is too homogeneous. Another reason to support diversity in problem solving teams is to enable a broad sense of ownership in a resulting solution that might actually affect the lives of these same or similar people.

Dimensions of diversity relevant to problem solving therefore include (a) knowledge of the problem-domain, (b) problem-solving skills, (c) motivation (ideally at least one team member will be motivated to address each element of the problem), (d) sociological group, including age, gender, race, ethnicity or religion. On the other hand, all parties in a solving team must be sufficiently compatible that they can collaborate effectively. They must either speak/write in a common language or have sufficient language interpretation services that they do not misunderstand each other too frequently.

1) Supporting alternative work styles: Luther and Bruckman found that online work groups tasked with creating original movies were difficult to lead [10]. Part of the difficulty stemmed from the artist culture of wanting to release only perfected work, and artists wanting ownership in the product of their work. On the other hand, with the advent of web programming, much of software engineering focuses on a collaborative launch-and-iterate approach. The general issue is how to accommodate such differences in work preferences.

2) Avoiding biases related to gender, race, and other factors: Automated agents today exhibit some troubling biases. A case in point is the failure to distinguish images of various primates from people. One way to avoid the bias is to remove the technical features that exhibit the bias. In the meantime, researchers are trying to reduce the degree of bias in agents [18].

3) Designing to encourage beginners and participants from varying fields and backgrounds: How can tools and systems encourage new solvers? By providing specific roles that newcomers can easily fill, some of the perceived barriers to participation can be removed [4].

4) Making problem-solving support tools accessible to people with disabilities: Recent work in the design of coding interfaces for visually impaired programmers suggests that new interfaces to support blind problem solvers could be created [12]. Special features to help visually-impaired users locate blocks on a screen might be a key part of such an interface.

F. Incentives

Successful collaborations require that all participants have incentives to participate. Participants may be intrinsically motivated to solve a problem that they personally care about, or because they wish to learn more about a problem, but there can also be extrinsic motivators such as monetary incentives (hourly pay, prizes for winning accomplishments, lotteries,
etc.) or social recognition. Some of the subissues relating to incentives are ownership, credits/accounting, and recruiting.

1) **Ownership:** The results of a problem solving activity may include solutions, partial solutions, constructed objects, or curated information gathered from the Internet. Intellectual property rights related to collaborative problem solving systems need to be spelled out, so that participants feel that they are being treated fairly by the community they join, and by the system.

2) **Credits/Accounting:** The credit that a person receives from work performed may be monetary or handled in other forms. If it is accounted for numerically, then appropriate mechanisms must be in place. They should be transparent, so that a user knows how s/he is being treated. If credit is handled in a non-numerical way, such as by citing usernames within each object or document created or added to by a user, then the rules for awarding such bylines should be clear.

3) **Recruiting:** The quality of problem solving activity within a human-user system will clearly depend on the abilities and attitudes of its users. A system is more likely to be successful if it supports guidelines for recruitment. Recruitment may include discovery and communication with prospective users, means for describing needed skills and task requirements, as well as means for allowing a group of solvers to make pitches to potential new members. System support for provisional group members can enable one approach to recruiting.

**G. Collaboration**

The mechanics of group work involves another set of issues that are not unique to problem solving but are nonetheless important in such work, and collaboration in problem solving may require that standard techniques be adapted.

1) **Workflow management:** The particular ways that problem-solving tasks get broken into subtasks and shared among multiple human solvers are important in shaping the experience of the group. For example, the balance between independence and close coordination may need to be adjusted both for the problem being solved and the preferences of the group members.

2) **Decision-making/authority:** Social structure within a team may be flat or hierarchical. Systems may support various structures and provide tools for voting, reaching consensus, representing group structures, etc.

3) **Awareness:** In group collaborations, it can be helpful for each user to be aware, to some degree, of other users’ activities. For example, what other users are logged in, what work they’ve done, what they are working on, and any events that might affect one’s own activities during the session. How such affordances such as notifications are shown and managed can be important in maximizing productivity and satisfaction.

4) **Access to shared objects:** In a system such as CoSolve, it is easy to imagine a situation where a solver is working on a formulated problem, but a poser is editing the formulation. There are many possible cases in problem solving where two users may wish to edit the same object but inconsistencies need to be avoided. Flexible mechanisms are needed that permit users to be maximally productive.

5) **Quality control/reviewing:** Mechanisms are needed to help team members evaluate their own work as well as the work of their teammates. Evaluations may involve technical tools for testing and validation as well as qualitative descriptions.

**H. User training and problem-solving education**

Because solving complex problems may require a great deal of information about a problem as well as about how to solve complex problems, a suitable problem-solving system must either internally provide tools for learning to problem-solve, or it must rely on external training resources.

1) **Embedded tutorials vs external courses:** A first question to ask when developing the learning materials is what parts of the tutorials or resources to include inside the system and what parts to make external. Internal learning aids can be more closely integrated with other interface tools or problem elements. External aids are easier to provide, they can have varying formats, and they may be easier for new users, who don’t yet know how to access internal resources, to access.

2) **Embedded tutorials about particular problems:** How should such tutorials be a part of the system? Assuming that the tool is domain-independent but the sessions and posed problem are domain-dependent, links from the session to external tutorials that are problem-specific should be created by posers and lead solvers. Such links could be embedded in comments on objects within the posed problem or within a solving session. They could also be inside a chat history that is attached to the solving session.

3) **External materials about particular problems:** External materials may require some kind of cross-referencing within the system, so that users can transition easily between internal situations and the external resources. How should these links work and what can a system designer do to facilitate their creation and use?

4) **Embedded tutorials about problem solving and the use of the tools:** One of these could simply be an integrated help system for the tool. Possible technical affordances that facilitate tutorial integration are location codes (within solving-session objects), context snapshots, and the automatic detection of teachable moments when a pattern of user activity indicates that a particular lesson might be pertinent. Another possibility is for the system to help lead users or instructors to construct lessons from "real world" experience – that means work already done by the learner-user or by others on solving the current problem.

5) **External materials about problem solving and collaborative approaches:** More general educational background on problem solving and collaboration might be better provided using external resources such as Youtube videos, articles, books, and exercises.

**I. Visualization**

Whereas a fully automated solving agent using a computer algorithm to solve a pre-formulated problem might not have
any use for a visualization of any kind, when human solvers are involved, visualizations become essential. Human understanding of a complex problem space can be greatly helped using appropriate visualizations.

1) Visualization of Background Knowledge for a problem: Maps, charts and interpretive diagrams can help new users become familiar with problem background. Visualizations can be particularly helpful during problem formulation when collaborative sensemaking is used to analyze information resources and develop problem representations [11]. The use of large, high-resolution displays can facilitate such processes [1].

2) Visualization of problem states: A problem state typically represents the arrangement of elements of a solution after some steps towards the solution have been taken. Portraying the state of a problem with diagrams such as plots and charts, or image renderings, can be very helpful in explaining what has been accomplished.

3) Visualization of problem space: The entire space of possible states of a problem can sometimes be shown visually, although often in greatly simplified form. Such a display can help users understand the relationships among various states. Here, graph layout, choices of axes, projection and remapping, infinite graphs, and interactive display of graphs are relevant techniques.

4) Visualization of the work done to solve a problem: As a group works on a problem, simply keeping track of the group’s progress becomes nontrivial. Relevant techniques include maintaining and showing session histories (e.g., with tree diagrams), showing the best path through state space found so far, and plotting of landmarks (in the problem space) created by members of the solving team.

J. System Integration

1) Roles for information technologies: This is a broad issue, and we are lumping together the many different information technologies so that we have space to call out the issues above.

Where do various information technologies fit into a system that supports collaborative problem solving? Particular technologies include numerical algorithms, artificial intelligence techniques (logical inference, pattern recognition, language understanding, recommendations, searches, etc.), machine learning, collaborative editors, chat and conferencing, version control, visualization, database management, user account management, security, and others.

K. Problem-specific Issues

Particular problems or categories of problems may have somewhat unique issues associated with them. For example, environmental problems typically have a geo-spatial aspect that may call for an integration with geographic information systems (GIS). We mention a few categories here to illustrate the general issue.

1) Environmental: Such problems include global climate change, ocean acidification, sea-level changes, air pollution, water supply. As mentioned above, these share a geo-spatial aspect.

2) Health: Drug-resistant diseases, affordable health care, health education. Such problems share a possible need for a system of human values related to health care, such as the notion that access to basic health care is a human right.

3) Politics, War, Nuclear Proliferation: Problems related to violence and war have their own issues including the human costs of suffering, deaths (due to small-scale crime, genocide, or apocalyptic war) and systems of human beliefs.

4) Engineering of Complex Systems: Software and cyber-physical systems can be sufficiently complex that some of the problem-solving techniques referred to earlier are appropriate. Debugging alone can require problem-solving skills and tools.

5) Other: Fake news is just one example of a problem that does not fit well into the four categories above. It has its own set of issues related to the nature of truth, and the goals of various parties such as news media, and power brokers.

V. Research Prioritization

This section considers the relative importance of some of the issues discussed earlier.

A. What issues are most important?

The answer here depends on several factors, including which problems need to be solved first and who is ready to engage in solving them, as well as what tools are being considered for modification or a complete design and build.

1) Prioritization of Problems: The relative importance of problems themselves can be considered from several points of view, such as time frame, numbers of people affected, and available opportunities. Time frames run from short-term (needing solutions very soon) to long-term (needing solutions a few years from now). Averting an impending asteroid strike is a problem that may come with a very accurate deadline. Slowing global warming is perhaps just as pressing but without such a clear deadline. Achieving a culture of problem solving through educational curriculum changes may be very desirable, but it seems to fit into a long-term time frame.

Problems that affect larger numbers of people may be considered as higher priority problems.

B. Finding frameworks that can be used to integrate services and solutions to the issues

If existing tools are to be extended to address particular issues identified here, then the existing tool may impose the framework for such additions. Tools such as Jupyter notebooks, SAGE math sessions, CoSolve, or automatic solvers that work with PDDL or its variants [19] are possible candidates for extension, but there are doubtlessly others.
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