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Tremendous advances in large scale machine learning and deep learning have been powered by the seemingly simple and lightweight stochastic gradient method \cite{99}. Variants \cite{103,94} of the stochastic gradient method (based on iterate averaging) are known to be asymptotically optimal (in terms of predictive performance). This thesis examines non-asymptotic issues surrounding the use of stochastic gradient descent (SGD) in practice with an aim to achieve its asymptotically optimal statistical properties. Focusing on the stochastic approximation problem of least squares regression, this thesis considers:

1. Understanding the benefits of tail-averaged SGD, and understanding how SGD’s non-asymptotic behavior is influenced when faced with mis-specified problem instances.

2. Understand the parallelization properties of SGD, with a specific focus on mini-batching, model averaging and batch size doubling. Can this characterization shed light on algorithmic regimes (for \textit{e.g.} largest instance dependent batch sizes) that admit linear parallelization speedups over vanilla SGD (with a batch size 1), thus presenting useful prescriptions that make best use of our hardware resources whilst not being wasteful of computation? As a byproduct of these results, can we understand how the learning rate behaves as a function of the batch size?
3. Similar to how momentum/acceleration schemes such as heavy ball momentum [92], or Nesterov’s acceleration [85] improve over standard batch gradient descent, can we formalize improvements achieved by accelerated methods when working with sampled stochastic gradients? Is there an algorithm that achieves this improvement over SGD? How does deterministic accelerated schemes such as heavy ball momentum, or say, Nesterov’s acceleration work when used with sampled stochastic gradients?

4. This thesis considers the behavior of the final iterate of SGD (as opposed to a majority of efforts in the stochastic approximation literature which focus on iterate averaging) with varying stepsize schemes, including the standard polynomially decaying step-sizes [99, 103, 94] and the practically preferred step decay scheme, with an aim to achieve minimax rates. The overarching goal of this section is to understand the behavior of SGD’s final iterate owing to its widespread use in practical implementations for machine learning applications.

Alongside the theory results that focus on the least squares regression, this thesis examines the general applicability of various results (in a qualitative sense) towards the problem of training multi-layer deep neural networks on benchmark datasets, and presents several useful implications when training deep learning models of practical interest.
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GLOSSARY

MLE: Maximum likelihood estimator (or, estimation).

ERM: Empirical risk minimizer (or, minimization).

SGD: Stochastic gradient descent.

HB: Heavy ball (momentum) method.

NAG: Nesterov’s accelerated gradient method.

ASGD: Accelerated stochastic gradient method.

LSR: Least squares regression.
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Chapter 1

INTRODUCTION

Stochastic Gradient Descent (SGD) is the workhorse learning algorithm that drives the advancements in modern machine learning and artificial intelligence applications. Developed in the 1950's by the work of [99], SGD and its variants based on iterate averaging [103, 94] have been shown to be (asymptotically) optimal in a precise statistical sense [83, 94, 1, 96], [120] chap. 5,7,8]. The benefits of SGD (in terms of generalization) for modern large scale Machine Learning and the associated benefits stemming from computation-statistics tradeoffs was highlighted in the influential work of [12]. In fact, tremendous advances stemming from modern Deep Learning models, started in part from the breakthrough work of [61] has been driven at its core by variants of SGD. From an overwhelming perspective of modern large scale machine learning and deep learning research, SGD's impact has indeed been immense and central towards the development of superior downstream technology powered by these models. Despite various successes in practice, SGD’s understanding in its current forms poses several striking limitations including issues such as (a) slow convergence, (b) excessive manual tuning on every problem with a view to extract best performance out of a given machine learning model, and (c) how best to parallelize SGD and make best use of our burgeoning supply of computing resources without being wasteful in terms of computation. This thesis undertakes a study into the above issues through the following two-pronged approach:

- precise quantitative results that presents an understanding of the behavior of SGD through optimizing the streaming least squares regression objective, and

- quantitative characterization of the above results generalizing to more complicated problems involving training near state-of-the-art modern deep learning models.
Through this approach, this thesis makes progress on resolving the three issues (described above) that plague SGD’s ease in deployment (in practice). The specific contributions of this thesis is summarized as follows:

- Understanding the generalization properties of SGD’s variants including tail (i.e. suffix) averaged SGD, and presenting a non-asymptotic characterization of how SGD’s generalization properties is affected by model mis-specification, which, clearly bears much relevance to every SGD implementation in practice.

- Understanding parallelization properties of SGD’s variants, and in particular, presenting a precise treatment of three parallelization schemes (which present varying degrees of computation/communication tradeoffs) namely, mini-batching, model averaging and batch size doubling. This characterization sheds light on regimes when these schemes offer linear parallelization speedups, thus enabling best use of our computing infrastructures whilst retaining computational efficiency. A by-product of this result yields sharp problem dependent characterization of the largest batchsize that offers linear parallelization speedups, and tradeoffs involving learning rate versus batchsize.

- Developing Accelerated SGD, a method that presents a strict running time improvement over SGD to obtain minimax rates for the stochastic approximation problem of least squares regression, and thus yielding the first running time improvement over the standard Kaczmarz method [58, 115] for solving a system of consistent linear equations when presented with access to one equation at a time. This thesis also sheds light (from both theory and empirical perspectives) on the behavior of heavy ball momentum [92] and Nesterov’s acceleration [85] when working with sampled stochastic gradients. This is supplemented with detailed and systematic experiments that ascertains the performance improvements offered by accelerated SGD over heavy ball momentum/Nesterov’s acceleration/standard SGD for practically applicable problems involving training the current generation of deep neural networks.
• The final contribution of this thesis involves understanding the behavior of the final iterate (as opposed to using iterate averaging) of SGD (with a view to obtain minimax rates) using both standard polynomially decaying stepsizes [99, 94] as well as the practically widely used step decay learning rate schedule. This result presents reasons that support the use of the stepdecay schedule and presents implications that sheds light on deploying variants of SGD that are amenable towards achieving strong performance with limited manual tuning. Empirical results corroborating with the theoretical contributions indicate performance benefits offered by using the step decay schedule for training modern deep neural networks.

The main contributions of this thesis serves to not only supplant our (theoretical) understanding of SGD in a way that aligns stochastic approximation theory to mirror SGD’s behavior in practice; it also follows up with developing learning methods and procedures that are not manually intensive and are strictly easier to deploy in practice for machine learning and deep learning problems at scale.
Chapter 2

BACKGROUND

Much of the recent progress in Machine Learning has been set in the context of Supervised Learning. In the setup of Supervised Learning, the learning Algorithm is provided with a “training” set of \( n \) input-output pairs denoted as \( S_n \equiv \{x_i, y_i\}_{i=1}^n \), with \( x_i \in \mathcal{X} \subseteq \mathbb{R}^d \) being the inputs/features/covariates and \( y_i \in \mathcal{Y} \) representing the targets/predictor variables. Typically, it is assumed that the inputs and outputs are drawn from some (unknown) probability distribution \( D \). Now, it is possible that the set \( \mathcal{Y} \) could either be:

- Discrete, which is the case with classification problems, where \( y_i \) are categorical.
- Continuous, which is typically the case with regression problems, where \( y_i \) are continuous real valued.

Supervised Learning involves learning a predictor \( g(\cdot) \) that maps inputs \( x \in \mathcal{X} \) to outputs \( y \in \mathcal{Y} \). The learning procedure involves searching for the mapping function \( g : \mathcal{X} \rightarrow \mathcal{Y} \) from the set of all possible functions, which is denoted by \( \mathcal{G} \). An example of a predictor function \( g(\cdot) \) could be a linear predictor i.e. \( g(x) = w^\top x \), where \( w \) are the model parameters. Another example suited to the modern context is a deep learning model where \( g(x) = h_l(w_l h_{l-1}(w_{l-1}... h_1(w_1 x)...) \) where \( h_j \) are non-linearities and \( w_j \) are model parameters.

2.1 Types of Risk: Sample and Population

The best function \( g_{\text{best}}(\cdot) \in \mathcal{G} \) is one that minimizes a criterion (also referred to as risk/loss/objective function). The criterion function provides a measure of mismatch between the predictions \( g(x) \) and the true values \( y \) on the samples \((x, y) \sim \mathcal{D}\). Two popular examples of the criterion function are:
The log loss, used when \( y_i \in \{-1, 1\} \): 
\[
\ell(y, g(x)) = \log(1 + \exp(-yg(x))).
\]

The square loss, as commonly employed in regression with 
\[
\ell(y, g(x)) = \frac{1}{2}(y - g(x))^2.
\]

Among the types of risk that we can consider optimizing, there exist at least two variants of interest: (i) The training/empirical/in-sample risk and (ii) The testing/population/out of sample risk; these are defined below.

### 2.1.1 Sample/Empirical Risk

The training risk (or) the training loss of an estimation procedure that returns an estimate \( g \in \mathcal{G} \) of the “true” mapping function is defined to be:

\[
R_n(g) \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^{n} \ell(y_i, g(x_i)).
\] (2.1)

In particular, this is the loss on the training set \( \mathcal{S}_n \) given to the learning algorithm. Note that the training loss is computable exactly since we have access to the training set \( \mathcal{S}_n \). Often, we optimize the empirical risk \( R_n(g) \) weighted by a regularizer \( \Omega(g) \) which promotes obtaining a parsimonious solution (for e.g., measured by a Hilbertian norm).

### 2.1.2 Population Risk

The testing risk (or) the testing loss of an estimation procedure that returns an estimate \( g \in \mathcal{G} \) of the “true” mapping function is:

\[
R(g) \overset{\text{def}}{=} \mathbb{E}_{(x, y) \sim \mathcal{D}} [\ell(y, g(x))].
\] (2.2)

All of Machine Learning revolves around the quality of the predictions offered by a mapping function on an unknown instance \((x, y) \sim \mathcal{D}\) that is not seen as a part of the learning process; this emphasizes the importance of controlling and minimizing the testing error. Note that unlike the training error, the test error is not exactly computable since we do not have access to the distribution \( \mathcal{D} \) from which the data is drawn.
2.2 Linear Least Squares Regression

In this thesis, all our (theoretical) discussions consider the case where \( \hat{y} = g(x) = w^\top x \), and the square loss case, i.e., \( \ell(y, \hat{y}) = \frac{1}{2}(y - \hat{y})^2 = \frac{1}{2}(y - w^\top x)^2 \). In this case, we express the empirical risk for a set of samples \( S_n \equiv \{x_i, y_i\}_{i=1}^n \) in the following manner:

\[
R_n(w) = \frac{1}{2n} \sum_{i=1}^{n} (y_i - w^\top x_i)^2. \tag{2.3}
\]

In a similar manner, we can express the population risk as:

\[
R(w) = \frac{1}{2} \cdot \mathbb{E}_{(x,y) \sim \mathcal{D}} [(y - w^\top x)^2]. \tag{2.4}
\]

2.3 Estimation and Approximation Error

Considering the objectives written out in equations (2.3), (2.4), we will define estimation and approximation error, and for this purpose, we require the definition of a minimizer of the empirical and population risk. For starters, let us begin by defining the Hessian \( H \) of the population risk in equation (2.4):

\[
H \overset{\text{def}}{=} \mathbb{E}_{x \sim \mathcal{D}} [xx^\top]. \tag{2.5}
\]

Let us assume that the Hessian \( H \) is invertible, i.e., \( H \succ 0 \) (where, \( \succ \) represents the Lowener ordering). This implies the objective in equation (2.4) is strongly convex and admits a unique minimizer \( w^* \), i.e.,

\[
w^* \overset{\text{def}}{=} \arg \min_{w \in \mathbb{R}^d} R(w). \tag{2.6}
\]

A crucial quantity of interest in characterizing the underlying estimation problem is the noise covariance matrix \( \Sigma \), and this is expressed as:

\[
\Sigma \overset{\text{def}}{=} \mathbb{E}_{(x,y) \sim \mathcal{D}} [(y - \langle w^*, x \rangle)^2 xx^\top]. \tag{2.7}
\]

In a similar manner, considering the empirical risk in equation (2.3), denote the empirical Hessian to be \( H_n \) and the empirical risk minimizer (ERM) over samples \( S_n \) to be \( w_n^* \):

\[
H_n \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^{n} x_ix_i^\top \tag{2.8}
\]
Let $\hat{\mathbf{w}}$ be a hypothesis returned through an estimation procedure. The excess risk of this hypothesis is defined as:

$$R(\hat{\mathbf{w}}) - R(w^*) = R(\hat{\mathbf{w}}) - R(w^*_n) + R(w^*_n) - R(w^*).$$  \hspace{1cm} (2.10)
as model mismatch and the variance inherent even in a well specified model, a lower bound is very valuable towards selecting a learning algorithm suited to the problem at hand. Before going over this (minimax) lower bound, we require the definition of the noise variance $\hat{\sigma}^2_{\text{MLE}}$:

$$\hat{\sigma}^2_{\text{MLE}} \overset{\text{def}}{=} \text{Tr} \left( H^{-1} \Sigma \right).$$

(2.11)

In the case of well specified models, $(y - \langle w^*, x \rangle)$ is independent of $x$, thus

$$\Sigma = \mathbb{E} \left[ (y - \langle w^*, x \rangle)^2 xx^\top \right] = \sigma^2 H,$$

where, $\sigma^2 = \mathbb{E} \left[ (y - \langle w^*, x \rangle)^2 \right]$. This implies that for the special case of well specified models, $\hat{\sigma}^2_{\text{MLE}} = d \sigma^2$. Given $n$ samples from the distribution $D$ this minimax statistical rate is $\hat{\sigma}^2_{\text{MLE}}/n \ [4, 33] \ [64, \text{chap. 5,10,11}]$. This minimax rate sets a baseline for any learning algorithm to compete in: in particular, regardless of the rates offered by any optimization algorithm on say the empirical risk (equation (2.3)), the rate on the generalization error can never be improved beyond this minimax rate.

It is known that under certain regularity conditions employed in Statistics literature, given $n$ samples $S_n$ from the distribution $D$, the Maximum Likelihood Estimator (or the Empirical Risk Minimizer) achieves this statistical minimax rate, in the limit of large $n \ [62, \text{chap. 1,3,6}], \ [120, \text{chap. 5,7,8}], \ [69, \text{chap. 5 – 6}]$, i.e.:

$$\lim_{n \to \infty} \frac{\mathbb{E}_{S_n} \left[ R(w^*_\text{ERM}) \right] - R(w^*)}{\hat{\sigma}^2_{\text{MLE}}/n} = 1,$$

(2.12)

where, the expectation is over all possible $n$ samples $S_n$ drawn from the distribution $D$. It is important to note that this result is a rather general result as it holds for a broad class of models in the agnostic setting (i.e. as in the case of model mismatch).

In several situations, the ERM (computed upto machine precision) satisfies equation (2.12) and hence it is a natural idea to optimize for the empirical risk represented by equation (2.3), since it possesses favourable statistical properties. This motivates the study of offline optimization, which aims to optimize the function in equation (2.3).
2.4 Offline optimization

In the study of minimization methods for problem (2.3), first order methods, which access a function to be optimized using its gradient information has formed the cornerstone of modern machine learning and optimization. In this section, we review convex optimization methods that employ an exact first order oracle \cite{83, 86}. The basic and the most popular method in this category is Gradient Descent \cite{18}. Gradient Descent makes progress on the objective (2.3) by following the direction of negative gradient, i.e.:

$$w_t = w_{t-1} - \eta \nabla R_n(w_{t-1}).$$

with $\eta > 0$ being the learning rate. Note that the computation of the full exact (batch) gradient $\nabla R_n(w_{t-1})$ requires $O(nd)$ computation. Now, to understand the computational effort needed to attain an $\epsilon$-accurate solution, we begin by defining the condition number $\kappa_o$ of the optimization problem in equation (2.3):

$$\kappa_o = \frac{\lambda_{\text{max}}(H_n)}{\lambda_{\text{min}}(H_n)}.$$

where, $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ are the largest and smallest eigenvalues of the Hessian $H_n$ (introduced in equation (2.8)). Under an appropriate choice of the learning rate, $\kappa_o \log(1/\epsilon)$ iterations of Gradient Descent are required to achieve $\epsilon$-accuracy to the minimization problem. This is known to be suboptimal amongst the class of methods with access to a first order oracle \cite{86}. The total computational effort of Gradient Descent to achieve $\epsilon$-accuracy is $O(nd\kappa_o \log(1/\epsilon))$.

The suboptimal behavior of Gradient Descent has been addressed through the development of fast gradient methods such as Conjugate Gradient Method \cite{48} (for a linear system), the Heavy Ball method \cite{92} (for quadratic objectives), the Accelerated Gradient Descent Method \cite{85} (general smooth convex functions). These methods reduce the $\kappa_o$ to $\sqrt{\kappa_o}$ iterations, i.e., they require $O(\sqrt{\kappa_o} \log(1/\epsilon))$ iterations to achieve an $\epsilon$-accurate solution, which is known to be optimal amongst the class of methods with access to an exact first order oracle \cite{86}. This implies fast gradient methods have a computational effort of $O(nd\sqrt{\kappa_o} \log(1/\epsilon))$ to achieve $\epsilon$-accuracy.
The multiplicative coupling of the condition number $\kappa_o$ (or $\sqrt{\kappa_o}$) and the number of data points $n$ in the complexity bounds for Gradient Descent and its accelerated variants renders it unsuitable for modern large scale machine learning. In particular, modern large scale machine learning has seen an upsurge in the number of data points $n$ and the condition number for several practical problems could be as large as $\mathcal{O}(n)$; a multiplicative coupling of these quantities leads to super linear running time in the number of data points $n$, which is often infeasible for modern large scale problems.

A recent upsurge of offline stochastic methods has seen the development of several variants of the sub-linearly convergent Stochastic Gradient Descent (SGD) \cite{99, 97}. These variants offer linearly convergent algorithms that allow for the coupling between $n$ and $\kappa_o$ to be additive as opposed to multiplicative; in essence, this leads to nearly linear (in $n$) running time for these methods. Amongst these are SDCA \cite{108}, SAG \cite{101}, SVRG \cite{57}, SAGA \cite{24}, and these have running time guarantees that resemble $\mathcal{O}((n + \bar{\kappa}_o) \cdot d \log(1/\epsilon))$, with $\bar{\kappa}_o$ representing a dependence on the trace of $H_n$ as opposed to its spectral norm. These methods have been followed up with their accelerated variants such as \cite{109, 34, 72, 23, 2} and these accelerated variants possess improved running times of $\mathcal{O}((n + \sqrt{n\bar{\kappa}_o}) \cdot d \log(1/\epsilon))$\footnote{Accelerated variants thus indicate improvements only in situations when $n \leq \bar{\kappa}_o$}. These running times have been shown to be nearly optimal through the work of \cite{124}.

\subsection{Stochastic Approximation}

The seminal work of \cite{99} introduced the problem of stochastic approximation (which is expressed as a variant of the problem expressed in equation (2.2)\footnote{\cite{99} motivated the problem as searching for the root of a function whose evaluations can be carried out in an unbiased but inexact manner. Such a view can be employed for the problem in equation (2.2)\footnote{where we search for an iterate $w_k$ to $w_{k+1}$ using an unbiased estimate of the gradient $\nabla \hat{R}(w)$} where we search for an iterate $w_k$ to $w_{k+1}$ using an unbiased estimate of the gradient $\nabla \hat{R}(w)$}} and proposed a method to solve the stochastic approximation problem. The method they introduced to solve the stochastic approximation problem is popularly termed as Stochastic Gradient Descent (SGD), which moves from an iterate $w_k$ to $w_{k+1}$ using an unbiased estimate of the gradient $\nabla \hat{R}(w)$...
evaluated at $w = w_k$, i.e.,

$$w_{k+1} = w_k - \gamma_k \nabla R(w_k),$$

where, $\nabla R(w_k) = \nabla R(w_k) + \epsilon_{k+1}$

with $\mathbb{E}[\epsilon_{k+1}|\mathcal{F}_k] = 0$, $\mathcal{F}_k$ being a filtration formed using events leading to $w_k$. $\{\gamma_k\}_{k \geq 1}$ is a sequence of decreasing step sizes satisfying certain properties. A breakthrough in the context of stochastic approximation appeared through the works of [103, 94] and this was through understanding the properties of a certain iterate averaged version of SGD. They proved that under certain regularity conditions, in an asymptotic sense, iterate averaged SGD converges in distribution to the MLE. What this implies in particular is that the excess risk of the iterate averaged SGD estimator achieves the minimax optimal statistical risk that is satisfied by the MLE (equation (2.12)) [62, chap. 1,3,6], [69, chap. 5 – 6], [120, chap. 5,7,8]. Furthermore, iterate averaged SGD [103, 94] allowed for the use of a larger step size sequence $\{\gamma_k\}_{k \geq 1}$ compared to the results of [99].

Before moving to issues relating to non-asymptotics of stochastic approximation, we will make a digression here with regards to highlighting other notions of optimality studied in the literature of adaptive signal processing/control theory with regards to the behavior of stochastic gradient descent (which is referred to as the least mean square (LMS) algorithm [122]). In particular, it is known that the LMS algorithm is robust (and optimal) in a $H^\infty$ sense [44], i.e., small disturbances (i.e. noise) and modeling errors (defined in an appropriate sense) provably leads to small estimation errors.

In order to progress towards developing a non-asymptotic understanding of Stochastic Approximation, we require grounding the information that we can access in the context of an oracle model, in a similar manner to how we understood the behavior of (offline) Gradient Descent and other fast Gradient methods. For starters, let us consider the least squares population risk expressed in equation (2.4). In the context of Stochastic Approximation, we are provided with an access to a stochastic first order oracle, which when queried at any iterate $w$, samples a tuple $(x, y) \sim \mathcal{D}$ and returns an unbiased estimate of the gradient of
the objective (2.4) using this sample:

$$\hat{\nabla} R(w) = -(y - \langle w, x \rangle) \cdot x; \quad \mathbb{E}_{(x,y) \sim D} \left[ \hat{\nabla} R(w) \right] = \nabla R(w).$$  \tag{2.13}$$

This oracle model represents the information that is accessed by practical implementations of stochastic gradient descent. Differences between this oracle model and other theoretically useful first order stochastic oracles \[83, 86\] is detailed in subsequent sections.

As a final note, the excess risk of an estimation procedure (say, SGD) used for the Stochastic Approximation problem is composed of two components \[5, 7, 35\]: (i) the bias error, which relates to the dependence of the risk on the initial conditions (for example, the excess risk of the starting iterate \(w_0\)). The bias error typically dominates the non-asymptotic behavior of SGD, and (ii) the variance error, which relates to the error introduced owing to the use of the stochastic first order oracle. The variance error is typically leading order and associated with statistical/information theoretic lower bounds \[83, 1\].

### 2.6 Stochastic Approximation and its suitability to Large Scale Learning

As mentioned before, minimizing the test error (or) the generalization error is key towards the success of Machine Learning. One wave of Machine Learning considered the Empirical Risk Minimization framework (say, equation (2.1), or in particular, equation (2.3)) as a gold standard to progress towards minimization of the generalization error, owing to the favorable statistical properties of the MLE (equation (2.12)). However, an exact solution, say to the problem in equation (2.3) requires a computational cost of \(O(nd^2 + d^\omega)\), where \(\omega\) is the matrix multiplication exponent, and \(O(d^2)\) storage thus being impermissible for large \(d\). In general, exact (machine precision or like) solutions to the ERM problem tends to require super linear dependence on computation or storage (for example, to solve the Newton step once or multiple times) making them infeasible for modern problems.

Granted, a wave of recent progress in the large scale offline optimization literature (as detailed in section 2.4) has allowed for the development of algorithms with near linear running times in the number of data points \(n\). However, it is unclear how to connect these develop-
ments on achieving $\epsilon$-accurate solutions to the ERM to generalization without resorting to upper bounds. Note that any rate proven in terms of the empirical risk (equation (2.3)) does not naturally translate to rates on the population risk (equation (2.4)). In particular, for such a translation to occur, there need to be additional arguments regarding concentration of the empirical risk, a new generalization error analysis translating the training error to the test error. Moreover, it is not clear how the condition numbers of problem in equation (2.4) and equation (2.3) are related. A final, but crucial aspect of methods described in section 2.4 is that they require for the entire dataset to be stored in memory, and for multiple passes (in particular, $\log n$ passes) to be taken over this dataset stored in memory. Refer to [35] for more details.

While these issues with the ERM framework seem rather fundamental, it is fortunate that the aim in Machine Learning is in minimizing the generalization error. This allows us to consider approaches that optimize directly this quantity of interest. Knowing the fact that there exists fundamental minimax lower bounds on the generalization error [4, 33, 64, chap. 5,10,11], and given the issues (highlighted above) with the ERM framework, it is prudent to focus more on achieving this statistical accuracy on the testing risk as opposed to solving the ERM problem to numerical precision. This clearly indicates the relevance of the stochastic approximation framework that aims to optimize the quantity of interest, say, in equation (2.2) or equation (2.4). Moreover, algorithms such as SGD are single pass streaming methods and do not require storing an entire dataset in memory, which is well suited to large scale machine learning problems. These observations and the relevant issues of computation-statistics tradeoffs was highlighted in the work of [12].
Chapter 3

TAIL-AVERAGED SGD: PARALLELIZATION VIA MINI-BATCHING, MODEL AVERAGING AND BATCHSIZE DOUBLING

3.1 Chapter Notes

This chapter presents joint work with Prateek Jain, Praneeth Netrapalli, Sham M. Kakade and Aaron Sidford and is published in the Journal of Machine Learning Research (JMLR), 2018. This chapter’s presentation is a (very minor) variant of the published version of this paper. The contributions of this chapter are summarized as follows:

- This chapter establishes the benefits of tail-averaging (also known as suffix averaging) using the bias-variance decomposition in the context of stochastic approximation, through an illustrative instance of streaming strongly convex least squares regression.

- This chapter presents a precise characterization of the advantages of mini-batch SGD, in terms of the parallelization benefits offered over SGD with a batch size 1, both when the bias is the dominating source of error (at the start of learning, when the error sharply drops) and when the variance is the dominating source of error (when the error bounces around). A byproduct of this analysis indicates how the learning rate must be set as a function of the batchsize, presenting guidelines to practitioners when using mini-batching (which is the most ubiquitously used form of parallelization). The chapter also presents a precise view into how mini-batching works with and without iterate averaging.

- This chapter establishes a precise characterization of model averaging, which involves running several instances of SGD in separate machines, and averaging the results of
these runs once (at the end of optimization); such procedures are meaningful alternatives in situations when communication between various processors is deemed very expensive.

• This chapter then considers the role of model mis-specification and when considering linear regression problem instances where the noise in each example need not be bounded. Such results presents a clear insight into the generalization behavior of SGD in these (realistic) settings, and results in this direction are original to the best of our knowledge.

• A final contribution of this chapter is in developing an SGD based batchsize doubling approach that offers the same generalization error (after nearly the same number of serial updates) as batch gradient descent, thus presenting a highly parallelizable streaming algorithm that competes with batch gradient descent on every least squares problem instance.

3.2 Introduction and Problem Setup

With the ever increasing size of modern day datasets, practical algorithms for machine learning are increasingly constrained to spend less time and use less memory. This makes it particularly desirable to employ simple streaming algorithms that generalize well in a few passes over the dataset.

Stochastic gradient descent (SGD) is perhaps the simplest and most well studied algorithm that meets these constraints. The algorithm repeatedly samples an instance from the stream of data and updates the current parameter estimate using the gradient of the sampled instance. Despite its simplicity, SGD has been immensely successful and is the de-facto method for large scale learning problems. The merits of SGD for large scale learning and the associated computation versus statistics tradeoffs is discussed in detail by the seminal work of [12].
While a powerful machine learning tool, SGD in its simplest forms is inherently serial. Over the past years, as dataset sizes have grown there have been remarkable developments in processing capabilities with multi-core/distributed/GPU computing infrastructure available in abundance. The presence of this computing power has triggered the development of parallel/distributed machine learning algorithms ([76 130 15 90 71 129]) that possess the capability to utilize multiple cores/machines. However, despite this exciting line of work, it is yet unclear how to best parallelize SGD and fully utilize these computing infrastructures.

This chapter takes a step towards answering this question, by characterizing the behavior of constant stepsize SGD for the problem of strongly convex stochastic least square regression (LSR) under two averaging schemes widely believed to improve the performance of SGD. In particular, this chapter considers the natural parallelization technique of *mini-batching*, where multiple data-points are processed simultaneously and the current iterate is updated by the average gradient over these samples, and combine it with variance reducing technique of *tail-averaging*, where the average of many of the final iterates are returned as SGD’s estimate of the solution.

In this chapter, parallelization arguments are structured through the lens of a *work-depth* tradeoff: *work* refers to the total computation required to reach a certain generalization error, and *depth* refers to the number of serial updates. Depth, defined in this manner, is a reasonable estimate of the runtime of the algorithm on a large multi-core architecture with shared memory, where there is no communication overhead, and has strong implications for parallelizability on other architectures.

### 3.2.1 Problem Setup and Notations

We use boldface small letters (\(\mathbf{x}, \mathbf{w}\) etc.) for vectors, boldface capital letters (\(\mathbf{A}, \mathbf{H}\) etc.) for matrices and normal script font letters (\(\mathcal{M}, \mathcal{U}\) etc) for tensors. We use \(\otimes\) to denote the outer product of two vectors or matrices. Loewner ordering between two PSD matrices is represented using \(\succeq, \preceq\).

This chapter considers the stochastic approximation problem of Least Squares Regression
(LSR). Let $L : \mathbb{R}^d \to \mathbb{R}$ be the expected square loss over tuples $(x,y)$ sampled from a distribution $\mathcal{D}$:

$$L(w) = \frac{1}{2} \cdot \mathbb{E}_{(x,y) \sim \mathcal{D}}[(y - \langle w, x \rangle)^2] \forall w \in \mathbb{R}^d. \quad (3.1)$$

Let $w^*$ be a minimizer of the problem (3.1). Now, let the Hessian of the problem (3.1) be denoted as:

$$H \overset{\text{def}}{=} \nabla^2 L(w) = \mathbb{E} [xx^\top].$$

Next, we define the fourth moment tensor $\mathcal{M}$ of the inputs $x$ as:

$$\mathcal{M} \overset{\text{def}}{=} \mathbb{E} [x \otimes x \otimes x \otimes x].$$

Let the noise $\epsilon_{x,y}$ in a sample $(x,y) \sim \mathcal{D}$ with respect to the minimizer $w^*$ of (3.1) be denoted as:

$$\epsilon_{x,y} \overset{\text{def}}{=} y - \langle w^*, x \rangle.$$

Finally, let the noise covariance matrix $\Sigma$ be denoted as:

$$\Sigma \overset{\text{def}}{=} \mathbb{E} [\epsilon_{x,y}^2 xx^\top].$$

The homoscedastic (or, additive noise/well specified) case of LSR refers to the case when $\epsilon_{x,y}$ is mutually independent from $x$. This is the case, say, when $\epsilon_{x,y}$ sampled from a Gaussian, $N(0,\sigma^2)$ independent of $x$. In this case, $\Sigma = \sigma^2 H$, where, $\sigma^2 = \mathbb{E} [\epsilon^2]$, where the subscript on $\epsilon_{x,y}$ is suppressed owing to the independence of $\epsilon$ on any sample $(x,y) \sim \mathcal{D}$. On the other hand, the heteroscedastic (or, mis-specified) case refers to the setting when $\epsilon_{x,y}$ is correlated with the input $x$. In this chapter, all our results apply to the general mis-specified case of the LSR problem.

**Assumptions**

We make the following assumptions about the problem.
(A1) **Finite fourth moment:** The fourth moment tensor $\mathcal{M} = \mathbb{E} \left[ x \otimes^4 \right]$ exists and is finite.

(A2) **Strong convexity:** The Hessian of $L(\cdot)$, $H = \mathbb{E} \left[ xx^T \right]$ is positive definite i.e., $H \succ 0$.

(A1) is a standard regularity assumption for the analysis of SGD and related algorithms. (A2) is also a standard assumption and guarantees that the minimizer of (3.1), i.e., $w^*$ is unique.

**Important Quantities**

In this section, we will introduce some important quantities required to present our results. Let $I$ denote the $d \times d$ identity matrix. For any matrix $A$, $\mathcal{M}A \overset{\text{def}}{=} \mathbb{E} \left[ (x^T A x) x x^T \right]$. Let $\mathcal{H}_L = H \otimes I$ and $\mathcal{H}_R = I \otimes H$ represent the left and right multiplication operators of the matrix $H$ so that for any matrix $A$, we have $\mathcal{H}_L A = HA$ and $\mathcal{H}_R A = AH$.

- **Fourth moment bound:** Let $R^2$ be the smallest number such that $\mathcal{M}I \preceq R^2 H$.

- **Smallest eigenvalue:** Let $\mu$ be the smallest eigenvalue of $H$ i.e., $H \succeq \mu I$.

The fourth moment bound implies that $\mathbb{E} \left[ \|x\|^2 \right] \leq R^2$. Further more, (A2) implies that the smallest eigenvalue $\mu$ of $H$ is strictly greater than zero ($\mu > 0$).

**Stochastic Gradient Descent: Mini-Batching and Iterate Averaging**

In this chapter, we work with a stochastic first order oracle. This oracle, when queried at $w$ samples an instance $(x, y) \sim D$ and uses this to return an unbiased estimate of the gradient of $L(w)$:

$$\nabla \hat{L}(w) = -(y - \langle w, x \rangle) \cdot x; \quad \mathbb{E} \left[ \nabla \hat{L}(w) \right] = \nabla L(w).$$

We consider the stochastic gradient descent (SGD) method $[99]$, which minimizes $L(w)$ by following the direction opposite to this noisy stochastic gradient estimate, i.e.:

$$w_t = w_{t-1} - \gamma \cdot \nabla \hat{L}_t(w_{t-1}), \text{ with } \nabla \hat{L}_t(w_{t-1}) = -(y_t - \langle w_{t-1}, x_t \rangle) \cdot x_t$$
with $\gamma > 0$ being a constant step size/learning rate; $\nabla L_t(w_{t-1})$ is the stochastic gradient evaluated using the sample $(x_t, y_t) \sim D$ at $w_{t-1}$. We consider two algorithmic primitives used in conjunction with SGD namely, mini-batching and tail-averaging (also referred to as iterate/suffix averaging).

Mini-batching involves querying the gradient oracle several times and using the average of the returned stochastic gradients to take a single step. That is,

$$w_t = w_{t-1} - \gamma \cdot \left( \frac{1}{b} \sum_{i=1}^{b} \nabla L_{t,i}(w_{t-1}) \right),$$

where, $b$ is the batch size. Note that at iteration $t$, mini-batching involves repeatedly querying the stochastic gradient oracle at $w_{t-1}$ for a total of $b$ times. For every query $i = 1, \ldots, b$ at iteration $t$, the oracle samples an instance $\{x_{ti}, y_{ti}\}$ and returns a stochastic gradient estimate $\nabla L_{t,i}(w_{t-1})$. These estimates $\{\nabla L_{t,i}(w_{t-1})\}_{i=1}^{b}$ are averaged and then used to perform a single step from $w_{t-1}$ to $w_t$. Mini-batching enables the possibility of parallelization owing to the use of cheap matrix-vector multiplication for computing stochastic gradient estimates. Furthermore, mini-batching allows for the possible reduction of variance owing to the effect of averaging several stochastic gradient estimates.

Tail-averaging (or suffix averaging) refers to returning the average of the final few iterates of a stochastic gradient method as a means to improve its variance properties [103, 94]. In particular, assuming the stochastic gradient method is run for $n$ steps, tail-averaging (or suffix averaging [97]) involves returning

$$\bar{w} = \frac{1}{n-s} \sum_{t=s+1}^{n} w_t$$

as an estimate of $w^*$. Note that $s$ could be thought of as being $cn$, with $c < 1$ being some constant.

Typical excess risk bounds (or, generalization error bounds) for the stochastic approximation problem involve the contribution of two error terms namely, (i) the bias, which refers to the dependence on the starting conditions $w_0$/initial excess risk $L(w_0) - L(w^*)$ and, (ii) the
variance, which refers to the dependence on the noise introduced by the use of a stochastic first order oracle.

**Optimal Error Rates for the Stochastic Approximation problem**

Under standard regularity conditions often employed in the statistics literature, the minimax optimal rate on the excess risk is achieved by the standard Empirical Risk Minimizer (or, Maximum Likelihood Estimator) [69, chap. 5–6], [120, chap. 5,7,8]. Given $n$ i.i.d. samples $S_n = \{x_i, y_i\}_{i=1}^n$ drawn from $\mathcal{D}$, define the empirical risk minimization problem as obtaining

$$w_n^* = \arg \min_w \frac{1}{2n} \sum_{i=1}^n (y_i - \langle w, x_i \rangle)^2.$$ 

Let us define the noise variance $\hat{\sigma}^2_{\text{MLE}}$ to represent

$$\hat{\sigma}^2_{\text{MLE}} = \mathbb{E} \left[ \| \nabla L(w^*) \|_{H^{-1}}^2 \right] = \text{Tr}[H^{-1} \Sigma].$$

The asymptotic minimax rate of the Empirical Risk Minimizer $w_n^*$ on every problem instance is $\hat{\sigma}^2_{\text{MLE}}/n$ [69, 120], i.e.,

$$\lim_{n \to \infty} \frac{\mathbb{E}_{S_n} [L(w_n^*)] - L(w^*)}{\hat{\sigma}^2_{\text{MLE}}/n} = 1.$$

For the well-specified case (i.e., the additive noise case, where, $\Sigma = \sigma^2 H$), we have $\hat{\sigma}^2_{\text{MLE}} = d\sigma^2$. Seminal works of [103, 94] prove that tail-averaged SGD, with averaging from start, achieves the minimax rate for the well-specified case in the limit of $n \to \infty$.

**Goal:** In this chapter, we seek to provide a non-asymptotic understanding of (a) mini-batching and issues of learning rate versus batch-size, (b) tail-averaging, (c) the effect of the model mis-specification, (d) a batch size doubling scheme for parallelizing statistical estimation, (e) a communication efficient parallelization scheme namely, parameter-mixing/model averaging and (f) the behavior of learning rate versus batch size on the final iterate of the mini-batch SGD procedure, on the behavior of excess risk of SGD (in terms of both the bias and the variance terms) for the streaming LSR problem, with the goal of achieving the minimax rate on every problem instance.
3.2.2 This Chapter’s Contributions

The main contributions of this chapter are as follows:

• This chapter shows that mini-batching yields near-linear parallelization speedups over the standard serial SGD (i.e. with batch size 1), as long as the mini-batch size is smaller than a problem dependent quantity (which we denote by $b_{\text{thresh}}$). When batch-sizes increase beyond $b_{\text{thresh}}$, mini-batching is inefficient (owing to the lack of serial updates), thus obtaining only sub-linear speedups over mini-batching with a batch size $b_{\text{thresh}}$. A by-product of this analysis sheds light on how the step sizes naturally interpolate from ones used by standard serial SGD (with batch size 1) to ones used by batch gradient descent.

• While the final iterate of SGD decays the bias at a geometric rate but does not obtain minimax rates on the variance, the averaged iterate \cite{94, 25} decays the bias at a sub-linear rate while achieving minimax rates on the variance. This chapter rigorously shows that tail-averaging obtains the best of both worlds: decaying the bias at a geometric rate and obtaining near-minimax rates (up to constants) on the variance. This result corroborates with empirical findings \cite{79} that indicate the benefits of tail-averaging in general contexts such as training Long-Short term memory models (LSTMs).

• Next, this chapter precisely characterizes the tradeoffs of learning rate versus batch size and its effect on the excess risk of the final iterate of an SGD procedure, which provides theoretical evidence to empirical observations \cite{10, 11} described in the context of deep learning and non-convex optimization.

• Combining the above results, this chapter provides a mini-batching and tail-averaging version of SGD that is highly parallelizable: the number of serial steps (which is a proxy for the un-parallelizable time) of this algorithm nearly matches that of offline gradient descent and is lower than the serial time of all existing streaming LSR algorithms.
See Table 3.1 for comparison. We note that these results are obtained by providing a tight finite-sample analysis of the effects of mini-batching and tail-averaging with large constant learning rate schemes.

- This chapter provides a non-asymptotic analysis of parameter mixing/model averaging schemes for the streaming LSR problem. Model averaging schemes are an attractive proposition for distributed learning owing to their communication efficient nature, and they are particularly effective in the regime when the estimation error (i.e. variance) is the dominating term in the excess risk. Here, we characterize the excess risk (in terms of both the bias and variance) of the model averaging procedure which sheds light on situations when it is an effective parallelization scheme (in that when this scheme yields linear parallelization speedups).

- All the results in this chapter are established for the general mis-specified case of the streaming LSR problem. This establishes a fundamental difference in the behavior of SGD when dealing with mis-specified models in contrast to existing analyses that deal with the bounded mis-specified noise case. In particular, this analysis reveals a surprising insight that the maximal stepsizes (that ensure minimax optimal rates) are a function of the noise properties of the mis-specified problem instance. The main takeaway of this analysis is that the maximal step sizes (that permit achieving minimax rates) for the mis-specified case can be much lower than ones employed in the well-specified case: indeed, a problem instance that yields such a separation between the maximal learning rates for the well specified and the mis-specified case is presented.

The tool employed in obtaining these results generalizes the operator view of averaged SGD with batch size 1 \cite{25} and a clear exposition of the bias-variance decomposition from \cite{53} to obtain a sharp bound on the excess risk for mini-batch, tail-averaged constant step-size SGD. Note that the work of \cite{25} does not establish minimax rates while working with large constant step sizes; this shortcoming is remedied by this chapter through a novel sharp
analysis that rigorously establishes minimax optimal rates while working with large constant step sizes. Furthermore, note that while straightforward operator norm bounds of the matrix operators suffice to show convergence of the SGD method, they turn out to be pretty loose bounds (particularly for bounding the variance). To tighten these bounds, this chapter presents a fine grained analysis that bounds the trace of the SGD operators when applied to the relevant matrices. The bounds of this chapter and its advantages compared to existing algorithms is indicated in table [3.1].

While this chapter’s results focus on strongly convex streaming least square regression, we believe that our techniques and results extend more broadly. This chapter aims to serve as the basis for future work on analyzing SGD and parallelization of large scale algorithms for machine learning.

Chapter organization: Section [3.3] presents the related work. Section [3.4] presents the main results of this work. Section [3.5] outlines the proof techniques. Section [3.6] presents experimental simulations to demonstrate the practical utility of the established mini-batching limits and tail-averaging. The proofs of all the claims and theorems are provided in the appendix.

3.3 Related Work

Stochastic approximation has been the focus of much efforts starting with the work of [99], and has been analyzed in subsequent works including [83, 63, 64, chap. 5,10,11]. These questions and the related issues of computation versus statistics tradeoffs have received renewed attention owing to their relevance in the context of modern large scale machine learning, as highlighted by the work of [12].

Geometric Rates on initial error: For offline optimization with strongly convex objectives, gradient descent [18] and fast gradient methods [92, 85] indicate linear convergence. However, a multiplicative coupling of number of samples $n$ and condition number in the

---

1. [25] guarantee these bounds with learning rate $\gamma \to 0$. This work supports these bounds with $\gamma = 1/R^2$.

2. Initial error oracle provides initial excess risk $\Delta_0 = L(w_0) - L(w^*)$ and noise level $\sigma^2$. 
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Final error</th>
<th>Runtime/Work</th>
<th>Depth</th>
<th>Streaming</th>
<th>Agnostic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient Descent</td>
<td>$\mathcal{O}\left(\frac{\sigma d}{n}\right)$</td>
<td>$\kappa d \log \frac{n}{\Delta_0}$</td>
<td>$\kappa \log \frac{n}{\Delta_0}$</td>
<td>$\times$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>SDCA</td>
<td>$\mathcal{O}\left(\frac{\sigma d}{n}\right)$</td>
<td>$(n + \frac{R^2}{\lambda_{\min}} d) \cdot \log \frac{n \Delta_0}{\sigma d}$</td>
<td>$(n + \frac{R^2}{\lambda_{\min}} d) \cdot \log \frac{n \Delta_0}{\sigma d}$</td>
<td>$\times$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Averaged SGD</td>
<td>$\mathcal{O}\left(\frac{\sigma d}{n}\right)$</td>
<td>nd</td>
<td>n</td>
<td>$\checkmark$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Streaming SVRG with initial error oracle</td>
<td>$\mathcal{O}\left(\frac{\exp\left(-{\frac{n \lambda_{\min}(H)}{R^2}}\right) \cdot \Delta_0 + \frac{\sigma d}{n}\right)$</td>
<td>nd</td>
<td>$(\frac{R^2}{\lambda_{\min}(H)} \cdot \log \frac{n \Delta_0}{\sigma d})$</td>
<td>$\checkmark$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Algorithm 2 (this chapter)</td>
<td>$\mathcal{O}\left(\frac{\exp\left(-{\frac{n \lambda_{\min}(H)}{R^2}}\right) \cdot \Delta_0 + \frac{\sigma d}{n}\right)$</td>
<td>nd</td>
<td>$(\frac{R^2}{\lambda_{\min}(H)} \cdot \log \frac{n \Delta_0}{\sigma d})$</td>
<td>$\checkmark$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Algorithm 2 with initial error oracle (this chapter)</td>
<td>$\mathcal{O}\left(\frac{\exp\left(-{\frac{n \lambda_{\min}(H)}{R^2 \log(n)}}\right) \cdot \Delta_0 + \frac{\sigma d}{n}\right)$</td>
<td>nd</td>
<td>$\kappa \log(\kappa) \log \frac{n \Delta_0}{\sigma d}$</td>
<td>$\checkmark$</td>
<td>$\checkmark$</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of Algorithm 2 with existing Algorithms including Gradient Descent, SDCA (offline methods) and averaged SGD, streaming SVRG (streaming methods) given $n$ samples for LSR, with $\Delta_0 = L(w_0) - L(w^*)$. The error of offline methods are obtained by running these algorithms so that their final error is $\mathcal{O}(\sigma^2 d/n)$ (which is the minimax rate for the realizable case). The table is written assuming the realizable case; for algorithms which support agnostic case, these bounds can be appropriately modified. Refer to Section 3.2.1 for the definitions of all quantities. We do not consider accelerated variants in this table. Note that the accelerated variants have served to improve running times of the offline algorithms, with the exception of [54]. In the bounds for Algorithm 2 we require $t \geq 24 \kappa \log(\kappa)$. Finally, note that streaming SVRG does not conform to the first order oracle (1).

computational effort is a major drawback in the large scale context. These limitations are addressed through developments in offline stochastic methods [101, 108, 57, 24] and their accelerated variants [107, 54, 72, 23, 2] which offer near linear running time in the number of samples and condition number with $\log(n)$ passes over the dataset stored in memory.

For stochastic approximation with strongly convex objectives, SGD offers linear rates on the bias without achieving minimax rates on the variance [5, 81, 13]. In contrast, iterate
averaged SGD \[103, 94\] offers a sub-linear \(O(1/n^2)\) rate on the bias \[25, 29\] while achieving minimax rates on the variance. Note that all these results consider the well-specified (additive noise) case when stating the generalization error bounds. We are unaware of any results that provide sharp non-asymptotic analysis of SGD and the related step size issues in the general mis-specified case. Streaming SVRG \[35\] offers a geometric rate on the bias and optimal statistical error rates; we will return to a discussion of Streaming SVRG below. In terms of methods faster than SGD, our own effort \[54\] provides the first accelerated stochastic approximation method that improves over SGD on every problem instance.

**Parallelization of Machine Learning algorithms:** In *offline optimization*, \[15\] study parallel co-ordinate descent for sparse optimization. Parallelization via mini-batching has been studied in \[21, 117, 107, 118\]. These results compare worst case upper bounds on the training error to argue parallelization speedups, thus providing weak upper bounds on mini-batching limits. Parameter mixing/Model averaging \[76\] guarantees linear parallelization speedups on the variance but do not improve the bias. Approaches that attempt to re-conciliate communication-computation tradeoffs \[71\] indicate increased mini-batching hurts convergence, and this is likely an artifact of comparing weak upper bounds. Hogwild \[90\] indicates near-linear parallelization speedups in the harder asynchronous optimization setting, relying on specific input structures like hard sparsity; these bounds are obtained by comparing worst case upper bounds on training error. Refer to oracle models paragraph below for details on these worst case upper bounds.

In the *stochastic approximation* context, \[26\] study mini-batching in an oracle model that assumes bounded variance of stochastic gradients. These results compare worst case bounds on the generalization error to prescribe mini-batching limits, which renders these limits to be too loose (as mentioned in their paper). Our chapter’s mini-batching result offers guidelines on batch sizes for linear parallelization speedups by comparing generalization bounds that hold on a per problem basis as opposed to worst case bounds. Refer to the paragraph on oracle models for more details. Finally, parameter mixing in the stochastic approximation context \[100, 127\] offers linear parallelization speedups on the variance error while not
improving the bias [100]. Finally, [31] guarantees asymptotic optimality of asynchronous optimization with linear parallelization speedups on the variance.

**Oracle models and optimality:** In stochastic approximation, there are at least two lines of thought with regards to oracle models and notions of optimality. One line involves considering the case of bounded noise [64, chap. 5,10,11], [62, chap. 1,3,6], or, bounded variance of the stochastic gradient, which in the least squares setting amounts to assuming bounds on

\[ \nabla L(w) - \nabla L(w) = (x x^\top - H)(w - w^*) - \epsilon x. \]

This implies additional assumptions are required on compactness of the parameter set (which are enforced via projection steps); such assumptions do not hold in practical implementation of stochastic gradient methods and in the setting considered by this paper. Thus, the mini-batching thresholds in [21, 90, 26, 71] present bounds in the above worst-case oracle model by comparing weak upper bounds on the training/test error.

Another view of optimality [4, 33] considers an objective where the goal is to match the rate of the statistically optimal estimator (referred to as the $M$-estimator) on every problem instance. [94] consider this oracle model for the LSR problem and prove that the distribution of the averaged SGD estimator on every problem matches that of the $M$-estimator under certain regularity conditions [69, chap. 5–6]. A recent line of work [7, 35] aims to provide non-asymptotic guarantees for SGD and its variants in this oracle model. This chapter aims to understand mini-batching and other computational aspects of parallelizing stochastic approximation on every problem instance by working in this practically relevant oracle model. Refer to [54] for more details.

**Comparing offline and streaming algorithms:** Firstly, offline algorithms require performing multiple passes over a dataset stored in memory. Note that results and convergence rates established in the finite sum/offline optimization context do not translate to rates on the generalization error. Indeed, these results require going through concentration and a generalization error analysis for this translation to occur. Refer to [35] for more details.

**Comparison to streaming SVRG:** Streaming SVRG does not function in the stochastic
first order oracle model [1] satisfied by SGD as run in practice since it requires gradients at two points from a single sample [35]. Furthermore, in contrast to this work, its depth bounds depend on a stronger fourth moment property due to lack of mini-batching.

3.4 Main Results

We begin by writing out the behavior of the learning rate as a function of batch size.

Maximal Learning Rates: We write out a characterization of the largest learning rate \( \gamma_{b, \text{max}}^{\text{div}} \) that permits the convergence of the mini-batch Stochastic Gradient Descent update. The following generalized eigenvector problem allows for the computation of \( \gamma_{b, \text{max}}^{\text{div}} \):

\[
\frac{2}{\gamma_{b, \text{max}}^{\text{div}}} = \sup_{W \in S(d)} \frac{\langle W, M W \rangle + (b - 1) \cdot \text{Tr} \, WHW}{b \cdot \text{Tr} \, WHW}.
\]  
(3.2)

This characterization generalizes the divergent stepsize characterization of [25] for batch sizes > 1. The derivation of the above characterization can be found in appendix A.5.1. We note that this characterization sheds light on how the divergent learning rates interpolate from batch size 1 (which is \( \leq 2/\text{Tr} \, \text{H} \)) to the batch gradient descent learning rate (setting \( b \) to \( \infty \)), which turns out to be \( 2/\lambda_{\text{max}}(\text{H}) \). A property of \( \gamma_{b, \text{max}}^{\text{div}} \) worth noting is that it does not depend on properties of the noise (\( \Sigma \)), and depends only on the second and fourth moment properties of the covariate \( x \).

We note that in this chapter, our interest does not lie in the non-divergent stepsizes \( 0 \leq \gamma \leq \gamma_{b, \text{max}}^{\text{div}} \), but in the set of (maximal) stepsizes \( 0 \leq \gamma \leq \gamma_{b, \text{max}} (< \gamma_{b, \text{max}}^{\text{div}}) \) that are sufficient to guarantee minimax error rates of \( O(\hat{\sigma}_{\text{MLE}}^2/n) \). For the LSR problem, these maximal learning rates \( \gamma_{b, \text{max}} \) are:

\[
\gamma_{b, \text{max}} \overset{\text{def}}{=} \frac{2b}{R^2 \cdot \rho_m + (b - 1)\|H\|_2}, \quad \text{where,} \quad \rho_m \overset{\text{def}}{=} \frac{d\|((\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma\|_2}{\text{Tr} ((\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma)}.
\]  
(3.3)

Note that \( \rho_m \geq 1 \) captures a notion of “degree” of model mismatch, and how it impacts the learning rate \( \gamma_{b, \text{max}} \); for the additive noise/well specified/homoscedastic case, \( \rho_m = 1 \). Thus, for problems where \( R^2 \) and \( \|H\|_2 \) is held the same, the well-specified variant of the LSR problem admits a strictly larger learning rate (that achieves minimax rates on the variance)
compared to the mis-specified case. Furthermore, in stark contrast to the well-specified case, \( \gamma_{\text{b, max}} \) in the mis-specified case depends not just on the second and fourth moment properties of the input, but also on the noise covariance \( \Sigma \). We show that our characterization of \( \gamma_{\text{b, max}} \) in the mis-specified case is tight in that there exist problem instances where \( \gamma_{\text{b, max}} \) (equation (3.3)) is off the maximal learning rate in the well-specified case (obtained by setting \( \rho_m = 1 \) in equation (3.3)) by a factor of the dimension \( d \) and \( \gamma_{\text{b, max}} \) is still the largest step size yielding minimax rates. We also note that there could exist mis-specified problem instances where a step size \( \gamma \) exceeding \( \gamma_{\text{b, max}} \) achieves minimax rates. Characterizing the maximal learning rate that achieves minimax rates on every mis-specified problem instance is an interesting open question. We return to the characterization of \( \gamma_{\text{b, max}} \) in section 3.4.1.

Note that this chapter characterizes the performance of Algorithms 1 and 2 when run with a step size \( \gamma \leq \frac{\gamma_{\text{b, max}}}{2} \). The proofs turn out to be tedious for \( \gamma \in (\frac{\gamma_{\text{b, max}}}{2}, \gamma_{\text{b, max}}) \) and can be found in the initial version of this paper [55] and these were obtained through generalizing the operator view of analyzing SGD methods introduced by [25]. For the well-specified case, this chapter’s results hold for the same learning rate regimes as [7, 35], that are known to admit statistical optimality. We also note that in the additive noise case, we are unaware of a separation between \( \gamma_{\text{b, max}} \) and \( \gamma_{\text{div},\text{b, max}} \); but as we will see, this is not of much consequence given that there exists a strict separation in the learning rate \( \gamma_{\text{b, max}} \) between the well-specified and mis-specified problem instances.

Finally, note that the stochastic process viewpoint allows us to work with learning rates that are significantly larger compared to standard analyses that use function value contraction e.g., [13, Theorem 4.6]. All existing works establishing mini-batching thresholds in the stochastic optimization setting e.g., [26] work in the worst case (bounded noise) oracle with small step sizes, and draw conclusions on mini-batch thresholds and effects by comparing weak upper bounds on the excess risk.

Mini-Batched Tail-Averaged SGD for the mis-specified case: We present our main result, which is the error bound for mini-batch tail-averaged SGD for the general mis-specified LSR problem.
Algorithm 1 Minibatch-TailAveraging-SGD

Input: Initial point \( w_0 \), stepsize \( \gamma \), minibatch size \( b \), initial iterations \( s \), total samples \( n \).

1: for \( t = 1, 2, ..., \left\lfloor \frac{n}{b} \right\rfloor \) do
2: Sample \( \left\lfloor \frac{b}{b} \right\rfloor \) tuples \( \{(x_{ti}, y_{ti})\}_{i=1}^{b} \sim D_b \)
3: \( w_t \leftarrow w_{t-1} - \frac{\gamma}{b} \sum_{i=1}^{b} \nabla L_{ti}(w_{t-1}) \)
4: end for

Output: \( \bar{w} = \frac{1}{\left\lfloor \frac{n}{b} \right\rfloor - s} \sum_{i>s} w_i \)

Theorem 1. Consider the general mis-specified case of the LSR problem (3.1). Running Algorithm 1 with a batch size \( b \geq 1 \), step size \( \gamma \leq \gamma_{b,\text{max}}/2 \), number of unaveraged iterations \( s \), total number of samples \( n \), we obtain an iterate \( \bar{w} \) satisfying the following excess risk bound:

\[
\mathbb{E}[L(w)] - L(w^*) \leq \frac{2}{\gamma^2 \mu^2} \cdot \left( \frac{1 - \gamma \mu}{\left\lfloor \frac{n}{b} \right\rfloor - s} \right)^{s} \cdot \left( L(w_0) - L(w^*) \right) + 4 \cdot \frac{\hat{\sigma}_{\text{MLE}}^2}{b \cdot \left( \frac{n}{b} - s \right)}. \tag{3.4}
\]

In particular, with \( \gamma = \gamma_{b,\text{max}}/2 \), we have the following excess risk bound:

\[
L(\bar{w}) - L(w^*) \leq \frac{2\kappa_b^2}{\left( \frac{n}{b} - s \right)^2} \exp \left( -\frac{s}{\kappa_b} \right) \left( L(w_0) - L(w^*) \right) + 4 \cdot \frac{\hat{\sigma}_{\text{MLE}}^2}{b \left( \frac{n}{b} - s \right)},
\]

with \( \kappa_b = \frac{R^2 \rho_m + (b-1)\|H\|_2}{b \lambda_{\text{min}}(H)} \).

Note that the above theorem indicates that the excess risk is composed of two terms, namely the bias (\( \Sigma_1 \)), which represents the dependence on the initial conditions \( w_0 \) and the variance (\( \Sigma_2 \)), which depends on the statistical noise (\( \hat{\sigma}_{\text{MLE}}^2 \)); the bias decays geometrically during the “\( s \)” unaveraged iterations while the variance is minimax optimal (up to constants) provided \( s = \mathcal{O}(n) \). We will understand this geometric decay on the bias more precisely.

Effect of tail-averaging SGD’s iterates: To understand tail-averaging, we specialize theorem 1 with a batch size 1 to the well-specified case, i.e., where, \( \Sigma = \sigma^2 H, \hat{\sigma}_{\text{MLE}}^2 = d\sigma^2 \) and \( \rho_m = 1 \).
Corollary 2. Consider the well-specified (additive noise) case of the streaming LSR problem ($\Sigma = \sigma^2 H$), with a batch size $b = 1$. With a learning rate $\gamma = \frac{\gamma_{1,\text{max}}}{2} = \frac{1}{R^2}$, unaveraged iterations $s$ and total samples $n$, we have the following excess risk bound:

$$L(\overline{w}) - L(w^*) \leq \frac{2\kappa_1^2}{(n-s)^2} \exp \left( -\frac{s}{\kappa_1} \right) \{L(w_0) - L(w^*)\} + 4 \cdot \frac{d\sigma^2}{n-s} \frac{\|H\|_2}{T_1} + 4 \cdot \frac{d\sigma^2}{n-s} \frac{\|H\|_2}{T_2},$$

where, $\kappa_1 = R^2 / \mu$.

Tail-averaging allows for a geometric decay of the initial error $T_1$, while tail-averaging over $s = c \cdot n$ (with $c < 1$), allows for the variance $T_2$ to be minimax optimal (up to constants). We note that the work of [79], which studies empirical optimization for training non-convex sequence models (e.g. Long-Short term memory models (LSTMs)) also indicate the benefits of tail-averaging.

Note that this particular case (i.e. additive noise/well-specified case with batch size 1) with tail-averaging from start ($s = 0$) is precisely the setting considered in [25], and their result (a) achieves a sub-linear $O(1/n^2)$ rate on the bias and (b) their variance term is shown to be minimax optimal only with learning rates that approach zero (i.e. $\gamma \to 0$).

3.4.1 Effects Of Learning Rate, Batch Size and The Role of Mis-specified Models

We now consider the interplay of learning rate, batch size and how model mis-specification plays into the mix. Towards this, we split this section into three parts: (a) understanding learning rate versus mini-batch size in the well-specified case, (b) how model mis-specification leads to a significant difference in the behavior of SGD and (c) how model mis-specification manifests itself when considered in tradeoff between the learning rate versus batch-size.

Effects of mini-batching in the well-specified case: As mentioned previously, in the well-specified case, $\Sigma = \sigma^2 H$ and $\rho_m = 1$. For this case, equation (3.3) can be specialized as:

$$\gamma_{b,\text{max}} = \frac{2b}{R^2 + (b - 1)\|H\|_2^2}. \quad (3.5)$$

Observe that the learning rate $\gamma_{b,\text{max}}$ grows linearly as a function of the batch size $b$ until a batch size $b = b_{\text{thresh}} = 1 + \frac{R^2}{\|H\|_2^2}$. In the regime of batch sizes $1 < b \leq b_{\text{thresh}}$, the resulting
mini-batch SGD updates offer near-linear parallelization speedups over SGD with a batch size of 1. Furthermore, increasing batch sizes beyond \( b_{\text{thresh}} \) leads to sub-linear increase in the learning rate, and this implies that we lose the linear parallelization speedup offered by mini-batching with a batch-size \( b \leq b_{\text{thresh}} \). Losing the linear parallelization is indicative of the following: consider the case when we double batch-size from \( b > b_{\text{thresh}} \) to \( 2b \). Suppose the bias error \( \mathfrak{T}_1 \) is larger than the variance \( \mathfrak{T}_2 \), we require performing the same number of updates with a batch size \( 2b \) as we did with a batch size \( b \) to achieve a similar excess risk bound; this implies we are inefficient in terms of number of samples (or, number of gradient computations) used to achieve a given excess risk. When the estimation error \( (\mathfrak{T}_2) \) dominates the approximation error \( (\mathfrak{T}_1) \), we note that larger batch sizes \( b \) (with \( b > b_{\text{thresh}} \)) serves to improve the variance term, thus allowing linear parallelization speedups via mini-batching.

Note that with a batch size of \( b = b_{\text{thresh}} \), the learning rate of \( O(1/\lambda_{\max}(H)) \) employed by mini-batch SGD resembles ones used by batch gradient descent. This mini-batching characterization thus allows for understanding tradeoffs of learning rate versus batch size. This behavior is noted in practice (empirically, but with no underlying rigorous theory) for a variety of problems (going beyond linear regression/convex optimization), in the deep learning context [40].

**SGD’s behaviour with mis-specified models:** Next, this chapter attempts to shed light on some fundamental differences in the behavior of SGD when dealing with the mis-specified case (as against the well-specified case, which is the focus of existing results [94, 7, 29, 25]) of the LSR problem. This chapter’s results in general mis-specified case with batch sizes \( b > 1 \) specialize to existing results additive noise/well-specified case with batch size 1 [7, 29]. To understand these issues better, we consider \( \gamma_{b,\max} \) in equation (3.3) with a batch size 1:

\[
\gamma_{1,\max} = \frac{2}{R^2 \cdot \rho_m}. \tag{3.6}
\]

Recounting that \( \rho_m \geq 1 \), observe that the mis-specified case admits a maximal learning rate (with a view of achieving minimax rates) that is at most as large as the additive noise/well-specified case, where \( \rho_m = 1 \). Note that when \( \text{Tr} (H_L + H_R)^{-1} \Sigma \) is nearly the same (say,
upto constants) as the spectral norm $\|H_L + H_R\|^{-1}_2$, then $\rho_m = O(d)$ and $\gamma_{1,\max} = O\left(\frac{1}{R^2}\right)$. This implies that there exist mis-specified models whose noise properties (captured through the noise covariance matrix $\Sigma$) prevents SGD from working with large learning rates of $O(1/R^2)$ used in the well-specified case.

This notion is formalized in the following lemma, which presents an instance working with the mis-specified case, wherein, SGD cannot employ large learning rates used by the well-specified variant of the problem, while retaining minimax optimality. This behavior is in stark contrast to algorithms such as streaming SVRG ([35]), which work with the same large learning rates in the mis-specified case as in the well-specified case, while guaranteeing minimax optimal rates. The proof of Lemma 3 can be found in the appendix A.5.6.

**Lemma 3.** Consider a Streaming LSR example with Gaussian covariates (i.e. $x \sim \mathcal{N}(0, H)$) with a diagonal second moment matrix $H$ that is defined by:

$$H_{ii} = \begin{cases} 
1 & \text{if } i = 1 \\
1/d & \text{if } i > 1 
\end{cases}.$$

Further, let the noise covariance matrix $\Sigma$ be diagonal as well, with the following entries:

$$\Sigma_{ii} = \begin{cases} 
1 & \text{if } i = 1 \\
1/[(d-1)d] & \text{if } i > 1 
\end{cases}.$$

For this problem instance, $\gamma_{1,\max} \leq \frac{4}{(d+2)(1+\frac{1}{d})}$ is necessary for retaining minimax rates, while the well-specified variant of this problem permits a maximal learning rate $\leq \frac{d}{(d+2)(1+\frac{1}{d})}$, thus implying an $O(d)$ separation in learning rates between the well-specified and mis-specified case.

**Learning rate versus mini-batch size issues in the mis-specified case:** Noting that for the batch size 1, as mentioned in equation (3.6), the learning rate for the mis-specified case in the most optimistic situation (when $\rho_m = \text{constant}$) can be atmost as large as the learning rate for the well-specified case. Furthermore, we also know from the observations in the
mis-specified case that the learning rate tends to grow linearly as a function of the batch size until it hits the limit of $O(1/\lambda_{\text{max}}(H))$. Combining these observations, we will revisit equation (3.3), which says:

$$\gamma_{b,\text{max}} \overset{\text{def}}{=} \frac{2b}{R^2 \cdot \rho_m + (b - 1)\|H\|_2^2}.$$  

This implies that the mini-batching size threshold $b_{\text{thresh}}$ can be expressed as:

$$b_{\text{thresh}} \overset{\text{def}}{=} 1 + \frac{R^2}{\|H\|_2^2} \cdot \rho_m. \quad (3.7)$$

When $1 < b \leq b_{\text{thresh}}$, we achieve near linear parallelization speedups over running SGD with a batch size 1. Note that this characterization specializes to the batch size threshold $b_{\text{thresh}}$ presented in the well-specified case (i.e. where $\rho_m = 1$). Furthermore, this batch size threshold (in the mis-specified case) could be much larger than the threshold in the well-specified case, which is expected since the learning rate for a batch size 1 in the mis-specified case can potentially be much smaller than ones used in the well specified case. Furthermore, with a batch size $b_{\text{thresh}}$, note that the learning rate is $O(1/\lambda_{\text{max}}(H))$, resembling ones used with batch gradient descent.

Behavior of the final-iterate: We now present the excess risk bound offered by the final iterate of a stochastic gradient scheme. This result is of much practical relevance in the context of modern machine learning and deep learning, where final iterate is often used, and where the tradeoffs between learning rate and batch sizes are discussed in great detail [114]. For this discussion, we consider the well-specified case to present our results owing to its ease in presentation. Our framework and results are generic for translating these observations to the mis-specified case.

**Lemma 4.** Consider the well-specified case of the LSR problem. Running Algorithm [1] with a step size $\gamma \leq \frac{\gamma_{b,\text{max}}}{2} = \frac{b}{R^2 + (b - 1)\|H\|_2^2}$, batch size $b$, total samples $n$ and with no iterate averaging (i.e. with $s = n - 1$) yields a result $w_{[n/b]}$ that satisfies the following excess risk bound:

$$E\left[L(w_{[n/b]}) - L(w^*)\right] \leq \kappa_b(1 - \gamma \mu)^{[n/b]}\left(L(w_0) - L(w^*)\right) + \frac{\gamma}{b} \sigma^2 \text{Tr}(H), \quad (3.8)$$
where \( \kappa_b \defeq \frac{R^2 + (b - 1) \|H\|_2^2}{b \mu} \). In particular, with a step size \( \gamma = \frac{\gamma_{b, \text{max}}}{2} = \frac{b}{R^2 + (b - 1) \|H\|_2^2} \), we have:

\[
\mathbb{E} \left[ L(w_{\lfloor n/b \rfloor}) \right] - L(w^*) \leq \kappa_b \cdot e^{-\frac{n/b}{\kappa_b}} \cdot \left( L(w_0) - L(w^*) \right) + \frac{\sigma^2 \text{Tr} (H)}{R^2 + (b - 1) \|H\|_2^2}.
\tag{3.9}
\]

Remarks: Noting that \( \text{Tr} (H) \leq R^2 \), the variance of the final iterate with batch size 1 is \( \leq \sigma^2 \). Next, with a batch size \( b = b_{\text{thresh}} \), the final iterate has a variance \( \leq \sigma^2/2 \); at cursory glance this may appear interesting, in that by mini-batching, we do not appear to gain much in terms of the variance. This is unsurprising given that in the regime of \( b \leq b_{\text{thresh}} \), the \( \gamma_{b, \text{max}} \) grows linearly, thus nullifying the effect of averaging multiple stochastic gradients. Furthermore, this follows in accordance with the linear parallelization speedups offered by a batch size \( 1 < b \leq b_{\text{thresh}} \). Note however, once \( b > b_{\text{thresh}} \), any subsequent increase in batch sizes allows the variance of the final iterate to behave as \( O(\sigma^2/b) \). Finally, note that once \( b > b_{\text{thresh}} \), doubling batch sizes \( b \) (in equation (3.9)) possesses the same effect as halving learning rate from \( \gamma \) to \( \gamma/2 \) (as seen from equation (3.8)), providing theoretical rigor to issues explored in training practical deep models \[114\].

3.4.2 Parallelization via Doubling Batch Sizes and Model Averaging

We now elaborate on a highly parallelizable stochastic gradient method, which is epoch based and relies on doubling batch sizes across epochs to yield an algorithm that offers the same generalization error as that of offline (batch) gradient descent in nearly the same number of serial updates as batch gradient descent, while being a streaming algorithm that does not require storing the entire dataset in memory. Following this, we present a non-asymptotic bound for parameter mixing/model averaging, which is a communication efficient parallelization scheme that has favorable properties when the estimation error (i.e. variance) is the dominating term of the excess risk.

(Nearly) Matching the depth of Batch Gradient Descent: The result of Theorem \[1\] establishes a scalar generalization error bound of Algorithm \[1\] for the general mis-specified case of LSR and showed that the depth (number of sequential updates in our algorithm) is decreased to \( n/b \). This section builds upon this result to present a simple and intuitive doubling
Algorithm 2 MinibatchDoublingPartialAveragingSGD

Input: Initial point $w_0$, stepsize $\gamma$, initial minibatch size $b$, number of iterations in each epoch $s$, number of samples $n$.

1: /*Run logarithmic number of epochs where each epoch runs $t$ iterations of minibatch SGD (with out averaging). Double minibatch size after each epoch.*/
2: for $\ell = 1, 2, \cdots, \log \frac{n}{bt} - 1$ do
3: $b_\ell \leftarrow 2^{\ell-1} b$
4: $w_\ell \leftarrow \text{Minibatch-TailAveraging-SGD}(w_{\ell-1}, \gamma, b_\ell, t-1, t \cdot b_\ell)$
5: end for
6: /*For the last epoch, run tail averaged minibatch SGD with initial point $w_t$, stepsize $\gamma$, minibatch size $2^{\log \frac{n}{bt} - 1} \cdot b = n/2t$, number of initial iterations $t/2$ and number of samples $n/2$.*/
7: $\bar{w} \leftarrow \text{Minibatch-TailAveraging-SGD}(w_s, \gamma, n/2t, t/2, n/2)$

Output: $\bar{w}$

Based streaming algorithm that works in epochs and processes a total of $n/2$ points. In each epoch, the minibatch size is increased by a factor of 2 while applying Algorithm 1 (with no tail-averaging) with twice as many samples as the previous epoch. After running over $n/2$ samples using this epoch based approach, we run Algorithm 1 (with tail-averaging) with the remaining $n/2$ points. Note that each epoch decays the bias of the previous epoch linearly and halves the statistical error (since we double mini-batch size). The final tail-averaging phase ensures that the variance is small.

The next theorem formalizes this intuition and shows Algorithm 2 improves the depth exponentially from $n/b_{\text{thresh}}$ to $O\left(\kappa \log(d\kappa) \log(n\{L(w_0) - L(w^*)\}/\hat{\sigma}^2_{\text{MLE}})\right)$ in the presence of an error oracle that provides us with the initial excess risk $L(w_0) - L(w^*)$ and the noise level $\hat{\sigma}^2_{\text{MLE}}$.

**Theorem 5.** Consider the general mis-specified case of LSR. Suppose in Algorithm 2, we
use initial batchsize of \( b = b_{\text{thresh}} \), stepsize \( \gamma = \frac{\gamma_{\text{max}}b}{2} \) and number of iterations in each epoch being \( t \geq 24\kappa \log(\kappa) \), we obtain the following excess risk bound on \( \mathbf{w} \):

\[
\mathbb{E}[L(\mathbf{w}) - L(\mathbf{w}^*)] \leq \left( \frac{2bt}{n} \right)^{\frac{1}{2\kappa \log(\kappa)}} \cdot (L(\mathbf{w}_0) - L(\mathbf{w}^*)) + 80\frac{\hat{\sigma}_{\text{MLE}}^2}{n}.
\]

**Remarks:** The final error again has two parts: the bias term that depends on the initial error \( L(\mathbf{w}_0) - L(\mathbf{w}^*) \) and the variance term that depends on the statistical noise \( \hat{\sigma}_{\text{MLE}}^2 \). Note that the variance error decays at a rate of \( \mathcal{O}\left(\frac{\hat{\sigma}_{\text{MLE}}^2}{n}\right) \) which is minimax optimal up to constant factors.

Algorithm 2 decays the bias at a superpolynomial rate by choosing \( t \) large enough. If Algorithm 2 has access to an initial error oracle that provides \( L(\mathbf{w}_0) - L(\mathbf{w}^*) \) and \( \hat{\sigma}_{\text{MLE}}^2 \), we can run Algorithm 2 with a batch size \( b_{\text{thresh}} \) until the excess risk drops to the noise level \( \hat{\sigma}_{\text{MLE}}^2 \) and subsequently begin doubling the batch size. Such an algorithm indeed gives geometric convergence with a generalization error bound as:

\[
\mathbb{E}[L(\mathbf{w}) - L(\mathbf{w}^*)] \leq \exp\left(-\frac{n\lambda_{\text{min}}}{R^2} \cdot \frac{1}{\rho_{\text{m}}} \cdot \frac{1}{\hat{\sigma}_{\text{MLE}}^2} \cdot \frac{1}{\kappa \log(\kappa)} \right) \cdot (L(\mathbf{w}_0) - L(\mathbf{w}^*)) + 80\frac{\hat{\sigma}_{\text{MLE}}^2}{n},
\]

with a depth of \( \mathcal{O}\left(\kappa \log(d\kappa) \log\frac{n(L(\mathbf{w}_0) - L(\mathbf{w}^*))}{\hat{\sigma}_{\text{MLE}}^2} \right) \). The proof of this claim follows relatively straightforwardly from the proof of Theorem 5. We note that this depth nearly matches (up to log factors), the depth of standard offline gradient descent despite being a streaming algorithm. This algorithm (aside from tail-averaging in the final epoch) resembles empirically effective schemes proposed in the context of training deep models [114].

**Parameter Mixing/Model-Averaging:** We consider a communication efficient method for distributed optimization which involves running mini-batch tail-averaged SGD independently on \( P \) separate machines (each containing their own independent samples) and averaging the resulting solution estimates. This is a well studied scheme for distributed optimization [76, 130, 100, 127]. As mentioned in [100], these schemes do not appear to offer improvements in the bias error while offering near linear parallelization speedups on the variance. We provide here a non-asymptotic characterization of the behavior of model averaging for the general mis-specified LSR problem.
Theorem 6. Consider running Algorithm 1, i.e., mini-batch tail-averaged SGD (for the mis-specified LSR problem (3.1)) independently in $P$ machines, each of which contains $N/P$ samples. Let Algorithm 1 be run with a batch size $b$, learning rate $\gamma \leq \gamma_{b,\text{max}}/2$, tail-averaging begun after $s$–iterations, and let each of these machines output $\{\overline{w}_i\}_{i=1}^P$. The excess risk of the model-averaged estimator $\overline{w} = \frac{1}{P} \sum_{i=1}^P \overline{w}_i$ is upper bounded as:

$$
\mathbb{E}[L(\overline{w}) - L(w^*)] \leq \frac{(1 - \gamma\mu)^s}{\gamma^2 \mu^2 (\frac{n}{P \cdot b} - s)^2} \cdot \frac{2 + (P - 1)(1 - \gamma\mu)^s}{P} \cdot \left( L(w_0) - L(w^*) \right) \\
+ 4 \cdot \frac{\hat{\sigma}_{\text{MLE}}^2}{P \cdot b \cdot \left( \frac{n}{P \cdot b} - s \right)}.
$$

In particular, with $\gamma = \gamma_{b,\text{max}}/2$, we have the following excess risk bound:

$$
\mathbb{E}[L(\overline{w}) - L(w^*)] \leq \exp \left( -\frac{s}{\kappa_b} \right) \cdot \frac{\kappa_b^2}{\left( \frac{n}{P \cdot b} - s \right)^2} \cdot \frac{2 + (P - 1) \cdot \exp(-s/\kappa_b)}{P} \cdot \left( L(w_0) - L(w^*) \right) \\
+ 4 \cdot \frac{\hat{\sigma}_{\text{MLE}}^2}{P \cdot b \cdot \left( \frac{n}{P \cdot b} - s \right)}.
$$

Remarks: We note that during the iterate-averaged phase (i.e. $t > s$), there is no reduction of the bias, whereas, during the (initial) unaveraged iterations, once $s > \kappa_b \log(P)$, we achieve linear speedups on the bias. We note that model averaging offers linear parallelization speedups on the variance error. Furthermore, when the bias reduces to the noise level, model averaging offers linear parallelization speedups on the overall excess risk. Note that if $s = c \cdot n/(P \cdot b)$, with $c < 1$, then the excess risk is minimax optimal. Finally, we note that the theorem can be generalized in a straightforward manner to the situation when each machine has different number of examples.

3.5 Proof Outline

We present here the framework for obtaining the results described in this chapter; the framework has been introduced in the work of [25]. Towards this purpose, we begin by introducing some notations. We begin by defining the centered estimate $\eta_t$ as:

$$
\eta_t \overset{\text{def}}{=} w_t - w^*.
$$
Mini-batch SGD (with a batch size \( b \)) moves \( \eta_{t-1} \) to \( \eta_t \) using the following update:

\[
\eta_t = \left( I - \frac{\gamma}{b} \cdot \sum_{i=1}^{b} x_{ti} \otimes x_{ti} \right) \eta_{t-1} + \frac{\gamma}{b} \sum_{i=1}^{b} \epsilon_{ti} x_{ti} = (I - \gamma \hat{H}_t) \eta_{t-1} + \gamma \cdot \xi_{tb},
\]

where, \( \hat{H}_{tb} = \frac{1}{b} \sum_{i=1}^{b} x_{ti} \otimes x_{ti} \) and \( \xi_{tb} = \frac{1}{b} \sum_{i=1}^{b} \epsilon_{ti} x_{ti} \). Next, the tail-averaged iterate \( \bar{x}_{s,n} \) is associated with its own centered estimate \( \bar{\eta}_{s,n} = \frac{1}{n-s} \sum_{i=s+1}^{n} \eta_i \). The analysis proceeds by tracking the covariance of the centered estimates \( \eta_t \), i.e. by tracking \( \mathbb{E} [\eta_t \otimes \eta_t] \).

**Bias-Variance decomposition:** The main results of this chapter are derived by going through the bias-variance decomposition, which is well known in the context of Stochastic Approximation \([5, 7, 35]\). The bias-variance decomposition allows for us to bound the generalization error by analyzing two sub-problems, namely, (i) The bias sub-problem, which analyzes the noiseless/realizable (or the consistent linear system) problem, by setting the noise \( \epsilon_{ti} = 0 \) \( \forall t, i \), \( \eta^\text{bias}_0 = \eta_0 \) and (ii) the variance sub-problem, which involves starting at the solution, i.e., \( \eta^\text{variance}_0 = 0 \) and allowing the noise \( \epsilon_{ti} \) to drive the resulting process. The corresponding tail-averaged iterates are associated with their centered estimates \( \bar{\eta}^\text{bias}_{s,n} \) and \( \bar{\eta}^\text{variance}_{s,n} \) respectively. The bias-variance decomposition for the square loss establishes the following relation:

\[
\mathbb{E} [\bar{\eta}_{s,n} \otimes \bar{\eta}_{s,n}] \preceq 2 \cdot \left( \mathbb{E} [\bar{\eta}^\text{bias}_{s,n} \otimes \bar{\eta}^\text{bias}_{s,n}] + \mathbb{E} [\bar{\eta}^\text{variance}_{s,n} \otimes \bar{\eta}^\text{variance}_{s,n}] \right), \quad (3.10)
\]

Using the bias-variance decomposition, we obtain an estimate of the generalization error as

\[
\mathbb{E} [L(\bar{x}_{s,n})] - L(x^*) = \frac{1}{2} \cdot \langle H, \mathbb{E} [\bar{\eta}_{s,n} \otimes \bar{\eta}_{s,n}] \rangle \\
\leq \text{Tr} \left( H \cdot \mathbb{E} [\bar{\eta}^\text{bias}_{s,n} \otimes \bar{\eta}^\text{bias}_{s,n}] \right) + \text{Tr} \left( H \cdot \mathbb{E} [\bar{\eta}^\text{variance}_{s,n} \otimes \bar{\eta}^\text{variance}_{s,n}] \right).
\]

We now provide a few lemmas that help us bound the behavior of the bias and variance error.

**Lemma 7.** With a batch size \( b \), step size \( \gamma = \gamma_{b,\text{max}}/2 \), the centered bias estimate \( \eta^\text{bias}_t \) exhibits the following per step contraction:

\[
\langle I, \mathbb{E} [\eta^\text{bias}_t \otimes \eta^\text{bias}_t] \rangle \leq c_{\kappa_b} \langle I, \mathbb{E} [\eta^\text{bias}_{t-1} \otimes \eta^\text{bias}_{t-1}] \rangle,
\]
where, \( c_{\kappa_b} = 1 - 1/\kappa_b \), where \( \kappa_b = \frac{R^2 \cdot \rho_m + (b-1) \|H\|_2}{b \mu} \).

Lemma 7 ensures that the bias decays at a geometric rate during the burn-in iterations when the iterates are not averaged; this rate holds only when the excess risk is larger than the noise level \( \sigma^2 \).

We now turn to bounding the variance error. It turns out that it suffices to understand the behavior of limiting centered variance \( \mathbb{E} \left[ \eta_{\infty}^{\text{variance}} \otimes \eta_{\infty}^{\text{variance}} \right] \).

**Lemma 8.** Consider the well-specified case of the streaming LSR problem. With a batch size \( b \), step size \( \gamma = \gamma_{b, \text{max}}/2 \), the limiting centered variance \( \eta_{\infty}^{\text{variance}} \) has an expected covariance that is upper bounded in a psd sense as:

\[
\mathbb{E} \left[ \eta_{\infty}^{\text{variance}} \otimes \eta_{\infty}^{\text{variance}} \right] \preceq \frac{1}{R^2 + (b - 1) \|H\|_2} \cdot \sigma^2 \cdot I.
\]

Characterizing the behavior of the final iterate is crucial towards obtaining bounds on the behavior of the tail-averaged iterate. In particular, the final iterate having a excess variance risk \( O(\sigma^2) \) (as is the case with Lemma 8) appears crucial towards achieving minimax rates of the averaged iterate.

### 3.6 Experimental Simulations

We conduct experiments using a synthetic example to illustrate the implications of our theoretical results on mini-batching and tail-averaging. The data is sampled from a 50–dimensional Gaussian with eigenvalues decaying as \( \{ \frac{1}{k} \}_{k=1}^{50} \) (condition number \( \kappa = 50 \)), and the variance \( \sigma^2 \) of the (additive noise) noise is 0.01. In this case, our estimated batch size according to Theorem 1 is \( b_{\text{thresh}} = 11 \). Our results are presented by averaging over 100 independent runs of the Algorithm, and each run employs 200\( \kappa \) samples. All plots are log-log with x-axis being the depth, and y-axis the excess risk. For our plots, we assume that each iteration takes constant time for all batch sizes; this is done to present evidence regarding the tightness of our mini-batching characterization limits that yield linear parallelization speedups over standard serial SGD.
Figure 3.1: Effect of increased batch sizes on the Algorithm’s generalization error. The variance decreases monotonically with increasing batch size. The bias indicates that the rate of decay increases till the optimal $b_{\text{thresh}}$. With $b = b_{\text{thresh}}$, mini-batch SGD obtains the same generalization error as batchsize 1 using smaller number of iterations (i.e. smaller depth) compared to larger batch sizes.

We consider the effect of mini-batching (in figure 3.1) with batch sizes of 1, 3, $b_{\text{thresh}} = 11$, $2 \cdot b_{\text{thresh}} = 22$ and $d = 50$. Averaging begins after observing a fixed number of samples (set as $5\kappa$). We see that the rate of bias decay (figure 3.1a) increases until reaching a mini-batch size of $b_{\text{thresh}}$, saturating thereafter; this implies we are inefficient in terms of sample size. As expected, the rate of decay of variance (figure 3.1b) is monotonic as a function of mini-batch size. Finally, the overall error (figure 3.1c) shows the tightness of our mini-batching characterization: with a batch size of $b_{\text{thresh}}$, we obtain a generalization error that is the same as using batch size of 1 with the number of (serial) iterations (i.e. depth) that is an order of magnitude smaller. Subsequently, we note that larger batch sizes worsen generalization error thus depicting the tightness of our characterization of $b_{\text{thresh}}$.

In the next experiment, we fix batch size = $b_{\text{thresh}}$ and consider the effect of tail-averaging (figure 3.2). We consider averaging iterates from the start (as prescribed by [25]), after a quarter/half of total number of iterations, and unaveraged SGD as well. We see that the bias (figure 3.2a) exhibits a geometric decay in the unaveraged phase while switching to an
slower $O\left(\frac{1}{t^2}\right)$ rate with averaging. The variance (figure 3.2b) tends to increase and stabilize at $O\left(\frac{\sigma^2}{b_{\text{thresh}}}\right)$ in the absence of averaging, while switching to a $O\left(\frac{1}{N}\right)$ decay rate when averaging begins. The overall generalization error (figure 3.2c) shows the superiority of the scheme where averaging after a burn-in period allows the bias to decay towards the noise level at a geometric rate, following which tail-averaging allows us to decay the variance term, providing credence to our theoretical results regarding superiority of tail-averaged SGD.

### 3.7 Concluding Remarks

This chapter analyzes several algorithmic primitives often used in practice in conjunction with vanilla SGD for the stochastic approximation problem. In particular, this chapter provides a sharp non-asymptotic treatment of (a) mini-batching, (b) tail-averaging, (c) effects of model mismatch, (d) behaviour of the final iterate, (e) highly parallel SGD method based on doubling batch sizes and (f) model-averaging/parameter mixing schemes for the strongly convex streaming LSR problem.
Chapter 4

ACCELERATING STOCHASTIC GRADIENT DESCENT (FOR LEAST SQUARES REGRESSION)

4.1 Chapter Notes

This chapter presents joint work with Prateek Jain, Praneeth Netrapalli, Sham M. Kakade and Aaron Sidford and is published in the Conference on Learning Theory (COLT), 2018. This chapter’s presentation is a (very minor) variant of the published version of this paper. The contributions of this chapter are summarized as follows:

- This chapter presents Accelerated SGD, which presents the first (strict) running time improvement over Stochastic Gradient Descent \[99, 103, 94\] for stochastic approximation problems, through considering the streaming (strongly convex) least squares regression problem, when working with sampled stochastic gradients in settings that satisfied in modern SGD implementations for Machine Learning/Artificial Intelligence setups.

- A byproduct of this result presents (the first) strict running time improvement for obtaining a solution to a potentially infinite number of consistent linear equations given access to one linear equation at a time, over the standard Kaczmarz method \[58, 115\].

4.2 Introduction

Stochastic gradient descent (SGD) is the workhorse algorithm for optimization in machine learning and stochastic approximation problems; improving its runtime dependencies is a central issue in large scale stochastic optimization that often arise in machine learning problems at scale \[12\], where one can only resort to streaming algorithms.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Final error</th>
<th>Runtime</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerated SVRG [2]</td>
<td>( \mathcal{O}\left(\frac{\sigma^2d}{n}\right) )</td>
<td>((n + \sqrt{n\kappa})d \log \left(\frac{P(x_0) - P(x_\ast)}{(\sigma^2d/n)}\right))</td>
<td>(nd)</td>
</tr>
<tr>
<td>Streaming SVRG [35]</td>
<td>( \mathcal{O}\left(\exp \left(\frac{-n\kappa}{\tilde{\kappa}}\right) \cdot (P(x_0) - P(x_\ast)) + \frac{\sigma^2d}{n}\right) )</td>
<td>(nd)</td>
<td>(\mathcal{O}(d))</td>
</tr>
<tr>
<td>Iterate Averaged SGD [55]</td>
<td>( \mathcal{O}\left(\exp \left(\frac{-n\kappa}{\tilde{\kappa}}\right) \cdot (P(x_0) - P(x_\ast)) + \frac{\sigma^2d}{n}\right) )</td>
<td>(nd)</td>
<td>(\mathcal{O}(d))</td>
</tr>
<tr>
<td>Accelerated Stochastic Gradient Descent</td>
<td>( \mathcal{O}^\ast \left(\exp \left(\frac{-n\kappa}{\tilde{\kappa}}\right) \cdot (P(x_0) - P(x_\ast)) + \frac{\sigma^2d}{n}\right) )</td>
<td>(nd)</td>
<td>(\mathcal{O}(d))</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of this chapter’s result to the best known non-asymptotic results [35, 55] for the least squares stochastic approximation problem. Here, \(d, n\) are the problem dimension, number of samples; \(\kappa, \tilde{\kappa}\) denote the condition number and statistical condition number of the distribution; \(\sigma^2\), \(P(x_0) - P(x_\ast)\) denote the noise level and initial excess risk, \(\mathcal{O}^\ast\) hides lower order terms in \(d, \kappa, \tilde{\kappa}\) (see section 4.3 for definitions and a proof for \(\tilde{\kappa} \leq \kappa\)). Note that Accelerated SVRG [2] is not a streaming algorithm.

This chapter examines these broader runtime issues for the special case of stochastic approximation in the following least squares regression problem:

\[
\min_{x \in \mathbb{R}^d} P(x), \quad \text{where,} \quad P(x) \overset{\text{def}}{=} \frac{1}{2} \cdot \mathbb{E}_{(a,b) \sim \mathcal{D}} \left[ (b - \langle x, a \rangle)^2 \right], \tag{4.1}
\]

where we have access to a stochastic first order oracle, which, when provided with \(x\) as an input, returns a noisy unbiased stochastic gradient using a tuple \((a, b)\) sampled from \(\mathcal{D}(\mathbb{R}^d \times \mathbb{R})\), with \(d\) being the dimension of the problem. A query to the stochastic first-order oracle at \(x\) produces:

\[
\nabla P(x) = -(b - \langle x, a \rangle) \cdot a. \tag{4.2}
\]

Note \(\mathbb{E} \left[ \nabla P(x) \right] = \nabla P(x)\) (i.e. eq(4.2) is an unbiased estimate). Note that nearly all practical stochastic algorithms use sampled gradients of the specific form as in equation (4.2).

We discuss differences to the more general stochastic first order oracle \[83\] in section 4.2.4.

Let \(x^\ast \overset{\text{def}}{=} \arg \min_x P(x)\) be a population risk minimizer. Given any estimation procedure which returns \(\bar{x}_n\) using \(n\) samples, define the excess risk (which we also refer to as the
generalization error or the error) of \( \hat{x}_n \) as \( \mathbb{E}[P(\hat{x}_n)] - P(x^*) \). Now, equipped a stochastic first-order oracle (equation (4.2)), our goal is to provide a computationally efficient (and streaming) estimation method whose excess risk is comparable to the optimal statistical minimax rate.

In the limit of large \( n \), this minimax rate is achieved by the empirical risk minimizer (ERM), which is defined as follows. Given \( n \) i.i.d. samples \( S_n = \{(a_i, b_i)\}_{i=1}^n \) drawn from \( D \), define

\[
\hat{x}_{\text{ERM}}^n \overset{\text{def}}{=} \arg\min_x P_n(x), \text{ where } P_n(x) \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^n \frac{1}{2} (b_i - a_i^\top x)^2,
\]

where \( \hat{x}_{\text{ERM}}^n \) denotes the ERM over the samples \( S_n \). For the case of additive noise models (i.e. where \( b = a^\top x^* + \epsilon \), with \( \epsilon \) being independent of \( a \), the minimax estimation rate is \( d\sigma^2/n \) [62, chap. 1,3,6], [94], [69, chap. 5 - 6], [120] chap. 5,7,8], i.e.:

\[
\lim_{n \to \infty} \frac{\mathbb{E}_{S_n}[P(\hat{x}_{\text{ERM}}^n)] - P(x^*)}{d\sigma^2/n} = 1,
\]

where \( \sigma^2 = \mathbb{E}[\epsilon^2] \) is the variance of the additive noise and the expectation is over the samples \( S_n \) drawn from \( D \). The seminal works of [103, 94] proved that a certain averaged stochastic gradient method enjoys this minimax rate, in the limit. The question we seek to address is: how fast (in a non-asymptotic sense) can we achieve the minimax rate of \( d\sigma^2/n \)?

4.2.1 Review: Acceleration with Exact Gradients

Let us review results in convex optimization in the exact first-order oracle model. Running \( t \)-steps of gradient descent [18] with an exact first-order oracle yields the following guarantee:

\[
P(x_t) - P(x^*) \leq \exp \left( - \frac{t}{\kappa_o} \cdot (P(x_0) - P(x^*)) \right),
\]

where \( x_0 \) is the starting iterate, \( \kappa_o = \lambda_{\text{max}}(H)/\lambda_{\text{min}}(H) \) is the condition number of \( P(\cdot) \), where, \( \lambda_{\text{max}}(H), \lambda_{\text{min}}(H) \) are the largest and smallest eigenvalue of the hessian \( H = \nabla^2 P(x) = \mathbb{E}[aa^\top] \). Thus gradient descent requires \( \mathcal{O}(\kappa_o) \) oracle calls to solve the problem to a given target accuracy, which is sub-optimal amongst the class of methods with access to an exact
first-order oracle \cite{86}. This sub-optimality can be addressed through Nesterov’s Accelerated Gradient Descent \cite{85}, which when run for \( t \)-steps, yields the following guarantee:

\[
P(x_t) - P(x^*) \leq \exp\left(-\frac{t}{\sqrt{\kappa_o}}\right) \cdot \left(P(x_0) - P(x^*)\right),
\]

which implies that \( \mathcal{O}(\sqrt{\kappa_o}) \) oracle calls are sufficient to achieve a given target accuracy. This matches the oracle lower bounds \cite{86} that state that \( \Theta(\sqrt{\kappa_o}) \) calls to the exact first order oracle are necessary to achieve a given target accuracy. The conjugate gradient method \cite{48} and heavy ball method \cite{92} are also known to obtain this convergence rate for solving a system of linear equations and for quadratic functions. These methods are termed fast gradient methods owing to the improvements offered by these methods over Gradient Descent. This chapter seeks to address the question: “Can we accelerate stochastic approximation in a manner similar to what has been achieved with the exact first order oracle model?”

4.2.2 A thought experiment: Is Accelerating Stochastic Approximation possible?

Let us recollect known results in stochastic approximation for the least squares regression problem (in equation (4.1)). Running \( n \)-steps of tail-averaged SGD \cite{55} (or, streaming SVRG \cite{35}) provides an output \( \hat{x}_n \) that satisfies the following excess risk bound:

\[
\mathbb{E}[P(\hat{x}_n)] - P(x^*) \leq \exp(-n/\kappa) \cdot \left(P(x_0) - P(x^*)\right) + 2\sigma^2 d/n,
\]

where \( \kappa \) is the condition number of the distribution, which can be upper bounded as \( L/\lambda_{\min}(H) \), assuming that \( \|a\| \leq L \) with probability one (refer to section 4.3 for a precise definition of \( \kappa \)). Under appropriate assumptions, these are the best known rates under the stochastic first order oracle model (see section 4.2.4 for further discussion). A natural implication of the bound implied by averaged SGD is that with \( \tilde{O}(\kappa) \) oracle calls \cite{55} (where, \( \tilde{O}(\cdot) \) hides log factors in \( d, \kappa \)), the excess risk attains (up to constants) the (asymptotic) minimax statistical rate. Note that the excess risk bounds in stochastic approximation consist of two terms: (a) bias: which represents the dependence of the generalization error on the

\[^1\text{Streaming SVRG does not function in the stochastic first order oracle model [35].}\]
Figure 4.1: Plot of error vs number of samples for averaged SGD and the minimax risk for the discrete and Gaussian distributions with \( d = 50, \kappa \approx 10^5 \) (see section 4.2.2 for details on the distribution). The kink in the SGD curve represents when the tail-averaging phase begins \[55]\); this point is chosen appropriately. The green curves show the asymptotically optimal minimax rate of \( d\sigma^2/n \). The vertical dashed line shows the sample size at which the empirical covariance, \( \frac{1}{n} \sum_{i=1}^{n} a_i a_i^\top \), becomes full rank, which is shown at \( \frac{1}{\min_i p_i} \) in the discrete case and \( d \) in the Gaussian case. With fewer samples than this (i.e. before the dashed line), it is information theoretically not possible to guarantee non-trivial risk (without further assumptions). For the Gaussian case, note how the behavior of SGD is far from the dotted line; it is this behavior that one might hope to improve upon. See the text for a discussion.

Initial excess risk \( P(x_0) - P(x^*) \), and (b) the variance: which represents the dependence of the generalization error on the noise level \( \sigma^2 \) in the problem.

A precise question regarding accelerating stochastic approximation is: “is it possible to improve the rate of decay of the bias term, while retaining (up to constants) the statistical minimax rate?” The key technical challenge in answering this question is in sharply characterizing the error accumulation of fast gradient methods in the stochastic approximation setting. Common folklore and prior work suggest otherwise: several efforts have attempted
Figure 4.2: Plot of total error vs number of samples for averaged SGD, (this chapter’s) accelerated SGD method and the minimax risk for the discrete and Gaussian distributions with $d = 50, \kappa \approx 10^5$ (see section 4.2.2 for details). For the discrete case, accelerated SGD degenerates to SGD, which nearly matches the minimax risk (when it becomes well defined). For the Gaussian case, accelerated SGD significantly improves upon SGD.

to quantify instabilities in the face of statistical or non-statistical errors [91, 95, 93, 112, 102, 113, 22, 27, 28, 125]. Refer to section 4.2.4 for a discussion on robustness of acceleration to error accumulation. Optimistically, as suggested by the gains enjoyed by accelerated methods in the exact first order oracle model, we may hope to replace the $\tilde{O}(\kappa)$ oracle calls achieved by averaged SGD to $\tilde{O}(\sqrt{\kappa})$. We now provide a counter example, showing that such an improvement is not possible. Consider a (discrete) distribution $\mathcal{D}$ where the input $\mathbf{a}$ is the $i^{\text{th}}$ standard basis vector with probability $p_i, \forall i = 1, 2, ..., d$. The covariance of $\mathbf{a}$ in this case is a diagonal matrix with diagonal entries $p_i$. The condition number of this distribution is $\kappa = \frac{1}{\min_j p_j}$. In this case, it is impossible to make non-trivial reduction in error by observing fewer than $\kappa$ samples, since with constant probability, we would not have seen the vector corresponding to the smallest probability.

On the other hand, consider a case where the distribution $\mathcal{D}$ is a Gaussian with a large
condition number $\kappa$. Matrix concentration informs us that (with high probability and irrespective of how large $\kappa$ is) after observing $n = \mathcal{O}(d)$ samples, the empirical covariance matrix will be a spectral approximation to the true covariance matrix, i.e. for some constant $c > 1$, $H/c \preceq \frac{1}{n} \sum_{i=1}^{n} a_i a_i^\top \preceq cH$. Here, we may hope to achieve a faster convergence rate, as information theoretically $\mathcal{O}(d)$ samples suffice to obtain a non-trivial statistical estimate (see [50] for further discussion).

Figure 4.1 shows the behavior of SGD in these cases; both are synthetic examples in 50–dimensions, with a condition number $\kappa \approx 10^5$ and noise level $\sigma^2 = 100$. See the figure caption for more details.

These examples suggest that if acceleration is indeed possible, then the degree of improvement (say, over averaged SGD) must depend on distributional quantities that go beyond the condition number $\kappa$. A natural conjecture is that this improvement must depend on the number of samples required to spectrally approximate the covariance matrix of the distribution; below this sample size it is not possible to obtain any non-trivial statistical estimate due to information theoretic reasons. This sample size is quantified by a notion which we refer to as the statistical condition number $\tilde{\kappa}$ (see section 4.3 for a precise definition and for further discussion about $\tilde{\kappa}$). As we will see in section 4.3, we have $\tilde{\kappa} \leq \kappa$, $\tilde{\kappa}$ is affine invariant, unlike $\kappa$ (i.e. $\tilde{\kappa}$ is invariant to linear transformations over $a$).

4.2.3 Contributions

This chapter introduces an accelerated stochastic gradient descent scheme, which can be viewed as a stochastic variant of Nesterov’s accelerated gradient method [87]. As pointed out in Section 4.2.2, the excess risk of this algorithm can be decomposed into two parts namely, bias and variance. For the stochastic approximation problem of least squares regression, this chapter establishes bias contraction at a geometric rate of $\mathcal{O}(1/\sqrt{\kappa \tilde{\kappa}})$, improving over prior results [35, 55], which prove a geometric rate of $\mathcal{O}(1/\kappa)$, while retaining statistical minimax rates (up to constants) for the variance. Here $\kappa$ is the condition number and $\tilde{\kappa}$ is the statistical condition number of the distribution, and a rate of $\mathcal{O}(1/\sqrt{\kappa \tilde{\kappa}})$ is an improvement.
Figure 4.3: Comparison of averaged SGD with this chapter’s accelerated SGD in the absence of noise ($\sigma^2 = 0$) for the Gaussian and Discrete distribution with $d = 50, \kappa \approx 10^5$. Acceleration yields substantial gains over averaged SGD for the Gaussian case, while degenerating to SGD’s behavior for the discrete case. See section 4.2.2 for discussion.

over $O(1/\kappa)$ since $\tilde{\kappa} \leq \kappa$ (see Section 4.3 for definitions and a short proof of $\tilde{\kappa} \leq \kappa$).

See Table 4.1 for a theoretical comparison. Figure 4.2 provides an empirical comparison of the proposed (tail-averaged) accelerated algorithm to (tail-averaged) SGD [55] on our two running examples. Our result presents the first improvement over SGD even in the noiseless (i.e. realizable) case where $\sigma = 0$; this case is equivalent to the setting where we have a distribution over a (possibly infinite) set of consistent linear equations [58, 115]. See Figure 4.3 for a comparison on the case where $\sigma = 0$.

On a more technical note, this chapter introduces two new techniques in order to analyze the proposed accelerated stochastic gradient method: (a) the chapter introduces a new potential function in order to show faster rates of decaying the bias, and (b) the chapter provides a sharp understanding of the behavior of the proposed accelerated stochastic gradient descent updates as a stochastic process and utilizes this in providing a near-exact estimate of the covariance of its iterates. This viewpoint is critical in order to prove that the algorithm
achieves the statistical minimax rate.

We use the operator viewpoint for analyzing stochastic gradient methods, introduced in [25]. This viewpoint was also used in [29, 55].

4.2.4 Related Work

Non-asymptotic Stochastic Approximation: Stochastic gradient descent (SGD) and its variants are by far the most widely studied algorithms for the stochastic approximation problem. While initial works [99] considered the final iterate of SGD, later works [103, 94] demonstrated that averaged SGD obtains statistically optimal estimation rates. Several works provide non-asymptotic analyses for averaged SGD and variants [5, 6, 35] for various stochastic approximation problems. For stochastic approximation with least squares regression [7, 25, 81, 35, 55] provide non-asymptotic analysis of the behavior of SGD and its variants. [25, 29] provide non-asymptotic results which achieve the minimax rate on the variance (where the bias is lower order, not geometric). [81] achieves a geometric rate on the bias (and where the variance is not minimax). [35, 55] obtain both the minimax rate on the variance and a geometric rate on the bias, as seen in equation (4.4).

Acceleration and Noise Stability: While there have been several attempts at understanding if it is possible to accelerate SGD, the results have been largely negative. With regards to acceleration with adversarial (non-statistical) errors in the exact first order oracle model, [22] provide negative results and [27, 28] provide lower bounds showing that fast gradient methods do not improve upon standard gradient methods. There is also a series of works considering statistical errors. [93] suggests that the relative merits of heavy ball (HB) method [92] in the noiseless case vanish with noise unless strong assumptions on the noise model are considered; an instance of this is when the noise variance decays as the iterates approach the minimizer. The Conjugate Gradient (CG) method [48] is suggested to face similar robustness issues in the face of statistical errors [93]; this is in addition to the issues that CG is known to suffer from owing to roundoff errors (due to finite precision
In the signal processing literature, SGD goes by the name of Least Mean Squares (LMS) algorithm. Paralleling notions of minimax optimality (in the MLE sense), the LMS algorithm is robust (and optimal) in a $H^\infty$ sense, i.e., small disturbances (i.e., noise) and modeling errors (defined in an appropriate sense) provably yields small estimation errors. To our knowledge, we aren’t aware of similar notions studied in the context of fast (i.e., accelerated) LMS methods. That said, in the LMS literature, there have been efforts that date to several decades which study accelerated LMS methods (stochastic variants of CG/HB) in the same oracle model as the one considered by this chapter (equation 4.2). These efforts consider the final iterate (i.e., no iterate averaging) of accelerated LMS methods with a fixed step-size and conclude that while it allows for a faster decay of the initial error (bias) (which is unquantified), their steady state behavior (i.e., variance) is worse compared to that of LMS. Considered a constant step size accelerated scheme with no iterate averaging in the same oracle model as this chapter, and conclude that these do not offer any improvement over standard SGD. More concretely,

shown that the variance of their accelerated SGD method with a sufficiently small constant step size is the same as that of SGD with a significantly larger step size. Note that none of these efforts achieve minimax error rates or quantify (any improvement whatsoever on the) rate of bias decay.

**Oracle models and optimality:** With regards to notions of optimality, there are (at least) two lines of thought: one is a statistical objective where the goal is (on every problem instance) to match the rate of the statistically optimal estimator; another is on obtaining algorithms whose worst case upper bounds (under various assumptions such as bounded noise) match the lower bounds provided in . The work of are in the former model, where they show that the distribution of the averaged SGD estimator matches, on every problem, that of the statistically optimal estimator, in the limit (under appropriate regularization conditions standard in the statistics literature, where the optimal estimator is often referred to as the maximum likelihood estimator/the empirical
risk minimizer/an $M$-estimator \[69\] chap. 5 – 6], \[120\] chap. 5,7,8). Along these lines, non-asymptotic rates towards statistically optimal estimators are given by \[7,25,29,35,55\]. This chapter can be seen as improving this non-asymptotic rate (to the statistically optimal estimation rate) using an accelerated method. As to the latter (i.e. matching the worst-case lower bounds in \[83\]), there are a number of positive results on using accelerated stochastic optimization procedures; the works of \[67,51,38,39,30\] match the lower bounds provided in \[83\]. We compare these assumptions and works in more detail.

In stochastic first order oracle models (see \[62\] chap. 1, 3, 6, \[64\] chap. 5,10,11), one typically has access to sampled gradients of the form:

$$\hat{\nabla} P(x) = \nabla P(x) + \eta,$$

where varying assumptions are made on the noise $\eta$. The worst-case lower bounds in \[83\] are based on that $\eta$ is bounded; the accelerated methods in \[67,51,38,39,30\] which match these lower bounds in various cases, all assume either bounded noise or, at least $\mathbb{E}\left[\|\eta\|^2\right]$ is finite. In the least squares setting (such as the one often considered in practice and also considered in \[94,7,25,29,35,55\]), this assumption does not hold, since $\mathbb{E}\left[\|\eta\|^2\right]$ is not bounded. To see this, $\eta$ in our oracle model (equation (4.2)) is:

$$\eta = \hat{\nabla} P(x) - \nabla P(x) = (aa^\top - H)(x - x^*) - \epsilon \cdot a$$

which implies that $\mathbb{E}\left[\|\eta\|^2\right]$ is not uniformly bounded (unless additional assumptions are enforced to ensure that the algorithm’s iterates $x$ lie within a compact set). Hence, the assumptions made in \[51,38,39,30\] do not permit one to obtain finite $n$-sample bounds on the excess risk. Suppose we consider the case of $\epsilon = 0$, i.e. where the additive noise is zero and $b = a^\top x^*$. For this case, this chapter provides a geometric rate of convergence to the minimizer $x^*$, while the results of \[38,39,30\] at best indicate a $O(1/n)$ rate. Finally, in contrast to all other existing work, our result is the first to provide finer distribution dependent characteristics of the improvements offered by accelerating SGD (e.g. refer to the Gaussian and discrete examples in section 4.2.2).
Acceleration and Finite Sums: As a final remark, there have been results \cite{109, 34, 72, 68, 2} that provide accelerated rates for offline stochastic optimization which deal with minimizing sums of convex functions; these results are almost tight due to matching lower bounds \cite{68, 124}. These results do not immediately translate into rates on the generalization error. Furthermore, these algorithms are not streaming, as they require making multiple passes over a dataset stored in memory. Refer to \cite{35} for more details.

4.3 Main Results

We now provide our assumptions and main result, before which, we have some notation. For a vector $x \in \mathbb{R}^d$ and a positive semi-definite matrix $S \in \mathbb{R}^{d \times d}$ (i.e. $S \succeq 0$), denote $\|x\|_S^2 \overset{\text{def}}{=} x^\top S x$.

4.3.1 Assumptions and Definitions

Let $H$ denote the second moment matrix of the input, which is also the hessian $\nabla^2 P(x)$ of (4.1):

$$H \overset{\text{def}}{=} \mathbb{E}_{(a,b) \sim \mathcal{D}} [a \otimes a] = \nabla^2 P(x).$$

Furthermore, let the fourth moment tensor $M$ of the inputs $a \sim \mathcal{D}$ is defined as:

$$M = \mathbb{E}_{(a,b) \sim \mathcal{D}} [a \otimes a \otimes a \otimes a].$$

(A1) Finite second and fourth moment: The second moment matrix $H$ and the fourth moment tensor $M$ exist and are finite.

(A2) Positive Definiteness: The second moment matrix $H$ is strictly positive definite, i.e. $H \succ 0$.

We assume (A1) and (A2) implies that $P(x)$ is \textit{strongly convex} and admits a unique minimizer $x^*$. Denote the noise $\epsilon$ in a sample $(a,b) \sim \mathcal{D}$ as: $\epsilon \overset{\text{def}}{=} b - \langle a, x^* \rangle$. First order optimality conditions of $x^*$ imply

$$\nabla P(x^*) = \mathbb{E} [\epsilon \cdot a] = 0.$$
Let $\Sigma$ denote the covariance of gradient at optimum $x^*$ (or noise covariance matrix),

$$
\Sigma \overset{\text{def}}{=} \mathbb{E}_{(a,b) \sim \mathcal{D}} \left[ \hat{\nabla} P(x^*) \otimes \hat{\nabla} P(x^*) \right] = \mathbb{E}_{(a,b) \sim \mathcal{D}} \left[ \epsilon^2 \cdot a \otimes a \right].
$$

We define the noise level $\sigma^2$, condition number $\kappa$, statistical condition number $\tilde{\kappa}$ below.

**Noise level:** The noise level is defined to be the smallest positive number $\sigma^2$ such that

$$
\Sigma \preceq \sigma^2 H.
$$

The noise level $\sigma^2$ quantifies the amount of noise in the stochastic gradient oracle and has been utilized in previous work (e.g., see [5, 7]) for providing non-asymptotic bounds for the stochastic approximation problem. In the homoscedastic (additive noise/well specified) case, where $\epsilon$ is independent of the input $a$, this condition is satisfied with equality, i.e. $\Sigma = \sigma^2 H$ with $\sigma^2 = \mathbb{E}[\epsilon^2]$.

**Condition number:** Let

$$
\mu \overset{\text{def}}{=} \lambda_{\text{min}}(H).
$$

$\mu > 0$ by (A2). Now, let $R^2$ be the smallest positive number such that

$$
\mathbb{E}\left[\|a\|^2 aa^\top\right] \preceq R^2 H.
$$

The condition number $\kappa$ of the distribution $\mathcal{D}$ [25, 55] is

$$
\kappa \overset{\text{def}}{=} R^2 / \mu.
$$

**Statistical condition number:** The statistical condition number $\tilde{\kappa}$ is defined as the smallest positive number such that

$$
\mathbb{E}\left[\|a\|^2_{H^{-1}} aa^\top\right] \preceq \tilde{\kappa} H.
$$

**Remarks on $\tilde{\kappa}$ and $\kappa$:** Unlike $\kappa$, it is straightforward to see that $\tilde{\kappa}$ is affine invariant (i.e. unchanged with linear transformations over $a$). Since $\mathbb{E}\left[\|a\|^2_{H^{-1}} aa^\top\right] \preceq \frac{1}{\mu} \mathbb{E}\left[\|a\|^2_2 aa^\top\right] \preceq \kappa H$, we note $\tilde{\kappa} \leq \kappa$. For the discrete case (from Section 4.2.2), it is straightforward to see that both $\kappa$ and $\tilde{\kappa}$ are equal to $1/ \min_i p_i$. In contrast, for the Gaussian case (from Section 4.2.2),

...
Algorithm 3 (Tail-Averaged) Accelerated Stochastic Gradient Descent (ASGD)

Require: $n$ oracle calls (4.2), initial point $x_0 = v_0$, Unaveraged (burn-in) phase $t$, Step size parameters $\alpha, \beta, \gamma, \delta$

1: for $j = 1, \cdots n$ do
2: $y_{j-1} \leftarrow \alpha x_{j-1} + (1 - \alpha)v_{j-1}$
3: $x_j \leftarrow y_{j-1} - \delta \hat{\nabla}P(y_{j-1})$
4: $z_{j-1} \leftarrow \beta y_{j-1} + (1 - \beta)v_{j-1}$
5: $v_j \leftarrow z_{j-1} - \gamma \hat{\nabla}P(y_{j-1})$
6: end for

Ensure: $\bar{x}_{t,n} \leftarrow \frac{1}{n-t} \sum_{j=t+1}^{n} x_j$

$\tilde{\kappa}$ is $O(d)$, while $\kappa$ is $O(\text{Trace}(H)/\mu)$ which may be arbitrarily large (based on choice of the coordinate system).

$\tilde{\kappa}$ governs how many samples $a_i$ require to be drawn from $\mathcal{D}$ so that the empirical covariance is spectrally close to $H$, i.e. for some constant $c > 1$, $H/c \preceq \frac{1}{n} \sum_{i=1}^{n} a_i a_i^\top \preceq cH$. In comparison to the matrix Bernstein inequality where stronger (yet related) moment conditions are assumed in order to obtain high probability results, our results hold only in expectation (refer to [50] for this definition, wherein $\tilde{\kappa}$ is referred to as bounded statistical leverage in Theorem 1 and Remark 1).

4.3.2 Algorithm and Main Theorem

Algorithm 3 presents the pseudo code of the proposed algorithm. ASGD can be viewed as a variant of Nesterov’s accelerated gradient method [87], working with a stochastic gradient oracle (equation (4.2)) and with tail-averaging the final $n - t$ iterates. The main result now follows:

Theorem 9. Suppose $[A1]$ and $[A2]$ hold. Set $\alpha = \frac{3\sqrt{5\cdot \sqrt{\kappa\tilde{\kappa}}}}{1 + 3\sqrt{5\cdot \sqrt{\kappa\tilde{\kappa}}}}$, $\beta = \frac{1}{9\sqrt{\kappa\tilde{\kappa}}}$, $\gamma = \frac{1}{3\sqrt{5\cdot \mu \sqrt{\kappa\tilde{\kappa}}}}$, $\delta = \frac{1}{5R^2}$. After $n$ calls to the stochastic first order oracle (equation (4.2)), ASGD outputs $\bar{x}_{t,n}$
satisfying:

\[
\mathbb{E} [P(\bar{x}_{t,n})] - P(x^*) \leq C \cdot \left(\frac{(\kappa \bar{\kappa})^{9/4}}{(n-t)^2}\right) \cdot \exp \left(-\frac{t}{9 \sqrt{\kappa \bar{\kappa}}} \right) \cdot (P(x_0) - P(x^*)) + \frac{\sigma^2 d}{n-t} \left(\frac{\kappa \bar{\kappa}}{\sqrt{\kappa \bar{\kappa}}} \right) \\
+ C \cdot \left(\frac{(\kappa \bar{\kappa})^{5/4}}{d \kappa} \cdot \exp \left(-\frac{n}{9 \sqrt{\kappa \bar{\kappa}}} \right) \right) \cdot (P(x_0) - P(x^*)) + C \cdot \frac{\sigma^2 d}{(n-t)^2} \left(\frac{\kappa \bar{\kappa}}{\sqrt{\kappa \bar{\kappa}}} \right) \\
+ \frac{C \cdot \sigma^2 d}{n-t} \left(\frac{(\kappa \bar{\kappa})^{11/4}}{d \kappa} \cdot \exp \left(-\frac{(n-t-1)}{30 \sqrt{\kappa \bar{\kappa}}} \right) \right),
\]

where \( C \) is a universal constant, \( \sigma^2 \), \( \kappa \) and \( \bar{\kappa} \) are the noise level, condition number and statistical condition number respectively.

The following corollary holds if the iterates are tail-averaged over the last \( n/2 \) samples and \( n > \mathcal{O}(\sqrt{k \bar{k} \log(d \kappa \bar{\kappa})) \). The second condition lets us absorb lower order terms into leading order terms.

**Corollary 10.** Assume the parameter settings of Theorem 9 and let \( t = \lfloor n/2 \rfloor \) and \( n > C' \sqrt{k \bar{k} \log(d \kappa \bar{\kappa})} \) (for an appropriate universal constants \( C, C' \)). We have that with \( n \) calls to the stochastic first order oracle, ASGD outputs a vector \( \bar{x}_{t,n} \) satisfying:

\[
\mathbb{E} [P(\bar{x}_{t,n})] - P(x^*) \leq C \cdot \exp \left(-\frac{n}{20 \sqrt{\kappa \bar{\kappa}}} \right) \cdot (P(x_0) - P(x^*)) + 11 \frac{\sigma^2 d}{n}.
\]

A few remarks about the result of Theorem 9 are due: (i) ASGD decays the initial error at a geometric rate of \( \mathcal{O}(1/\sqrt{k \bar{k}}) \) during the unaveraged phase of \( t \) iterations, which presents the first improvement over the \( \mathcal{O}(1/\kappa) \) rate offered by SGD [99]/averaged SGD [94, 55] for the least squares stochastic approximation problem, (ii) the second term in the error bound indicates that ASGD obtains (up to constants) the minimax rate once \( n > \mathcal{O}(\sqrt{k \bar{k} \log(d \kappa \bar{\kappa})) \). Note that this implies that Theorem 9 provides a sharp non-asymptotic analysis (up to log factors) of the behavior of Algorithm 3.
4.3.3 Discussion and Open Problems

A challenging problem in this context is in formalizing a finite sample size lower bound in the oracle model considered in this chapter. Lower bounds in stochastic oracle models have been considered in the literature (see [83, 96, 1]), though it is not evident these oracle models and lower bounds are sharp enough to imply statements in our setting (see section 4.2.4 for a discussion of these oracles).

Let us now understand Theorem 9 in the broader context of stochastic approximation. Under certain regularity conditions, it is known that [69, chap. 5 – 6], [120, chap. 5,7,8] that the rate described in equation (4.3) for the homoscedastic case holds for a broader set of misspecified models (i.e., heteroscedastic noise case), with an appropriate definition of the noise variance. By defining $\sigma^2_{\text{ERM}} \triangleq \mathbb{E} \left[ \left\| \nabla P(x^*) \right\|_{H^{-1}}^2 \right]$, the rate of the ERM is guaranteed to approach $\sigma^2_{\text{ERM}}/n$ [69, 120] in the limit of large $n$, i.e.:

$$\lim_{n \to \infty} \frac{\mathbb{E}_{S_n} [P_n(\hat{x}_{\text{ERM}}^n)] - P(x^*)}{\sigma^2_{\text{ERM}}/n} = 1,$$

(4.7)

where $\hat{x}_{\text{ERM}}^n$ is the ERM over samples $S_n = \{a_i, b_i\}_{i=1}^n$. Averaged SGD [55] and streaming SVRG [35] are known to achieve these rates for the heteroscedastic case. Refer to [35] for more details. Neglecting constants, Theorem 9 is guaranteed to achieve the rate of the ERM for the homoscedastic case (where $\Sigma = \sigma^2 H$) and is tight when the bound $\Sigma \preceq \sigma^2 H$ is nearly tight (upto constants). We conjecture ASGD achieves the rate of the ERM in the heteroscedastic case by appealing to a more refined analysis as is the case for averaged SGD (see [55]). It is also an open question to understand acceleration for smooth stochastic approximation (beyond least squares), in situations where the rate represented by equation (4.7) holds [94].

4.4 Proof Outline

We now present a brief outline of the proof of Theorem 9. Recall the variables in Algorithm 3. Before presenting the proof outline we require some definitions. We begin by defining the
centered estimate $\theta_j$ as:

$$
\theta_j \overset{\text{def}}{=} \begin{bmatrix} x_j - x^* \\ y_j - x^* \end{bmatrix} \in \mathbb{R}^d.
$$

Recall that the stepsizes in Algorithm 3 are $\alpha = \frac{3\sqrt{5\sqrt{\kappa}}}{1 + 3\sqrt{5\sqrt{\kappa}}}, \beta = \frac{1}{9\sqrt{\kappa}}, \gamma = \frac{1}{3\sqrt{5\mu\sqrt{\kappa}}}, \delta = \frac{1}{5R^2}$. The accelerated SGD updates of Algorithm 3 can be written in terms of $\theta_j$ as:

$$
\theta_j = \hat{A}_j \theta_{j-1} + \zeta_j, \quad \text{where,}
$$

$$
\hat{A}_j \overset{\text{def}}{=} \begin{bmatrix} 0 & (I - \delta a_j a_j^\top) \\ -\alpha(1 - \beta) I & (1 + \alpha(1 - \beta)) I - (\alpha \delta + (1 - \alpha) \gamma) a_j a_j^\top \end{bmatrix},
\zeta_j \overset{\text{def}}{=} \begin{bmatrix} \delta \cdot \epsilon_j a_j \\ (\alpha \delta + (1 - \alpha) \gamma) \cdot \epsilon_j a_j \end{bmatrix},
$$

where $\epsilon_j = b_j - \langle a_j, x^* \rangle$. The tail-averaged iterate $\bar{x}_{t,n}$ is associated with its own centered estimate $\bar{\theta}_{t,n} \overset{\text{def}}{=} \frac{1}{n-t} \sum_{j=t+1}^n \theta_j$. Let $A \overset{\text{def}}{=} \mathbb{E} \left[ \hat{A}_j | F_{j-1} \right]$, where $F_{j-1}$ is a filtration generated by $(a_1, b_1), \ldots, (a_{j-1}, b_{j-1})$. Let $B, A_C, A_R$ be linear operators acting on a matrix $S \in \mathbb{R}^{2d \times 2d}$ so that $BS \overset{\text{def}}{=} \mathbb{E} \left[ \hat{A}_j S \hat{A}_j^\top | F_{j-1} \right], A_C S \overset{\text{def}}{=} AS, A_R S \overset{\text{def}}{=} SA$. Denote $\hat{\Sigma} \overset{\text{def}}{=} \mathbb{E} \left[ \zeta_j \zeta_j^\top | F_{j-1} \right]$ and matrices $G, Z, \tilde{G}$ as:

$$
G \overset{\text{def}}{=} \tilde{G}^\top Z \tilde{G}, \quad \text{where,} \quad \tilde{G} \overset{\text{def}}{=} \begin{bmatrix} I & 0 \\ \frac{\alpha}{1 - \alpha} I & \frac{1}{1 - \alpha} I \end{bmatrix}, \quad Z \overset{\text{def}}{=} \begin{bmatrix} I & 0 \\ 0 & \mu H^{-1} \end{bmatrix}.
$$

**Bias-variance decomposition:** The proof of Theorem 9 employs the bias-variance decomposition, which is well known in the context of stochastic approximation (see [55, 55, 55]) and is re-derived in the appendix. The bias-variance decomposition allows for the generalization error to be upper-bounded by analyzing two sub-problems: (a) bias, analyzing the algorithm’s behavior on the noiseless problem (i.e. $\zeta_j = 0 \ \forall \ j$ a.s.) while starting at $\theta_0^{\text{bias}} = \theta_0$ and (b) variance, analyzing the algorithm’s behavior by starting at the solution (i.e. $\theta_0^{\text{variance}} = 0$) and allowing the noise $\zeta_j$ to drive the process. In a similar manner as $\theta_{t,n}$, the bias and variance sub-problems are associated with $\hat{\theta}_{t,n}^{\text{bias}}$ and $\hat{\theta}_{t,n}^{\text{variance}}$, and these are related as:

$$
\mathbb{E} \left[ \theta_{t,n} \otimes \hat{\theta}_{t,n}^{\text{bias}} \right] \leq 2 \cdot \left( \mathbb{E} \left[ \theta_{t,n}^{\text{bias}} \otimes \hat{\theta}_{t,n}^{\text{bias}} \right] + \mathbb{E} \left[ \theta_{t,n}^{\text{variance}} \otimes \hat{\theta}_{t,n}^{\text{variance}} \right] \right), \quad (4.8)
$$

where $\otimes$ denotes the outer product.
Since we deal with the square loss, the generalization error of the output \( \bar{x}_{t,n} \) of Algorithm 3 is:

\[
\mathbb{E} [P(\bar{x}_{t,n})] - P(x^*) = \frac{1}{2} \cdot \langle H \begin{bmatrix} 0 & 0 \end{bmatrix}, \mathbb{E} [\bar{\theta}_{t,n} \otimes \bar{\theta}_{t,n}] \rangle,
\]

indicating that the generalization error can be bounded by analyzing the bias and variance sub-problem. We now present the lemmas that bound the bias error.

**Lemma 11.** The covariance \( \mathbb{E} \left[ \bar{\theta}_{t,n}^{bias} \otimes \bar{\theta}_{t,n}^{bias} \right] \) of the bias part of averaged iterate \( \bar{\theta}_{t,n}^{bias} \) satisfies:

\[
\mathbb{E} \left[ \bar{\theta}_{t,n}^{bias} \otimes \bar{\theta}_{t,n}^{bias} \right] = \frac{1}{(n-t)^2} \left( I + (I - A_L)^{-1} A_L + (I - A_L^T)^{-1} A_L^T \right).
\]

\[
(I - B)^{-1}(B^{t+1} - B^{n+1}) (\theta_0 \otimes \theta_0).
\]

The quantity that needs to be bounded in the term above is \( B^{t+1} \theta_0 \otimes \theta_0 \). Lemma 12 presents a result that can be applied recursively to bound \( B^{t+1} \theta_0 \otimes \theta_0 \) (since \( \theta_0^{bias} = \theta_0 \)).

**Lemma 12 (Bias contraction).** For any two vectors \( x, y \in \mathbb{R}^d \), let \( \theta \overset{\text{def}}{=} \begin{bmatrix} x - x^* \\ y - x^* \end{bmatrix} \in \mathbb{R}^{2d} \).

We have:

\[
\langle G, B (\theta \theta^T) \rangle \leq \left( 1 - \frac{1}{9\sqrt{\kappa \tilde{\kappa}}} \right) \langle G, \theta \theta^T \rangle.
\]

**Remarks:** (i) the matrices \( \bar{G} \) and \( \bar{G}^T \) appearing in \( G \) are due to the fact that we prove contraction using the variables \( x - x^* \) and \( v - x^* \) instead of \( x - x^* \) and \( y - x^* \), as used in defining \( \theta \). (ii) The key novelty in Lemma 12 is that while standard analyses of accelerated gradient descent (in the exact first order oracle) use the potential function \( \|x - x^*\|_H^2 + \mu \|v - x^*\|_2^2 \) (e.g. [123]), we consider it crucial for employing the potential function \( \|x - x^*\|_H^2 + \mu \|v - x^*\|_2^2 \) (this potential function is captured using the matrix \( Z \)) to prove accelerated rates (of \( O \left( 1/\sqrt{\kappa \tilde{\kappa}} \right) \)) for bias decay.

We now present the lemmas associated with bounding the variance error:
Lemma 13. The covariance $\mathbb{E} \left[ \tilde{\theta}_{t,n}^\text{variance} \otimes \tilde{\theta}_{t,n}^\text{variance} \right]$ of the variance error $\tilde{\theta}_{t,n}^\text{variance}$ satisfies:

\[
\mathbb{E} \left[ \tilde{\theta}_{t,n}^\text{variance} \otimes \tilde{\theta}_{t,n}^\text{variance} \right] = \frac{1}{n-t} \left( (I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T)(I - B)^{-1} \tilde{\Sigma} \right. \\
- \frac{1}{(n-t)^2} \left( (I - A_L)^{-2}(A_L - A_L^{n+1-t}) + (I - A_R)^{-2}(A_R^T - (A_R^T)^{n+1-t})) (I - B)^{-1} \tilde{\Sigma} \right. \\
- \frac{1}{(n-t)^2} \left( (I + (I - A_L)^{-1}A_L + (I - A_R)^{-1}A_R^T)(I - B)^{-2}(B^{t+1} - B^{n+1}) \tilde{\Sigma} \right. \\
+ \frac{1}{(n-t)^2} \sum_{j=t+1}^n \left( (I - A_L)^{-1}A_L^{n+1-j} + (I - A_R)^{-1}(A_R^T)^{n+1-j}) (I - B)^{-1} B^j \tilde{\Sigma}. \right)
\]

The covariance of the stationary distribution of the iterates i.e., $\lim_{j \to \infty} \tilde{\theta}_j^\text{variance}$ requires a precise bound to obtain statistically optimal error rates. Lemma 14 presents a bound on this quantity.

Lemma 14 (Stationary covariance). The covariance of limiting distribution of $\theta^\text{variance}$ satisfies:

\[
\mathbb{E} \left[ \theta^\text{variance} \otimes \theta^\text{variance} \right] = (I - B)^{-1} \tilde{\Sigma} \preceq 5\sigma^2 \left( \frac{2}{3} \cdot \left( \frac{1}{K} \mathbf{H}^{-1} \right) + \frac{5}{6} \cdot (\delta I) \right) \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

A crucial implication of this lemma is that the limiting final iterate $\theta^\text{variance}_\infty$ has an excess risk $\mathcal{O}(\sigma^2)$. This result naturally lends itself to the (tail-)averaged iterate achieving the minimax optimal rate of $\mathcal{O}(d\sigma^2/n)$. Refer to the appendix B.5 and Lemma 41 for more details in this regard.

4.5 Conclusion

This chapter introduces an accelerated stochastic gradient method, which presents the first improvement in achieving minimax rates faster than averaged SGD [99, 103, 94, 55]/Streaming SVRG [35] for the stochastic approximation problem of least squares regression. To obtain this result, the chapter presented the need to rethink what acceleration has to offer when working with a stochastic gradient oracle: these thought experiments indicated a need to consider a quantity that captured more fine grained problem characteristics. The statistical
condition number (an affine invariant distributional quantity) is shown to characterize the improvements that acceleration offers in the stochastic first order oracle model.

In essence, this chapter presents the first known provable analysis of the claim that fast gradient methods are stable when dealing with statistical errors, in contrast to negative results in statistical and non-statistical settings [91, 95, 93, 42, 102, 113, 22, 27, 28, 125]. We hope that this chapter provides insights towards developing simple and effective accelerated stochastic gradient schemes for general convex and non-convex optimization problems.
Chapter 5

UNDERSTANDING THE BEHAVIOR OF MOMENTUM WITH STOCHASTIC GRADIENTS

5.1 Chapter Notes

This chapter presents joint work with Prateek Jain, Praneeth Netrapalli and Sham M. Kakade and is published in the International Conference on Learning Representations (ICLR), 2018. This chapter’s presentation is a (very minor) variant of the published version of this paper. The contributions of this chapter are summarized as follows:

- This chapter presents an understanding of momentum based methods when used in conjunction with stochastic gradient methods. Momentum based methods were developed in [92] as a means to improve over gradient descent’s convergence guarantees when encountering (deterministic i.e.) exact gradients of an objective. Despite their origin, momentum methods have shown immense performance improvements when working with mini-batch stochastic gradients for several Deep Learning problems of interest. This chapter delves into these questions and presents the (surprising) result that momentum based stochastic gradient descent methods do not offer any running time advantages (beyond constant factors) over standard SGD, especially when working with small constant sized mini-batches. This is in stark contrast to the behavior of Accelerated SGD, described in chapter [4] which is shown to provably improve over SGD irrespective of the batchsizes used.

- These improvements (or lack thereof) aren’t restricted to certain problem classes. This chapter shows that, in the context of training several modern Neural Networks (including convolutional residual networks and fully connected networks) for various classes of
problems, one does observe that (a) momentum based SGD methods do not offer much improvements with standard batchsizes typically used in practice, and, (b) accelerated SGD does present a noticeable improvement over SGD as well as momentum based SGD methods.

5.2 Introduction

First order optimization methods, which access a function to be optimized through its gradient or an unbiased approximation of its gradient, are the workhorses for modern large scale optimization problems, which include training the current state-of-the-art deep neural networks. Gradient descent [18] is the simplest first order method that is used heavily in practice. However, it is known that for the class of smooth convex functions as well as some simple non-smooth problems [84]), gradient descent is suboptimal [86] and there exists a class of algorithms called fast gradient/momentum based methods which achieve optimal convergence guarantees. The heavy ball method [92] and Nesterov’s accelerated gradient descent [85] are two of the most popular methods in this category.

On the other hand, training deep neural networks on large scale datasets have been possible through the use of Stochastic Gradient Descent (SGD) [99], which samples a random subset of training data to compute gradient estimates that are then used to optimize the objective function. The advantages of SGD for large scale optimization and the related issues of tradeoffs between computational and statistical efficiency was highlighted in [12].

The above mentioned theoretical advantages of fast gradient methods [92] [85] (albeit for smooth convex problems) coupled with cheap to compute stochastic gradient estimates led to the influential work of [116], which demonstrated the empirical advantages possessed by SGD when augmented with the momentum machinery. This work has led to widespread adoption of momentum methods for training deep neural nets; so much so that, in the context of neural network training, gradient descent often refers to momentum methods.

But, there is a subtle difference between classical momentum methods and their implementation in practice – classical momentum methods work in the exact first order oracle
model [86], i.e., they employ exact gradients (computed on the full training dataset), while in practice [116], they are implemented with stochastic gradients (estimated from a randomly sampled mini-batch of training data). This leads to a natural question:

“Are momentum methods optimal even in the stochastic first order oracle (SFO) model, where we access stochastic gradients computed on a small constant sized minibatches (or a batchsize of 1?)”

Even disregarding the question of optimality of momentum methods in the SFO model, it is not even known if momentum methods (say, [92, 85]) provide any provable improvement over SGD in this model. While these are open questions, a recent effort of [54] showed that improving upon SGD (in the stochastic first order oracle) is rather subtle as there exists problem instances in SFO model where it is not possible to improve upon SGD, even information theoretically. [54] studied a variant of Nesterov’s accelerated gradient updates [87] for stochastic linear regression and show that their method improves upon SGD wherever it is information theoretically admissible. Through out this chapter, we refer to the algorithm of [54] as Accelerated Stochastic Gradient Method (ASGD) while we refer to a stochastic version of the most widespread form of Nesterov’s method [85] as NAG; HB denotes a stochastic version of the heavy ball method [92]. Critically, while [54] shows that ASGD improves on SGD in any information-theoretically admissible regime, it is still not known whether HB and NAG can achieve a similar performance gain.

A key contribution of this chapter is to show that HB does not provide similar performance gains over SGD even when it is informationally-theoretically admissible. That is, we provide a problem instance where it is indeed possible to improve upon SGD (and ASGD achieves this improvement), but HB cannot achieve any improvement over SGD. We validate this claim empirically as well. In fact, we provide empirical evidence to the claim that NAG also do not achieve any improvement over SGD for several problems where ASGD can still achieve better rates of convergence.

This raises a question about why HB and NAG provide better performance than SGD in practice [116], especially for training deep networks. Our conclusion (that is well supported
by our theoretical result) is that HB and NAG’s improved performance is attributed to mini-batching and hence, these methods will often struggle to improve over SGD with small constant batch sizes. This is in stark contrast to methods like ASGD, which is designed to improve over SGD across both small or large mini-batch sizes. In fact, based on our experiments, we observe that on the task of training deep residual networks [47] on the cifar-10 dataset, we note that ASGD offers noticeable improvements by achieving 5 – 7% better test error over HB and NAG even with commonly used batch sizes like 128 during the initial stages of the optimization.

5.2.1 Contributions

The contributions of this chapter are as follows.

1. In Section 5.4, we prove that HB is not optimal in the SFO model. In particular, there exist linear regression problems for which the performance of HB (with any step size and momentum) is either the same or worse than that of SGD while ASGD improves upon both of them.

2. Experiments on several linear regression problems suggest that the suboptimality of HB in the SFO model is not restricted to special cases – it is rather widespread. Empirically, the same holds true for NAG as well (Section 5.6).

3. The above observations suggest that the only reason for the superiority of momentum methods in practice is mini-batching, which reduces the variance in stochastic gradients and moves the SFO closer to the exact first order oracle. This conclusion is supported by empirical evidence through training deep residual networks on cifar-10, with a batch size of 8 (see Section 5.6.3).

4. We present an intuitive and easier to tune version of ASGD (see Section 5.5) and show that ASGD can provide significantly faster convergence to a reasonable accuracy than
SGD, HB, NAG, while still providing favorable or comparable asymptotic accuracy as these methods, particularly on several deep learning problems.

Hence, the take-home message of this chapter is: *HB and NAG are not optimal in the SFO model. The only reason for the superiority of momentum methods in practice is mini-batching. ASGD provides a distinct advantage in training deep networks over SGD, HB and NAG.*

### 5.3 Notation

We denote matrices by bold-face capital letters and vectors by lower-case letters. $f(w) = 1/n \sum_i f_i(w)$ denotes the function to optimize w.r.t. model parameters $w$. $\nabla f(w)$ denotes exact gradient of $f$ at $w$ while $\hat{\nabla} f_i(w)$ denotes a stochastic gradient of $f$. That is, $\hat{\nabla} f_i(w_i) = \nabla f_i(w)$ where $i_t$ is sampled uniformly at random from $[1, \ldots, n]$. For linear regression, $f_i(w) = 0.5 \cdot (b_i - \langle w, a_i \rangle)^2$ where $b_i \in \mathbb{R}$ is the target and $a_i \in \mathbb{R}^d$ is the covariate, and $\hat{\nabla} f_i(w_t) = -(b_t - \langle w_t, a_t \rangle)a_t$. In this case, $H = \mathbb{E} [aa^\top]$ denotes the Hessian of $f$ and $\kappa = \frac{\lambda_1(H)}{\lambda_d(H)}$ denotes its condition number.

Algorithm 4 provides a pseudo-code of HB method [92], $w_t - w_{t-1}$ is the momentum term and $\alpha$ denotes the momentum parameter. Next iterate $w_{t+1}$ is obtained by a linear combination of the SGD update and the momentum term. Algorithm 5 provides pseudo-code of a stochastic version of the most commonly used form of Nesterov’s accelerated gradient descent [85].

### 5.4 Suboptimality of Heavy Ball Method

In this section, we show that there exists linear regression problems where the performance of HB (Algorithm 4) is no better than that of SGD, while ASGD significantly improves upon SGD’s performance. Let us now describe the problem instance.
Algorithm 4: HB: Heavy ball with a SFO

Require: Initial $w_0$, stepsize $\delta$, momentum $\alpha$

1: $w_{-1} \leftarrow w_0$; $t \leftarrow 0$ /*Set $w_{-1}$ to $w_0$*/
2: while $w_t$ not converged do
3: $w_{t+1} \leftarrow w_t - \delta \cdot \hat{\nabla} f_t(w_t) + \alpha \cdot (w_t - w_{t-1})$ /*Sum of stochastic gradient step and momentum*/
4: $t \leftarrow t + 1$
5: end while

Ensure: $w_t$ /*Return the last iterate*/

Algorithm 5: NAG: Nesterov’s AGD with a SFO

Require: Initial $w_0$, stepsize $\delta$, momentum $\alpha$

1: $v_0 \leftarrow w_0$; $t \leftarrow 0$ /*Set $v_0$ to $w_0$*/
2: while $w_t$ not converged do
3: $v_{t+1} \leftarrow w_t - \delta \cdot \hat{\nabla} f_t(w_t)$ /*SGD step*/
4: $w_{t+1} = (1 + \alpha)v_{t+1} - \alpha v_t$ /*Sum of SGD step and previous iterate*/
5: $t \leftarrow t + 1$
6: end while

Ensure: $w_t$ /*Return the last iterate*/

Fix $w^* \in \mathbb{R}^2$ and let $(a, b) \sim \mathcal{D}$ be a sample from the distribution such that:

$$ a = \begin{cases} 
\sigma_1 \cdot z \cdot e_1 \text{ w.p. } 0.5 \\
\sigma_2 \cdot z \cdot e_2 \text{ w.p. } 0.5, 
\end{cases} $$

and $b = \langle w^*, a \rangle$,

where $e_1, e_2 \in \mathbb{R}^2$ are canonical basis vectors, $\sigma_1 > \sigma_2 > 0$. Let $z$ be a random variable such that $\mathbb{E}[z^2] = 2$ and $\mathbb{E}[z^4] = 2c \geq 4$. Hence, we have: $\mathbb{E}[(a^{(i)})^2] = \sigma_i^2, \mathbb{E}[(a^{(i)})^4] = c\sigma_i^4$, for $i = 1, 2$. Now, our goal is to minimize:

$$ f(w) \overset{\text{def}}{=} 0.5 \cdot \mathbb{E}[(\langle w^*, a \rangle - b)^2], \quad \text{Hessian } \mathbf{H} \overset{\text{def}}{=} \mathbb{E}[aa^T] = \begin{bmatrix} \sigma_1^2 & 0 \\
0 & \sigma_2^2 \end{bmatrix}. $$

Let $\kappa$ and $\tilde{\kappa}$ denote the computational and statistical condition numbers – see [54] for definitions. For the problem above, we have $\kappa = \frac{\sigma_1^2}{\sigma_2^4}$ and $\tilde{\kappa} = c$. Then we obtain following convergence rates for SGD and ASGD when applied to the above given problem instance:
**Corollary 15** (of Theorem 1 of [55]). Let $w^SGD_t$ be the $t$th iterate of SGD on the above problem with starting point $w_0$ and stepsize $\frac{1}{c\sigma t}$. The error of $w^SGD_t$ can be bounded as,

$$
\mathbb{E}[f(w^SGD_t)] - f(w^*) \leq \exp\left(\frac{-t}{\kappa}\right) (f(w_0) - f(w^*)).
$$

On the other hand, ASGD achieves the following superior rate.

**Corollary 16** (of Theorem 1 of [54]). Let $w^{ASGD}_t$ be the $t$th iterate of ASGD on the above problem with starting point $w_0$ and appropriate parameters. The error of $w^{ASGD}_t$ can be bounded as,

$$
\mathbb{E}[f(w^{ASGD}_t)] - f(w^*) \leq \text{poly}(\kappa) \exp\left(\frac{-t}{\sqrt{\kappa \tilde{\kappa}}}\right) (f(w_0) - f(w^*)).
$$

Note that for a given problem/input distribution $\tilde{\kappa} = c$ is a constant while $\kappa = \frac{c\sigma^2}{a^2}$ can be arbitrarily large. Note that $\kappa > \tilde{\kappa} = c$. Hence, ASGD improves upon rate of SGD by a factor of $\sqrt{\kappa}$. The following proposition, which is the main result of this section, establishes that HB (Algorithm 4) cannot provide a similar improvement over SGD as what ASGD offers. In fact, we show no matter the choice of parameters of HB, its performance does not improve over SGD by more than a constant.

**Proposition 17.** Let $w^{HB}_t$ be the $t$th iterate of HB (Algorithm 4) on the above problem with starting point $w_0$. For any choice of stepsize $\delta$ and momentum $\alpha \in [0, 1]$, $\exists T$ large enough such that $\forall t \geq T$, we have,

$$
\mathbb{E}[f(w^{HB}_t)] - f(w^*) \geq C(\kappa, \delta, \alpha) \cdot \exp\left(\frac{-500t}{\kappa}\right) (f(w_0) - f(w^*)),
$$

where $C(\kappa, \delta, \alpha)$ depends on $\kappa, \delta$ and $\alpha$ (but not on $t$).

Thus, to obtain $\hat{w}$ s.t. $\|\hat{w} - w^*\| \leq \epsilon$, HB requires $\Omega(\kappa \log \frac{1}{\epsilon})$ samples and iterations. On the other hand, ASGD can obtain $\epsilon$-approximation to $w^*$ in $\mathcal{O}(\sqrt{\kappa \log \kappa \log \frac{1}{\epsilon}})$ iterations. We note that the gains offered by ASGD are meaningful when $\kappa > \mathcal{O}(\epsilon)$ [54]; otherwise, all the algorithms including SGD achieve nearly the same rates (upto constant factors). While
Algorithm 6 Accelerated stochastic gradient descent – ASGD

Input: Initial $w_0$, short step $\delta$, long step parameter $\kappa \geq 1$, statistical advantage parameter $\xi \leq \sqrt{\kappa}$

1: $\bar{w}_0 \leftarrow w_0$; $t \leftarrow 0$ /*Set running average to $w_0$*/
2: $\alpha \leftarrow 1 - \frac{0.7^2 \cdot \xi}{\kappa}$ /*Set momentum value*/

3: while $w_t$ not converged do
4: $\bar{w}_{t+1} \leftarrow \alpha \cdot \bar{w}_t + (1 - \alpha) \cdot \left( w_t - \frac{\kappa \delta}{0.7} \cdot \hat{\nabla} f_t(w_t) \right)$ /*Update the running average as a weighted average of previous running average and a long step gradient*/
5: $w_{t+1} \leftarrow \frac{0.7}{0.7 + (1 - \alpha)} \cdot \left( w_t - \delta \cdot \hat{\nabla} f_t(w_t) \right) + \frac{1 - \alpha}{0.7 + (1 - \alpha)} \cdot \bar{w}_{t+1}$ /*Update the iterate as weighted average of current running average and short step gradient*/
6: $t \leftarrow t + 1$

7: end while

Output: $w_t$ /*Return the last iterate*/

We do not prove it theoretically, we observe empirically that for the same problem instance, NAG also obtains nearly same rate as HB and SGD. We conjecture that a lower bound for NAG can be established using a similar proof technique as that of HB (i.e. Proposition 17). We conjecture that the constant in the lower bound described in Proposition 17 can be improved to some small number ($\leq 5$).

5.5 Algorithm

We will now present and explain an intuitive version of ASGD (pseudo code in Algorithm 6). The algorithm takes three inputs: short step $\delta$, long step parameter $\kappa$ and statistical advantage parameter $\xi$. The short step $\delta$ is precisely the same as the step size in SGD, HB or NAG. For convex problems, this scales inversely with the smoothness of the function. The long step parameter $\kappa$ is intended to give an estimate of the ratio of the largest and smallest curvatures of the function; for convex functions, this is just the condition number. The statistical advantage parameter $\xi$ captures trade off between statistical
and computational condition numbers – in the deterministic case, $\xi = \sqrt{\kappa}$ and ASGD is equivalent to NAG, while in the high stochasticity regime, $\xi$ is much smaller. The algorithm maintains two iterates: descent iterate $w_t$ and a running average $\bar{w}_t$. The running average is a weighted average of the previous average and a long gradient step from the descent iterate, while the descent iterate is updated as a convex combination of short gradient step from the descent iterate and the running average. The idea is that since the algorithm takes a long step as well as short step and an appropriate average of both of them, it can make progress on different directions at a similar pace. Appendix C.2 shows the equivalence between Algorithm 6 and ASGD as proposed in [54]. Note that the constant 0.7 appearing in Algorithm 6 has no special significance. [54] require it to be smaller than $\sqrt{1/6}$ but any constant smaller than 1 seems to work in practice.

5.6 Experiments

We now present our experimental results exploring performance of SGD, HB, NAG and ASGD. Our experiments are geared towards answering the following questions:

• Even for linear regression, is the suboptimality of HB restricted to specific distributions in Section 5.4 or does it hold for more general distributions as well? Is the same true of NAG?

• What is the reason for the superiority of HB and NAG in practice? Is it because momentum methods have better performance that SGD for stochastic gradients or due to mini-batching? Does this superiority hold even for small minibatches?

• How does the performance of ASGD compare to that of SGD, HB and NAG, when training deep networks?

Section 5.6.1 and parts of Section 5.6.2 address the first two questions. Section 5.6.2 and 5.6.3 address Question 2 partially and the last question. We use Matlab to conduct experi-
ments presented in Section 5.6.1 and use PyTorch for our deep networks related experiments. Pytorch code implementing the ASGD algorithm can be found at here\(^1\).

5.6.1 Linear Regression

In this section, we will present results on performance of the four optimization methods (SGD, HB, NAG, and ASGD) for linear regression problems. We consider two different class of linear regression problems, both in two dimensions. For a given condition number \( \kappa \), we consider the following two distributions:

**Discrete**: \( a = e_1 \) w.p. 0.5 and \( a = \frac{2}{\kappa} \cdot e_2 \) with 0.5; \( e_i \) is the \( i^{th} \) standard basis vector.

**Gaussian**: \( a \in \mathbb{R}^2 \) is sampled from a Gaussian with covariance matrix \[
\begin{bmatrix}
1 & 0 \\
0 & \frac{1}{\kappa}\n\end{bmatrix}
\].

We fix a randomly generated \( w^* \in \mathbb{R}^2 \) and for both the distributions above, we let \( b = \langle w^*, a \rangle \). We vary \( \kappa \) from \( \{2^4, 2^5, ..., 2^{12}\} \) and for each \( \kappa \) in this set, we run 100 independent runs of all four methods, each for a total of \( t = 5\kappa \) iterations. We define that the algorithm converges if there is no error in the second half (i.e. after \( 2.5\kappa \) updates) that exceeds the starting error - this is reasonable since we expect geometric convergence of the initial error.

Unlike ASGD and SGD, we do not know optimal learning rate and momentum parameters for NAG and HB in the stochastic gradient model. So, we perform a grid search over the values of the learning rate and momentum parameters. In particular, we lay a 10 \( \times \) 10 grid in \([0, 1] \times [0, 1]\) for learning rate and momentum and run NAG and HB. Then, for each grid point, we consider the subset of 100 trials that converged and computed the final error using these. Finally, the parameters that yield the minimal error are chosen for NAG and HB, and these numbers are reported. We measure convergence performance of a method using:

\[
rate = \frac{\log(f(w_0)) - \log(f(w_t))}{t},
\]

We compute the rate (5.1) for all the algorithms with varying condition number \( \kappa \). Given a rate vs \( \kappa \) plot for a method, we compute it’s slope (denoted as \( \gamma \)) using linear regression.

\(^1\)https://github.com/rahulkidambi/AccSGD
Figure 5.1: Plot of 1/rate (refer equation (5.1)) vs condition number ($\kappa$) for various methods for the linear regression problem.

Table 5.1 presents the estimated slopes (i.e. $\gamma$) for various methods for both the discrete and the Gaussian case. The slope values clearly show that the rate of SGD, HB and NAG have a nearly linear dependence on $\kappa$ while that of ASGD seems to scale linearly with $\sqrt{\kappa}$.

5.6.2 Deep Autoencoders for MNIST

In this section, we present experimental results on training deep autoencoders for the mnist dataset, and we follow the setup of [49]. This problem is a standard benchmark for evaluating optimization algorithms e.g., [77, 116, 78, 98]. The network architecture follows previous work [49] and is represented as $784 - 1000 - 500 - 250 - 30 - 250 - 500 - 1000 - 784$ with the first and last 784 nodes representing the input and output respectively. All hidden/output nodes employ sigmoid activations except for the layer with 30 nodes which employs linear activations and we use MSE loss. We use the initialization scheme of [77], also employed in [116, 78]. We perform training with two minibatch sizes 1 and 8. The runs with minibatch size of 1 were run for 30 epochs while the runs with minibatch size of 8 were run
for 50 epochs. For each of SGD, HB, NAG and ASGD, a grid search over learning rate, momentum and long step parameter (whichever is applicable) was done and best parameters were chosen based on achieving the smallest training error in the same protocol followed by [116]. The grid was extended whenever the best parameter fell at the edge of a grid. For the parameters chosen by grid search, we perform 10 runs with different seeds and averaged the results. The results are presented in Figures 5.2 and 5.3. Note that the final loss values reported are suboptimal compared to the published literature e.g., [116]; while [116] report results after 750000 updates with a large batch size of 200 (which implies a total of 750000 × 200 = 150M gradient evaluations), whereas, ours are after 1.8M updates of SGD with a batch size 1 (which is just 1.8M gradient evaluations). **Effect of minibatch sizes:** While HB and NAG decay the loss faster compared to SGD for a minibatch size of 8 (Figure 5.2), this superior decay rate does not hold for a minibatch size of 1 (Figure 5.3). This supports our intuitions from the stochastic linear regression setting, where we demonstrate that HB and NAG are suboptimal in the stochastic first order oracle model.

**Comparison of ASGD with momentum methods:** While ASGD performs slightly better than NAG for batch size 8 in the training error (Figure 5.2), ASGD decays the error at a faster rate compared to all the three other methods for a batch size of 1 (Figure 5.3). 

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Slope – discrete</th>
<th>Slope – Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>0.9302</td>
<td>0.8745</td>
</tr>
<tr>
<td>HB</td>
<td>0.8522</td>
<td>0.8769</td>
</tr>
<tr>
<td>NAG</td>
<td>0.98</td>
<td>0.9494</td>
</tr>
<tr>
<td>ASGD</td>
<td>0.5480</td>
<td>0.5127</td>
</tr>
</tbody>
</table>

Table 5.1: Slopes (i.e. $\gamma$) obtained by fitting a line to the curves in Figure 5.1. A value of $\gamma$ indicates that the error decays at a rate of $\exp\left(\frac{-t}{\kappa}\right)$. A smaller value of $\gamma$ indicates a faster rate of error decay.
Figure 5.2: Training loss (left) and test loss (right) while training deep autoencoder for mnist with minibatch size 8. Clearly, ASGD matches performance of NAG and outperforms SGD on the test data. HB also outperforms SGD.

Figure 5.3: Training loss (left) and test loss (right) while training deep autoencoder for mnist with minibatch size 1. Interestingly, SGD, HB and NAG, all decrease the loss at a similar rate, while ASGD decays at a faster rate.
5.6.3 Deep Residual Networks for CIFAR-10

We will now present experimental results on training deep residual networks [46] with pre-activation blocks [47] for classifying images in cifar-10 [60]; the network we use has 44 layers (dubbed preresnet-44). The code for this section can be found at ². One of the most distinct characteristics of this experiment compared to our previous experiments is learning rate decay. We use a validation set based decay scheme, wherein, after every 3 epochs, we decay the learning rate by a certain factor (which we grid search on) if the validation zero one error does not decrease by at least a certain amount (precise numbers are provided in the appendix since they vary across batch sizes). Due to space constraints, we present only a subset of training error plots. See Appendix C.3.3 for some more plots on training errors.

Effect of minibatch sizes: Our first experiment tries to understand how the performance of HB and NAG compare with that of SGD and how it varies with minibatch sizes. Figure 5.4 presents the test zero one error for minibatch sizes of 8 and 128. While training with batch size 8 was done for 40 epochs, with batch size 128, it was done for 120 epochs. We perform a grid search over all parameters for each of these algorithms. See Appendix C.3.3 for details on the grid search parameters. We observe that final error achieved by SGD, HB and NAG are all very close for both batch sizes. While NAG exhibits a superior rate of convergence compared to SGD and HB for batch size 128, this superior rate of convergence disappears for a batch size of 8.

Comparison of ASGD with momentum methods: The next experiment tries to understand how ASGD compares with HB and NAG. The errors achieved by various methods when we do grid search over all parameters are presented in Table 5.2. Note that the final test errors for batch size 128 are better than those for batch size 8 since the former was run for 120 epochs while the latter was run only for 40 epochs (due to time constraints). While the final error achieved by ASGD is similar/favorable compared to all other methods, we are also interested in understanding whether ASGD has a superior convergence
Figure 5.4: Test zero one loss for batch size 128 (left), batch size 8 (center) and training function value for batch size 8 (right) for SGD, HB and NAG.

Table 5.2: Final test errors achieved by various methods for batch sizes of 128 and 8. The hyperparameters have been chosen by grid search.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Final test error – batch size 128</th>
<th>Final test error – batch size 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>8.32 ± 0.21</td>
<td>9.57 ± 0.18</td>
</tr>
<tr>
<td>HB</td>
<td>7.98 ± 0.19</td>
<td>9.28 ± 0.25</td>
</tr>
<tr>
<td>NAG</td>
<td>7.63 ± 0.18</td>
<td>9.07 ± 0.18</td>
</tr>
<tr>
<td>ASGD</td>
<td><strong>7.23 ± 0.22</strong></td>
<td><strong>8.52 ± 0.16</strong></td>
</tr>
</tbody>
</table>

speed. For this experiment, we need to address the issue of differing learning rates used by various algorithms and different iterations where they decay learning rates. So, for each of HB and NAG, we choose the learning rate and decay factors by grid search, use these values for ASGD and do grid search only over long step parameter $\kappa$ and momentum $\alpha$ for ASGD. The results are presented in Figures 5.5 and 5.6. For batch size 128, ASGD decays error at a faster rate compared to both HB and NAG. For batch size 8, while we see a superior convergence of ASGD compared to NAG, we do not see this superiority over HB. The reason for this turns out to be that the learning rate for HB, which we also use for ASGD, turns out
to be quite suboptimal for ASGD. So, for batch size 8, we also compare fully optimized (i.e.,
grid search over learning rate as well) ASGD with HB. The superiority of ASGD over HB is
clear from this comparison. These results suggest that ASGD decays error at a faster rate
compared to HB and NAG across different batch sizes.

5.7 Related Work

First order oracle methods: The primary method in this family is Gradient Descent
(GD) \cite{18}. As mentioned previously, GD is suboptimal for smooth convex optimization \cite{86},
and this is addressed using momentum methods such as the Heavy Ball method \cite{92} (for
quadratics), and Nesterov’s Accelerated gradient descent \cite{85}.

Stochastic first order methods and noise stability: The simplest method employing
the SFO is SGD \cite{99}; the effectiveness of SGD has been immense, and its applicability
goes well beyond optimizing convex objectives. Accelerating SGD is a tricky proposition
given the instability of fast gradient methods in dealing with noise, as evidenced by several
negative results which consider statistical [95, 93, 102], numerical [91, 42] and adversarial errors [22, 28]. A result of [54] developed the first provably accelerated SGD method for linear regression which achieved minimax rates, inspired by a method of [87]. Schemes of [38, 39, 30], which indicate acceleration is possible with noisy gradients do not hold in the SFO model satisfied by algorithms that are run in practice (see [54] for more details).

While HB [92] and NAG [85] are known to be effective in case of exact first order oracle, for the SFO, the theoretical performance of HB and NAG is not well understood.

**Understanding Stochastic Heavy Ball:** Understanding HB’s performance with inexact gradients has been considered in efforts spanning several decades, in many communities like controls, optimization and signal processing. [93] considered HB with noisy gradients and concluded that the improvements offered by HB with inexact gradients vanish unless strong assumptions on the inexactness was considered; an instance of this is when the variance of inexactness decreased as the iterates approach the minimizer. [95, 102, 113] suggest that the improved non-asymptotic rates offered by stochastic HB arose at the cost of worse asymptotic behavior. We resolve these unquantified improvements on rates as being just constant.

Figure 5.6: Test zero one loss for batch size 128 (left), batch size 8 (center) and training function value for batch size 8 (right) for ASGD compared to NAG. In the above plots, ASGD was run with the learning rate and decay schedule of NAG. Other parameters were selected by grid search.
factors over SGD, in stark contrast to the gains offered by ASGD. [74] state their method as Stochastic HB but require stochastic gradients that nearly behave as exact gradients; indeed, their rates match that of the standard HB method [92], but this is possible only with very large batchesizes [54].

**Accelerated and Fast Methods for finite-sums:** There have been developments pertaining to faster methods for finite-sums (also known as offline stochastic optimization): amongst these are methods such as SDCA [108], SAG [101], SVRG [57], SAGA [24], which offer linear convergence rates for strongly convex finite-sums, improving over SGD’s sub-linear rates [97]. These methods have been improved using accelerated variants [109, 34, 72, 23, 2]. Note that these methods require storing the entire training set in memory and taking multiple passes over the same for guaranteed progress. Furthermore, these methods require computing a batch gradient or require memory requirements (typically Ω(|training data points|)).

For deep learning problems, data augmentation is often deemed necessary for achieving good performance; this implies computing quantities such as batch gradient (or storage necessities) over this augmented dataset is often infeasible. Such requirements are mitigated by the use of simple streaming methods such as SGD, ASGD, HB, NAG. For other technical distinctions between the offline and online stochastic methods refer to [35].

**Practical methods for training deep networks:** Momentum based methods employed with stochastic gradients [116] have become standard and popular in practice. These schemes tend to outperform standard SGD on several important practical problems. As previously mentioned, we attribute this improvement to effect of mini-batching rather than improvement offered by HB or NAG in the SFO model. Schemes such as Adagrad [32], RMSProp [119], Adam [59] represent an important and useful class of algorithms. The advantages offered by these methods are orthogonal to the advantages offered by fast gradient methods; it is an important direction to explore augmenting these methods with ASGD as opposed to standard HB or NAG based acceleration schemes.

[20] proposed Entropy-SGD, which is an altered objective that adds a local strong convexity term to the actual empirical risk objective, with an aim to improve generalization.
However, we do not understand convergence rates for convex problems or the generalization ability of this technique in a rigorous manner. [20] propose to use SGD in their procedure but mention that they employ the HB/NAG method in their implementation for achieving better performance. Naturally, we can use ASGD in this context. Path normalized SGD [89] is a variant of SGD that alters the metric on which the weights are optimized. As noted in their paper, path normalized SGD could be improved using HB/NAG (or even ASGD).

5.8 Conclusions and Future Directions

In this chapter, we show that the performance gain of HB over SGD in stochastic setting is attributed to mini-batching rather than the algorithm’s ability to accelerate with stochastic gradients. Concretely, we provide a formal proof that for several easy problem instances, HB does not outperform SGD despite large condition number of the problem; we observe this trend for NAG in our experiments. In contrast, ASGD [54] provides significant improvement over SGD for these problem instances. We observe similar trends when training a resnet on cifar-10 and an autoencoder on mnist. This chapter motivates several directions such as understanding the behavior of ASGD on domains such as NLP, and developing automatic momentum tuning schemes [126].
Chapter 6

SGD’S FINAL ITERATE – MINIMAX OPTIMALITY AND STEPSIZE SCHEMES

6.1 Chapter Notes

This chapter presents joint work with Rong Ge, Praneeth Netrapalli and Sham M. Kakade and is currently a pre-print [37]. The contributions of this chapter are summarized as follows:

- This chapter shows that SGD’s final iterate with a polynomially decaying stepsize scheme is highly sub-optimal compared to the minimax rate. This is shown for least squares regression objective (with/without strong convexity).

- This chapter also shows that a geometrically decaying stepsize routine obtains near optimal rates on the final iterate of SGD for least squares regression (with/without strong convexity), given the knowledge of the end time.

- This chapter also indicates that in the limiting (anytime sense), SGD has to query highly sub-optimal iterates infinitely often (i.e. in a lim sup sense).

- The improvements of the stepdecay scheme over standard polynomially decaying stepsizes is shown to manifest even in practice when considering training of a near state of the art convolutional residual network on the cifar-10 dataset.

6.2 Introduction

Large scale machine learning relies almost exclusively on stochastic optimization methods [12], which include stochastic gradient descent (SGD) [99] and its variants [32, 57]. In this chapter, we restrict our attention to the SGD algorithm where we are concerned
with the behavior of the final iterate (i.e. the last point when we terminate the algorithm).

A majority of (minimax optimal) theoretical results for SGD focus on polynomially decaying stepsizes \[26, 97, 65, 16\] (or constant stepsizes \[7, 25, 55\] for the case of least squares regression) coupled with iterate averaging \[103, 94\] to achieve minimax optimal rates of convergence. However, practical SGD implementations typically return the final iterate of a stochastic gradient procedure. This line of work in theory (based on iterate averaging) and its discrepancy with regards to practice leads to the question with regards to the behavior of SGD’s final iterate. Indeed, this question has motivated several efforts in stochastic convex optimization literature as elaborated below.

**Non-Smooth Stochastic Optimization:** The work of \[111\] raised the question with regards to the behavior of SGD’s final iterate for non-smooth stochastic optimization. The work of \[112\] answered this question, indicating that SGD’s final iterate with polynomially decaying stepsizes achieves near minimax rates (up to log factors) in an anytime (i.e. in a limiting) sense (when number of iterations SGD is run for is not known in advance), both with/without strong convexity. Under specific choices of step size sequences, \[112\]’s result on SGD’s final iterate is tight owing to the recent work of \[43\]. More recently \[56\] presented an approach indicating that a more nuanced stepsize sequence serves to achieve minimax rates (up to constant factors) for the non-smooth stochastic optimization setting when the end time \(T\) is known in advance.

**Least Squares Regression (LSR):** In contrast to the non-smooth setting, the state of our understanding of SGD’s final iterate for smooth stochastic convex optimization, or, say, the streaming least squares regression setting is far less mature — this gap motivates this chapter’s contributions. In particular, this chapter studies SGD’s final iterate behavior under various stepsize choices for least squares regression (with and without strong convexity). The use of SGD’s final iterate for the least mean squares objective has featured in several efforts \[121, 95, 102, 122\] (chap. 5 – 9], but these results do not achieve minimax rates of convergence, which leads to the following question:
“Can polynomially decaying stepsizes (known to achieve minimax rates when coupled with iterate averaging \([103, 94]\)) offer minimax optimal rates on SGD’s final iterate when optimizing the streaming least squares regression objective? If not, is there any other family of stepsizes that can guarantee minimax rates on the final iterate of stochastic gradient descent?”

This chapter presents progress on answering the above question — refer to contributions below for more details. Note that the oracle model employed by this chapter (to quantify SGD’s final iterate behavior) has featured in a string of recent results that present a non-asymptotic understanding of SGD for least squares regression, with the caveat being that these results crucially rely on iterate averaging with constant stepsize sequences \([7, 25, 55, 54, 53, 88]\).

**Our contributions:** This chapter establishes upper and lower bounds on the behavior of SGD’s final iterate, as run with both standard polynomially decaying stepsizes as well as step decay schedules which tends to cut the stepsize by a constant factor after every constant number of epochs (see Algorithm \([7]\), by considering the problem of streaming least squares regression (with and without strong convexity). Our main result indicates that step decay schedules offer significant improvements in achieving near minimax rates over polynomially decaying stepsizes in the known horizon case (when the end time \(T\) is known in advance). Figure \([6.1]\) illustrates that this difference is evident (empirically) even when optimizing a two-dimensional convex quadratic. Table \([6.1]\) provides a summary. Finally, we present results that indicate the subtle (yet significant) differences between the known time horizon case and the anytime (i.e. the limiting) behavior of SGD’s final iterate (see below).

Our main contributions are as follows:

- **Sub-optimality of polynomially decaying learning rate schemes:** For the strongly convex least squares case, this chapter shows that the final iterate of a polynomially decaying stepsize scheme (i.e. with \(\eta_t \propto 1/t^\alpha\), with \(\alpha \in [0.5, 1]\)) is off the statistical minimax rate \(d\sigma^2/T\) by a factor of the condition number of the problem. For the non-strongly convex
Algorithm 7 Step Decay scheme

Require: Initial vector $w$, starting learning rate $\eta_0$, number of steps $T$

1: for $\ell = 1 \cdots \log T$ do
2: \hspace{1em} $\eta_\ell \leftarrow \eta_0 / 2^\ell$
3: for $t = 1 \cdots T / \log T$ do
4: \hspace{2em} $w \leftarrow w - \eta_\ell \hat{\nabla} f(w)$
5: \hspace{1em} end for
6: end for

Ensure: $w$

Figure 6.1: (Left) The Step Decay scheme for stochastic gradient descent. Note that the algorithm requires just two parameters - the starting learning rate $\eta_0$ and the number of iterations $T$.

(Right) Plot of function value error (in log scale) of the final iterate vs. condition number $\kappa$ for polynomially decaying i.e., equation (6.5), equation (6.6) and the smoothed geometrically decaying (i.e. exponentially decaying) step-sizes equation (6.7) for the 2-d quadratic problem (equation (6.1)), which also captures the behavior of a 2-d linear regression problem. The condition number $\kappa$ is varied as $\{10, 50, 250, 1250\}$. Exhaustive grid search is performed for all stepsize parameters ($\eta_0$ and $b$ in equation (6.5), (6.6), (6.7)). Initial error of the algorithm is $O(d\sigma^2)$ and the algorithm is run for a total of $25 \times \kappa_{\text{max}} = 25 \times 1250$ steps and averaged over 10 random seeds. Observe that the final iterate’s error grows linearly as a function of the condition number $\kappa$ for the polynomially decaying stepsize schemes, whereas, the error grows only logarithmically in $\kappa$ for the smoothed geometric stepsize scheme. For details, refer to section D.5.1 in Appendix D.5.
case of least squares, we show that any polynomially decaying stepsize can achieve a rate no better than $d\sigma^2/\sqrt{T}$ (up to log factors), while the statistical minimax rate is $d\sigma^2/T$.

- **Near-optimality of the step-decay scheme**: Given a fixed end time $T$, the step-decay scheme (Algorithm 7) presents a final iterate that is off the statistical minimax rate by just a log$(T)$ factor for optimizing both strongly convex and non-strongly convex case of least squares regression\(^1\) thus indicating vast improvements over polynomially decaying stepsize schedules. We note here that our Theorem 19 for the non-strongly case offers a rate on the initial error (i.e., the bias term) that is off the best known rate\([7]\) (that employs iterate averaging) by a dimension factor. That said, Algorithm 7 is rather straightforward and employs the knowledge of just an initial learning rate and number of iterations for its implementation.

- **SGD has to query bad iterates infinitely often**: For the case of optimizing strongly convex least squares regression, this chapter shows that any stochastic gradient procedure (in a lim sup sense) must query sub-optimal iterates (off by nearly a condition number) infinitely often.

- Complementary to our theoretical results for the stochastic linear regression, we evaluate the empirical performance of different learning rate schemes when training a residual network on the cifar-10 dataset and observe that the continuous variant of step decay schemes (i.e. an exponential decay) indeed compares favorably to polynomially decaying stepsizes.

While the upper bounds established in this chapter (section 6.4.2) merit extensions towards broader smooth convex functions (with/without strong convexity), the lower bounds established in sections 6.4.1, 6.4.3 present implications towards broader classes of smooth

\(^1\)This dependence can be improved to log of the condition number of the problem (for the strongly convex case) using a more refined stepsize decay scheme.
stochastic convex optimization. Even in terms of upper bounds, note that there are fewer results on non-asymptotic behavior of SGD (beyond least squares) when working in the oracle model considered in this chapter (see below). [5, 7, 6, 81] are exceptions, yet they do not achieve minimax rates on appropriate problem classes; [35] does not work in standard stochastic first order oracle model [83, 1], so their work is not directly comparable to examine extensions towards broader classes.

As a final note, this chapter’s result on the sub-optimality of standard polynomially decaying stepsizes for classes of smooth and strongly convex optimization doesn’t contradict the (minimax) optimality results in stochastic approximation [94]. Iterate averaging coupled with polynomially decaying learning rates (or constant learning rates for least squares [7, 25, 55]) does achieve minimax rates [103, 94]. However, as mentioned previously, this chapter deals with SGD’s final iterate behavior (i.e. without iterate averaging), since this bears more relevance towards practice.

**Related work:** [99] introduced the stochastic approximation problem and Stochastic Gradient Descent (SGD). They present conditions on stepsize schemes satisfied by asymptotically convergent algorithms: these schemes are referred to as “convergent” stepsize sequences. [103, 94] proved the asymptotic optimality of iterate averaged SGD with larger stepsize sequences. In terms of oracle models and notions of optimality, there exists two lines of thought (see also [54]):

**Towards statistically optimal estimation procedures:** The goal of this line of thought is to match the excess risk of the statistically optimal estimator [4, 94], [69, chap. 5 – 6] on every problem instance. Several efforts consider SGD in this oracle [5, 6, 29, 35, 81] presenting non-asymptotic results, often with iterate averaging. With regards to least squares, [7, 25, 35, 55, 54, 88] use constant step-size SGD with iterate averaging to achieve minimax rates (on a per-problem basis) in this oracle model. SGD’s final iterate behavior for least squares has featured in several efforts in the signal processing-controls literature [121, 80, 95, 102, 113, 122, chap. 5 – 9], without achieving minimax rates. This chapter works in this oracle model and analyzes SGD’s final iterate behavior with various stepsize choices.
Towards optimality under bounded noise assumptions: The other line of thought presents algorithms with access to stochastic gradients satisfying bounded noise assumptions, aiming to match lower bounds provided in [83, 96, 1]. Asymptotic properties of “convergent” stepsize schemes have been studied in great detail [62, chap. 1,3,6], [8, chap. 1,3], [73, part 2], [64, chap. 5,10,11], [111, chap. 1,2,8] [9, 66]. Using iterate averaged SGD, efforts of [26, 65, 97, 38, 39, 45, 30, 16, chap. 6] achieve minimax rates for various problem classes non-asymptotically. [3] presents an alternative approach (compared to this chapter) towards minimizing the gradient norm with access to stochastic gradients. [45] use a doubling argument (and return a random iterate) to remove log factors in convergence rates - this is different from this chapter since it doubles epoch lengths every time it halves the learning rate (ours keeps the epoch lengths fixed and returns the final iterate). As mentioned before, [112] achieves anytime optimal rates (upto a log $T$ factor) with the final iterate of an SGD procedure, and this is shown to be tight with the recent work of [43]. [56] achieve minimax rates on the final iterate using a nuanced stepsize scheme when the number of iterations is fixed in advance.

Chapter organization: Section 6.3 describes notation and problem setup. Section 6.4 presents our results on the sub-optimality of polynomial decay schemes and the near optimality of the step decay scheme. Section 6.4.3 presents results on the anytime behavior of SGD (i.e. the asymptotic/infinite horizon case). Section 6.5 presents experimental results and Section 6.6 presents conclusions.

6.3 Problem Setup

Notation: We present the setup and associated notation in this section. We represent scalars with normal font $a, b, L$ etc., vectors with boldface lowercase characters $\mathbf{a}$ etc. and matrices with boldface uppercase characters $\mathbf{A}$ etc. We represent positive semidefinite (PSD) ordering between two matrices using $\succeq$. The symbol $\succeq$ represents that the inequality holds for some universal constant.
We consider here the minimization of the following expected square loss objective:

\[
\min_w f(w) \text{ where } f(w) \overset{\text{def}}{=} \frac{1}{2} \mathbb{E}_{(x,y) \sim D}[(y - w^\top x)^2].
\] (6.1)

Note that the hessian of the objective \( H \overset{\text{def}}{=} \nabla^2 f(w) = \mathbb{E}[xx^\top] \). We are provided access to stochastic gradients obtained by sampling a new example \((x_t, y_t) \sim D\). These examples satisfy:

\[ y = \langle w^*, x \rangle + \epsilon, \]

where, \( \epsilon \) is the noise on the example pair \((x, y) \sim D\) and \( w^* \) is a minimizer of the objective \( f(w) \). Given an initial iterate \( w_0 \) and stepsize sequence \( \{\eta_t\} \), our stochastic gradient update is:

\[
w_{t+1} \leftarrow w_t - \eta_t \nabla f(w_{t-1}); \quad \nabla f(w_t) = -(y_t - \langle w_t, x_t \rangle) \cdot x_t.
\] (6.2)

We assume that the noise \( \epsilon = y - \langle w^*, x \rangle \) \( \forall (x, y) \sim D \) satisfies the following condition:

\[ \Sigma \overset{\text{def}}{=} \mathbb{E} \left[ \nabla f(w^*) \nabla f(w^*)^\top \right] = \mathbb{E}_{(x,y) \sim D}[(y - \langle w^*, x \rangle)^2 xx^\top] \preceq \sigma^2 H. \] (6.3)

Next, assume that covariates \( x \) satisfy the following fourth moment inequality:

\[ \mathbb{E} \left[ \|x\|^2 xx^\top \right] \preceq R^2 H \] (6.4)

This assumption is satisfied, say, when the norm of the covariates \( \sup \|x\|^2 < R^2 \), but is true more generally. Finally, note that both (6.3) and (6.4) are general and are used in recent works [7, 55] that present a sharp analysis of SGD for streaming least squares problem. Next, we denote by

\[
\mu \overset{\text{def}}{=} \lambda_{\text{min}}(H), \quad L \overset{\text{def}}{=} \lambda_{\text{max}}(H), \quad \text{and } \kappa \overset{\text{def}}{=} R^2 / \mu
\]

the smallest eigenvalue, largest eigenvalue and condition number of \( H \) respectively. \( \mu > 0 \) in the strongly convex case but not necessarily so in the non-strongly convex case (in section 6.4 and beyond, the non-strongly case is referred to as the “smooth” case). Let
\( w^* \in \argmin_{w \in \mathbb{R}^d} f(w) \). The excess risk of an estimator \( w \) is \( f(w) - f(w^*) \). Given \( t \) accesses to the stochastic gradient oracle in equation (6.2), any algorithm that uses these stochastic gradients and outputs \( \hat{w}_t \) has sub-optimality that is lower bounded by \( \frac{\sigma^2 d}{t} \). More concretely, we have that [120, chap. 5,7,8]

\[
\lim_{t \to \infty} \frac{\mathbb{E}[f(\hat{w}_t)] - f(w^*)}{\sigma^2 d/t} \geq 1.
\]

The rate of \((1 + o(1)) \cdot \sigma^2 d/t\) is achieved using iterate averaged SGD [103, 94] with constant stepsizes [7, 25, 55]. This rate of \( \sigma^2 d/t \) is called the statistical minimax rate.

### 6.4 Main results

Sections 6.4.1, 6.4.2 consider the fixed time horizon setting; the former presents the significant sub-optimality of polynomially decaying stepsizes on SGD’s final iterate behavior, the latter section presenting the near-optimality of SGD’s final iterate. Section 6.4.3 presents negative results on SGD’s final iterate behavior (irrespective of stepsizes employed), in the anytime (i.e. limiting) sense.

#### 6.4.1 Suboptimality of polynomial decay schemes

This section begins by showing that there exist problem instances where polynomially decaying stepsizes considered stochastic approximation theory [99, 94] i.e., those of the form \( \frac{a}{b + t^{\alpha}} \), for any choice of \( a, b > 0 \) and \( \alpha \in [0.5, 1] \) are significantly suboptimal (by a factor of the condition number of the problem, or by \( \sqrt{T} \) in the smooth case) compared to the statistical minimax rate [62, chap. 1,3,6].

**Theorem 18.** Under assumptions (6.3), (6.4), there exists a class of problem instances where the following lower bounds on excess risk hold on SGD’s final iterate with polynomially decaying stepsizes when given access to the oracle as written in equation (6.2).

**Strongly convex case:** Suppose \( \mu > 0 \). For any condition number \( \kappa \), there exists a least squares problem instance with initial suboptimality \( f(w_0) - f(w^*) \leq \sigma^2 d \) such that, for any
\( T \geq \kappa^3 \), and for all \( a, b \geq 0 \) and \( 0.5 \leq \alpha \leq 1 \), and for the learning rate scheme \( \eta_t = \frac{a}{b+t^\alpha} \), we have

\[
\mathbb{E} [f(w_T)] - f(w^*) \geq \exp \left( -\frac{T}{\kappa \log T} \right) (f(w_0) - f(w^*)) + \frac{\sigma^2 d}{64} \cdot \frac{\kappa}{T}.
\]

**Smooth case:** For any fixed \( T > 1 \), there exists a least squares problem instance such that, for all \( a, b \geq 0 \) and \( 0.5 \leq \alpha \leq 1 \), and for the learning rate scheme \( \eta_t = \frac{a}{b+t^\alpha} \), we have

\[
\mathbb{E} [f(w_T)] - f(w^*) \geq (L \cdot \|w_0 - w^*\|^2 + \sigma^2 d) \cdot \frac{1}{\sqrt{T \log T}}.
\]

For both cases (with/without strong convexity), the minimax rate is \( \sigma^2 d/T \). In the strongly convex case, SGD’s final iterate with polynomially decaying stepsizes pays a suboptimality factor of \( \Omega(\kappa) \), whereas, in the smooth case, SGD’s final iterate pays a suboptimality factor of \( \Omega \left( \frac{\sqrt{T}}{\log T} \right) \).

### 6.4.2 Near optimality of Step Decay schemes

Given the knowledge of an end time \( T \) when the algorithm is terminated, this section presents the step decay schedule (Algorithm 7), which offers significant improvements over standard polynomially decaying stepsizes, and obtains near minimax rates (off by only a \( \log(T) \) factor).

**Theorem 19.** Suppose we are given access to the stochastic gradient oracle (6.2) satisfying Assumptions (6.3) and (6.4). Running Algorithm 7 with an initial stepsize of \( \eta_1 = 1/(2R^2) \) allows the algorithm to achieve the following excess risk guarantees.

- **Strongly convex case:** Suppose \( \mu > 0 \). We have:

\[
\mathbb{E} [f(w_T)] - f(w^*) \leq 2 \cdot \exp \left( -\frac{T}{2\kappa \log T \log \kappa} \right) (f(w_0) - f(w^*)) + 4\sigma^2 d \cdot \frac{\log T}{T}.
\]

- **Smooth case:** We have:

\[
\mathbb{E} [f(w_T)] - f(w^*) \leq 2 \cdot (R^2 d \cdot \|w_0 - w^*\|^2 + 2\sigma^2 d) \cdot \frac{\log T}{T}.
\]
While Theorem 19 presents significant improvements over polynomial decay schemes, as mentioned in the contributions, the above result presents a worse rate on the initial error (by a dimension factor) in the smooth case (i.e. non-strongly convex case), compared to the best known result [7], which relies heavily on iterate averaging to remove this factor. It is an open question with regards to whether this factor can actually be improved or not. Furthermore, comparing the initial error dependence between the lower bound for the smooth case (Theorem 18) with the upper bound for the step decay scheme, we believe that the dependence on the smoothness $L$ should be improved to one on the $R^2$.

In terms of the variance, however, note that the polynomial decay schemes are plagued by a polynomial dependence on the condition number $\kappa$ (for the strongly convex case), and are off the minimax rate by a $\sqrt{T}$ factor (for the smooth case). The step decay schedule, on the other hand, is off the minimax rate [103, 94], [120, chap. 5,7,8] by only a log($T$) factor. It is worth noting that Algorithm 7 admits an efficient implementation in that it requires the knowledge only of $R^2$ (similar to iterate averaging results [7, 55]) and the end time $T$. Finally, note that this log $T$ factor can be improved to a log $\kappa$ factor for the strongly convex case by using an additional polynomial decay before switching to the Step Decay scheme.

**Proposition 20.** Suppose we are given access to the stochastic gradient oracle (6.2) satisfying Assumptions (6.3) and (6.4). Let $\mu > 0$ and let $\kappa \geq 2$. For any problem and fixed time horizon $T/\log T > 5\kappa$, there exists a learning rate scheme that achieves

$$\mathbb{E}[f(w_T)] - f(w^*) \leq 2 \exp\left(-\frac{T}{6\kappa \log \kappa}\right) \cdot (f(w_0) - f(w^*)) + 100 \log_2 \kappa \cdot \frac{\sigma^2 d}{T}.$$  

In order to have improved the dependence on the variance from log($T$) (in Theorem 19) to log($\kappa$) (in Proposition 20), we also require access to the strong convexity parameter $\mu$, similar to results known for general strongly convex case [97, 65, 112, 56, 16, chap. 6].

As a final remark, note that this section’s results (on step decay schemes) assumed the knowledge of a fixed time horizon $T$. In contrast, most results SGD’s averaged iterate obtain anytime (i.e., limiting/infinite horizon) guarantees. Can we hope to achieve such guarantees with the final iterate?
6.4.3 SGD queries bad points infinitely often

This section shows that obtaining near statistical minimax rates with the final iterate is not possible when the time horizon $T$ is unknown. More concretely, we show that irrespective of the learning rate sequence employed, SGD requires to query a point with sub-optimality at least $\Omega(\kappa/\log \kappa) \cdot \sigma^2d/T$ for infinitely many time steps $T$.

**Theorem 21.** Suppose we are given access to a stochastic gradient oracle \([6.2]\) satisfying Assumption \([6.3]\) and \([6.4]\). There exists a universal constant $C > 0$, and a problem instance, such that for SGD algorithm with any $\eta_t \leq 1/2R^2$ for all $t$, we have

$$
\limsup_{T \to \infty} \frac{E[f(w_T)] - f(w^*)}{(\sigma^2d/T)} \geq C \frac{\kappa}{\log(\kappa + 1)}.
$$

The bad points guaranteed to exist by Theorem 21 are not rare. One can in fact show that such points occur at least once in $\mathcal{O}\left(\frac{\kappa}{\log \kappa}\right)$ iterations. Refer to \([37]\) for more details.

6.5 Experimental Results

We present experimental validation on the suitability of the Step-decay schedule (or more precisely, its continuous counterpart, which is the exponentially decaying schedule), and compare this with the polynomially decaying stepsizes. In particular, we consider the use of:

\begin{align*}
\eta_t &= \frac{\eta_0}{1 + b \cdot t} & (6.5) \\
\eta_t &= \frac{\eta_0}{1 + b\sqrt{t}} & (6.6) \\
\eta_t &= \eta_0 \cdot \exp(-b \cdot t). & (6.7)
\end{align*}

Where, we perform a systematic grid search on the parameters $\eta_0$ and $b$. In the section below, we consider a real world non-convex optimization problem of training a residual network on the cifar-10 dataset, with an aim to illustrate the practical implications of the results described in the chapter. Complete details of the setup are given in Appendix \([D.5]\).

\(^2\)Learning rate more than $2/R^2$ will make the algorithm diverge.
6.5.1 Non-Convex Optimization: Training a Residual Net on cifar-10

We consider training a 44-layer deep residual network [46] with pre-activation blocks [47] (dubbed preresnet-44) on cifar-10 dataset. The code for implementing the network can be found here[^1]. For all experiments, we use Nesterov’s momentum [85] of 0.9 as implemented in pytorch, batchsize 128, 100 training epochs, $\ell_2$ regularization of 0.0005.

Our experiments are based on grid searching for the best learning rate decay scheme on the parametric family of learning rate schemes described above (6.5), (6.6), (6.7); all grid searches are performed on a separate validation set (obtained by setting aside one-tenth of the training dataset), extended appropriately when searching for parameters and with models trained on the remaining 45000 samples. For presenting the final numbers in the plots/tables, we employ the best hyperparameters from the validation stage and train it on the entire 50,000 samples and average results run with 10 different random seeds. The parameters for grid searches and other details are presented in Appendix D.5.

**Comparison between different schemes:** Figure 6.2 and Table 6.2 present a comparison of the performance of the three schemes (6.5)-(6.7). These results demonstrate that the exponential scheme convincingly outperforms the polynomial step-size schemes.

<table>
<thead>
<tr>
<th>Decay Scheme</th>
<th>Train Function Value</th>
<th>Test 0/1 error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(1/t)$ (equation (6.5))</td>
<td>0.0713 ± 0.015</td>
<td>10.20 ± 0.7%</td>
</tr>
<tr>
<td>$O(1/\sqrt{t})$ (equation (6.6))</td>
<td>0.1119 ± 0.036</td>
<td>11.6 ± 0.67%</td>
</tr>
<tr>
<td>$exp(-t)$ (equation (6.7))</td>
<td><strong>0.0053 ± 0.0015</strong></td>
<td><strong>7.58 ± 0.21%</strong></td>
</tr>
</tbody>
</table>

Table 6.2: Comparing train cross entropy and test 0/1 error of various learning rate decay schemes on the cifar-10 classification task.

Figure 6.2: Plots comparing the three decay schemes (two polynomial) \((6.5), (6.6)\), (and one exponential) \((6.7)\) scheme on the cifar-10 classification problem.

Figure 6.3: Plots comparing exponential decay scheme (equation \((6.7)\)), with parameters optimized for 33, 66 and 100 epochs on the cifar-10 classification problem.

Hyperparameter selection using truncated runs: Figure 6.3 and Tables 6.3 and 6.4 present a comparison of the performance of three exponential decay schemes each of which is tuned to achieve the best performance at 33, 66 and 100 epochs respectively. The key point to note is that best performing hyperparameters at 33 and 66 epochs are not the best performing at 100 epochs (which is made stark from the perspective of the validation
error). This demonstrates that hyper parameter selection using truncated runs, (for e.g., in 
hyperband [70]) would soundly benefit from a round of rethinking.

<table>
<thead>
<tr>
<th>Decay Scheme</th>
<th>Train FVal @33</th>
<th>Train FVal @66</th>
<th>Train FVal @100</th>
</tr>
</thead>
<tbody>
<tr>
<td>exp(−t) [optimized for 33 epochs] (eqn (6.7))</td>
<td>0.098 ± 0.006</td>
<td>0.0086 ± 0.002</td>
<td>0.0062 ± 0.0015</td>
</tr>
<tr>
<td>exp(−t) [optimized for 66 epochs] (eqn (6.7))</td>
<td>0.107 ± 0.012</td>
<td>0.0088 ± 0.0014</td>
<td>0.0061 ± 0.0011</td>
</tr>
<tr>
<td>exp(−t) [optimized for 100 epochs] (eqn (6.7))</td>
<td>0.3 ± 0.06</td>
<td>0.071 ± 0.017</td>
<td>0.0053 ± 0.0016</td>
</tr>
</tbody>
</table>

Table 6.3: Comparing training function value of models obtained by optimizing the expo-
nential decay scheme with end times of 33/66/100 epochs on the cifar-10 classification task.

<table>
<thead>
<tr>
<th>Decay Scheme</th>
<th>Test 0/1 @33</th>
<th>Test 0/1 @66</th>
<th>Test 0/1 @100</th>
</tr>
</thead>
<tbody>
<tr>
<td>exp(−t) [optimized for 33 epochs] (eqn (6.7))</td>
<td>10.36 ± 0.235%</td>
<td>8.6 ± 0.26%</td>
<td>8.57 ± 0.25%</td>
</tr>
<tr>
<td>exp(−t) [optimized for 66 epochs] (eqn (6.7))</td>
<td>10.51 ± 0.45%</td>
<td>8.51 ± 0.13%</td>
<td>8.46 ± 0.19%</td>
</tr>
<tr>
<td>exp(−t) [optimized for 100 epochs] (eqn (6.7))</td>
<td>14.42 ± 1.47%</td>
<td>9.8 ± 0.66%</td>
<td>7.58 ± 0.21%</td>
</tr>
</tbody>
</table>

Table 6.4: Comparing test 0/1 error of models obtained by optimizing the exponential decay 
scheme with end times of 33/66/100 epochs on the cifar-10 classification task.

6.6 Conclusions and Discussion

The main contribution of this chapter shows that the behavior of SGD’s final iterate for least 
quares regression is much more nuanced than what has been indicated by prior efforts that 
have primarily considered non-smooth stochastic convex optimization. The results of this 
chapter point out the striking limitations of polynomially decaying stepsizes on SGD’s final 
iterate, as well as sheds light on the effectiveness of starkly different schemes based on a Step 
Decay schedule. Somewhat coincidentally, practical implementations for certain classes of 
stochedastic optimization do return the final iterate of SGD with step decay schedule — this 
connection does merit an understanding through future work.
**Table 6.1**: Comparison of sub-optimality for final iterate of SGD (i.e., $\mathbb{E}[f(w_T)] - f(w^*)$) for various stochastic convex optimization settings. This chapter’s focus is on SGD’s final iterate for streaming least squares regression. The minimax rate refers to the best possible worst case rate with access to stochastic gradients (typically achieved with iterate averaging methods [94, 26, 97]); the red shows the multiplicative factor increase (over the minimax rate) using the final iterate, under two different learning rate schedules - the polynomial decay and the step decay (refer to Algorithm 7). Polynomial decay schedules are of the form $\eta_t \propto 1/t^\alpha$ (for appropriate $\alpha \in [0.5, 1]$). For the general convex cases below, the final iterate with a polynomial decay scheme is off minimax rates by a log $T$ factor (in an anytime/limiting sense) [112]. Here $\hat{\nabla}f, \nabla f = \mathbb{E}[\hat{\nabla}f], \nabla^2 f$ denotes the stochastic gradient, gradient and the Hessian of the function $f$. With regards to least squares, we assume equation (6.3), following recent efforts [7, 25, 55]. While polynomially decaying stepsizes are nearly minimax optimal for general (strongly) convex functions, this chapter indicates they are highly suboptimal on the final iterate for least squares. The geometrically decaying Step Decay schedule (Algorithm 7) provides marked improvements over any polynomial decay scheme on the final iterate for least squares. For simplicity of presentation, the results for least squares regression do not show dependence on initial error. See Theorems 18 and 19 for precise statements (and [83, 112, 43] for precise statements of the general case).
Chapter 7

DISCUSSION

This thesis presents a framework that lends itself towards developing an improved understanding of SGD tailored towards its use in the current era of large scale machine learning and deep learning. We will now discuss some important issues and insights stemming from this line of work.

7.1 SGD beyond least squares regression

Despite being corroborated by this thesis’ experimental results as well as results in the deep learning literature [114, 79, 40, 110, 75], an obvious means to improve on this thesis’ results is through considering extensions towards broader problem classes that go beyond least squares regression (say, towards classes of smooth stochastic convex/non-convex optimization). Progress on this front is conditioned on introducing new tools to analyze the behavior of SGD as applied towards broader function classes, or, alternatively, through a coming up with a reduction based approach that attempts to understand the behavior of SGD using techniques based on linear operators.

7.2 Incorporating Second Order Information

The use of sampled second order (Hessian) information in conjunction with stochastic gradients possesses potential advantages mirroring their behavior in deterministic optimization, where, under certain regularity conditions [82], one can expect super-linear (or faster) rates of convergence [14, chap. 9]. However, characterizing the realistic benefits of stochastic second order methods (for the stochastic approximation problem) is non-trivial despite recent work attempting to address these specific issues [7], for reasons described below:
Chapter 4 presented a framework and thought experiment to formalize improvements offered by using acceleration based procedures in conjunction with sampled stochastic gradients (i.e. in the context of inexact first order optimization). One primary takeaway is that the expected improvements offered by accelerating SGD depends heavily on certain distributional properties of the problem, and, that, more importantly, there exists classes of input distributions where the behavior of SGD (in an information theoretic sense) is unimprovable. The behavior of a stochastic second order method that relies on the use of sampled stochastic gradients and hessians naturally is plagued by this worst-case construction (which is information-theoretic) and thus requires a more fine-grained approach towards examining the benefits of stochastic first and second order information, whilst accounting for the specific cases described in chapter 4.

7.3 Stochastic Gradient Methods With Higher Order Smoothness

Extending this thesis’ results towards minimizing smooth objectives satisfying notions of Hölder continuous derivatives (with/without uniform convexity) with a stochastic gradient based method is a topic of interesting future direction. This problem has seen an exciting line of work (see [41] and references therein), for results in the deterministic case; results in the stochastic case, in contrast have seen far fewer developments and present exciting avenues for future work, both with and without use of extrapolation style machinery.

7.4 Stochastic Approximation With Sparsity Inducing Norms

\(\ell_1\)-regularized risk minimization is a mature area with plenty of applications in modern machine learning applications, particularly in high-dimensional statistical learning. Indeed, there has been plenty of efforts directed at solving the offline (empirical) risk minimization problem focusing on co-ordinate descent [106], and in particular, issues involving speeding up optimization [105], parallelization [15] [104] amongst other aspects. There has been progress in the use of multiplicative weight styled procedures with stochastic gradient based methods [52] (with “slow” rates of \(O(1/\sqrt{T})\)). Under conditions based on strong convexity of the
risk, fast ($O(1/T)$) rates were indicated by [19, Theorem 3.3]. For lasso style procedures, minimax rates up to an extra strong convexity parameter [128] was achieved by the polynomial time stochastic optimization algorithm of [17]. In the $\ell_0$ setting, the situation has seen more of recent developments, wherein, the work of [36] presents a stochastic optimization methods that achieves optimal rates (as admissible by a polynomial time algorithm) using a successive averaging procedure. It is natural to examine issues examined by this thesis (including parallelization, acceleration and stepsize schemes) for stochastic approximation with $\ell_1$, or $\ell_0$ based regularization (with appropriate technical conditions) to achieve optimal rates of convergence.
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Appendix A

APPENDIX: TAIL-AVERAGED SGD: PARALLELIZATION VIA MINI-BATCHING, MODEL AVERAGING AND BATCHSIZE DOUBLING

We begin with a note on the organization:

- Section A.1 introduces notations necessary for the rest of the appendix.
- Section A.2 derives the mini-batch SGD update and provides the bias-variance decomposition and reasons about its implication in bounding the generalization error.
- Section A.3 provides lemmas that are used to bound the bias error.
- Section A.4 provides lemmas that are used to bound the variance error.
- Section A.5 uses the results of the previous sections to obtain the main results of this chapter.

A.1 Notations

We begin by introducing the centered iterate $\eta_t$, i.e.:

$$\eta_t \overset{\text{def}}{=} w_t - w^*.$$  

In a manner similar to $w_t$, the tail-averaged iterate $\overline{w}_{t,N}$ is associated with its corresponding centered estimate $\overline{\eta}_{t,N} \overset{\text{def}}{=} \overline{w}_{t,N} - w^* = \frac{1}{N} \sum_{s=t}^{t+N-1} (w_s - w^*) = \frac{1}{N} \sum_{s=t}^{t+N-1} \eta_s$. Next, let $\Phi_t$ denote the expected covariance of the centered estimate $\eta_t$, i.e.

$$\Phi_t \overset{\text{def}}{=} \mathbb{E} [\eta_t \otimes \eta_t].$$
and in a similar way as the final iterate $w_t$, the tail-averaged estimate $\overline{w}_{t,N}$ is associated with its expected covariance, i.e. $\Phi_{t,N} \overset{\text{def}}{=} E \left[ \overline{\eta}_{t,N} \otimes \overline{\eta}_{t,N} \right]$. 

### A.2 Mini-Batch Tail-Averaged SGD: Bias-Variance Decomposition

In section A.2.1, we derive the basic recursion governing the evolution of the iterates $w_t$ and the tail-averaged iterate $\overline{w}_{t+1,N}$. In section A.2.2 we provide the bias-variance decomposition of the final iterate. In section A.2.3, we provide the bias-variance decomposition of the tail-averaged iterate.

#### A.2.1 The basic recursion

At each iteration $t$ of Algorithm 1, we are provided with $b$ fresh samples $\{(x_{ti}, y_{ti})\}_{i=1}^{b}$ drawn i.i.d. from the distribution $D$. We start by recounting the mini-batch gradient descent update rule that allows us to move from iterate $w_{t-1}$ to $w_t$:

$$
\begin{align*}
    w_t &= w_{t-1} - \frac{\gamma}{b} \sum_{i=1}^{b} ((w_{t-1}, x_{ti}) - y_{ti}) x_{ti} \\
    \text{where}, \quad 0 < \gamma < \gamma_{\text{max}} \quad \text{is the constant step size that is set to a value less than the maximum allowed learning rate } \gamma_{\text{max}}.
\end{align*}
$$

We also recount the definition of $\overline{w}_{t,N}$ which is the iterate obtained by averaging for $N$ iterations starting from the $t^{th}$ iteration, i.e.,

$$
\overline{w}_{t,N} = \frac{1}{N} \sum_{s=t}^{t+N-1} w_s
$$

Let us first denote the residual error term by $\epsilon_i = y_i - \langle w^*, x_i \rangle$. By the first order optimality conditions of $w^*$, we observe that $\epsilon$ and $x$ are orthogonal, i.e., $E_{(x,y)\sim D}[\epsilon \cdot x] = 0$. For any estimate $w$, the excess risk/generalization error can be written as:

$$
L(w) - L(w^*) = \frac{1}{2} \text{Tr} \left( H \cdot (\eta \otimes \eta) \right), \quad \text{with } \eta = w - w^*. \quad \text{(A.1)}
$$

We now write out the main recursion governing the mini-batch SGD updates in terms of $\eta_t$:

$$
\eta_t = \left( I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{ti} \otimes x_{ti} \right) \eta_{t-1} + \frac{\gamma}{b} \sum_{i=1}^{b} \epsilon_{ti} x_{ti}
$$
\[ (I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{ti} \otimes x_{ti}) \eta_{t-1} + \frac{\gamma}{b} \sum_{i=1}^{b} \xi_{ti} \]

\[ = P_{tb} \eta_{t-1} + \gamma \zeta_{tb} \quad (A.2) \]

Where, \( P_{tb} \) \( \overset{\text{def}}{=} \left( I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{ti} \otimes x_{ti} \right) \) and \( \zeta_{tb} \) \( \overset{\text{def}}{=} \frac{1}{b} \sum_{i=1}^{b} \xi_{ti} = \frac{1}{b} \sum_{i=1}^{b} e_{ti} x_{ti} \). Equation (A.2) automatically brings out the “operator” view of analyzing the (expected) covariance of the centered estimate \( \Phi_t = \mathbb{E} [\eta_t \otimes \eta_t] \) to provide an estimate of the generalization error. We now note the following about the covariance of \( \zeta_{tb} \):

\[ \mathbb{E} [\zeta_{tb} \otimes \zeta_{t'b}] = \frac{1}{b^2} \sum_{i,j} \mathbb{E} [\xi_{ti} \otimes \xi_{t'j}] \]

\[ = \left[ \frac{1}{b^2} \sum_{i=1}^{b} \mathbb{E} [\xi_{ti} \otimes \xi_{ti}] \right] 1[t = t'] = \frac{1}{b} \sum 1[t = t'] \quad (A.3) \]

Where, \( 1[] \) is the indicator function, and equals 1 if the argument inside [ ] is true and 0 otherwise. We note that the expectation of the cross terms in equation (A.3) is zero owing to independence of the samples \( \{x_{ti}, y_{ti}\}_{i=1}^{b} \) as well as between \( \{x_{ti}, y_{ti}\}_{i=1}^{b}, \{x_{t'i}, y_{t'i}\}_{i=1}^{b} \) \( \forall t \neq t' \) and owing to the first order optimality conditions. Owing to the invariance of \( \zeta_{tb} \) on the iteration \( t \), context permitting, we sometimes drop the iteration index \( t \) from \( \zeta_{tb} \) and simply refer to it as \( \zeta_b \).

Next we expand out the recurrence (A.2). Let \( Q_{j,t} = (\prod_{k=j}^{t} P_{kb})^T \) with the convention that \( Q_{t',t} = I \ \forall \ t' > t \). With this notation we have:

\[ \eta_t = P_{tb} \eta_{t-1} + \gamma \zeta_{tb} \]

\[ = P_{tb} P_{t-1,b} \ldots P_{1,b} \eta_0 + \gamma \sum_{j=0}^{t-1} \{P_{tb} \ldots P_{t-j+1,b}\} \zeta_{t-j,b} \]

\[ = Q_{1,t} \eta_0 + \gamma \sum_{j=0}^{t-1} Q_{t-j+1,t} \zeta_{t-j,b} \]

\[ = Q_{1,t} \eta_0 + \gamma \sum_{j=1}^{t} Q_{j+1,t} \zeta_{j,b} \]

\[ = \eta_{t}^{\text{bias}} + \eta_{t}^{\text{variance}} , \quad (A.4) \]
where, we note that

\[ \eta^\text{bias}_t \text{ def } Q_{1,t} \eta_0, \]  

relates to understanding the behavior of SGD on the noiseless problem (i.e. \( \zeta \cdot \zeta = 0 \text{ a.s.} \)) and aims to quantify the dependence on the initial conditions. Further,

\[ \eta^\text{variance}_t \text{ def } \gamma \sum_{j=1}^{t} Q_{j+1,t} \zeta_j, \]

relates to the behavior of SGD when begun at the solution (i.e. \( \eta_0 = 0 \)) and allowing the noise \( \zeta \cdot \zeta \) to drive the process.

Furthermore, considering the tail-averaged iterate obtained by averaging the iterates of the SGD procedure for \( N \) iterations starting from a certain number of iterations “\( s \)”, i.e., we examine the quantity \( \bar{\eta}_{s+1,N} = \bar{w}_{s+1,N} - w^* \), where \( \bar{w}_{s+1,N} = \frac{1}{N} \sum_{t=s+1}^{s+N} w_t \). We write out the expression for \( \bar{\eta}_{s+1,N} \) starting out from equation (A.4):

\[
\begin{align*}
\bar{\eta}_{s+1,N} &= \frac{1}{N} \sum_{t=s+1}^{s+N} \eta_t \\
&= \frac{1}{N} \sum_{t=s+1}^{s+N} (\eta^\text{bias}_t + \eta^\text{variance}_t) \\
&= \bar{\eta}^\text{bias}_{s+1,N} + \bar{\eta}^\text{variance}_{s+1,N}.
\end{align*}
\]

(A.7)

### A.2.2 The Final Iterate: Bias-Variance Decomposition

The behavior of the final iterate is considered to be of great practical interest and we hope to shed light on the behavior of this final iterate and the tradeoffs between the learning rate and batch size. Since the generalization error of any iterate \( w_N \) obtained by running mini-batch SGD with a batch size \( b \) for a total of \( N \) iterations can be estimated by tracking \( \mathbb{E}[\eta_N \otimes \eta_N] \), where, \( \eta_N = w_N - w^* \), we provide a simple psd upper bound on the outer product of interest, i.e.:

\[
\mathbb{E}[\eta_N \otimes \eta_N] = \mathbb{E}[(\eta^\text{bias}_N + \eta^\text{variance}_N) \otimes (\eta^\text{bias}_N + \eta^\text{variance}_N)] \quad (\text{by substituting equation (A.4)})
\]
Using this expression, we now write out the expression for the excess risk of the final iterate:

\[
\mathbb{E} [L(w_N)] - L(w^*) = \frac{1}{2} \langle H, \mathbb{E} [\eta_N \otimes \eta_N] \rangle
\]

\[
\leq \frac{1}{2} \langle H, 2 \cdot (\mathbb{E} [\eta^\text{bias}_N \otimes \eta^\text{bias}_N] + \mathbb{E} [\eta^\text{variance}_N \otimes \eta^\text{variance}_N]) \rangle
\]

\[
\leq 2 \cdot \left( \frac{1}{2} \langle H, \mathbb{E} [\eta^\text{bias}_N \otimes \eta^\text{bias}_N] \rangle + \frac{1}{2} \langle H, \mathbb{E} [\eta^\text{variance}_N \otimes \eta^\text{variance}_N] \rangle \right)
\]

\[
= 2 \cdot \left( \mathbb{E} [L(w^\text{bias}_N)] - L(w^*) + \mathbb{E} [L(w^\text{variance}_N)] - L(w^*) \right). \quad (A.8)
\]

### A.2.3 The Tail-Averaged Iterate: Bias-Variance Decomposition

Now, considering the fact that the excess risk/generalization error (equation (A.1)) involves tracking \( \mathbb{E} [\tilde{\eta}_{s+1,N} \otimes \tilde{\eta}_{s+1,N}] \), we see that the quantity of interest can be bounded by considering the behavior of SGD on bias and variance sub-problem. In particular, writing out the outerproduct of equation (A.7), we see the following inequality holds through a straightforward application of Cauchy-Shwartz inequality:

\[
\mathbb{E} [\tilde{\eta}_{s+1,N} \otimes \tilde{\eta}_{s+1,N}] \leq 2 \cdot \left( \mathbb{E} [\eta^\text{bias}_{s+1,N} \otimes \eta^\text{bias}_{s+1,N}] + \mathbb{E} [\eta^\text{variance}_{s+1,N} \otimes \eta^\text{variance}_{s+1,N}] \right) \quad (A.9)
\]

The equation above is referred to as the bias-variance decomposition and is well known from previous work on Stochastic Approximation [7, 35, 25]. This implies that an upper bound on the generalization error (equation (A.1)) is:

\[
L(\overline{w}_{s+1,N}) - L(w^*) = \frac{1}{2} \langle H, \mathbb{E} [\tilde{\eta}_{s+1,N} \otimes \tilde{\eta}_{s+1,N}] \rangle
\]

\[
\leq \langle H, \mathbb{E} [\eta^\text{bias}_{s+1,N} \otimes \eta^\text{bias}_{s+1,N}] \rangle + \langle H, \mathbb{E} [\eta^\text{variance}_{s+1,N} \otimes \eta^\text{variance}_{s+1,N}] \rangle. \quad (A.10)
\]

Here, we adopt the proof approach of [53]. In particular, [53] provide a clean way to simplify the expression corresponding to the tail-averaged iterate. Let us consider \( \mathbb{E} [\tilde{\eta}_{s+1,N} \otimes \tilde{\eta}_{s+1,N}] \) and simplify the resulting expression: in particular,

\[
\mathbb{E} [\tilde{\eta}_{s+1,N} \otimes \tilde{\eta}_{s+1,N}] = \frac{1}{N^2} \sum_{l=s+1}^{s+N} \sum_{k=s+1}^{s+N} \mathbb{E} [\eta_l \otimes \eta_k]
\]
The final equation follows since we add and subtract the diagonal terms 
\( \{ \mathbb{E} [\eta_l \otimes \eta_k] \}_{k=s+1}^{s+N} \). (***) follows because of the following (assume \( l > k \); the other case follows similarly):

\[
\mathbb{E} [\eta_l \otimes \eta_k] = \mathbb{E} [\mathbf{P}_{lb} \eta_{l-1} + \gamma \mathbf{z}_{lb}] \otimes \eta_k
\]

\[
= \mathbb{E} \left[ \mathbb{E} [\mathbf{P}_{lb} \eta_{l-1} + \gamma \mathbf{z}_{lb} \mid \mathcal{F}_{l-1}] \otimes \eta_k \right]
\]

\[
= \mathbb{E} \left[ \mathbb{E} [(\mathbf{P}_{lb} \eta_{l-1} + \gamma \mathbf{z}_{lb}) \mid \mathcal{F}_{l-1}] \otimes \eta_k \right]
\]

\[
= (I - \gamma \mathbf{H}) \mathbb{E} [\eta_{l-1} \otimes \eta_k]
\]

where, the final equation follows since \( \mathbb{E} [\mathbf{P}_{lb} \mid \mathcal{F}_{l-1}] = \mathbb{E} \left[ I - \frac{\gamma}{b} \sum_{i=1}^{b} x_i \otimes x_i \mid \mathcal{F}_{l-1} \right] = I - \gamma \mathbf{H} \) and \( \mathbb{E} [\mathbf{z}_{lb} \mid \mathcal{F}_{l-1}] = 0 \) from first order optimality conditions. Recursing over \( l \) yields the result.
The final line simply follows from summing a (convergent) geometric series.

This implies that the excess risk corresponding to the bias/variance term can be obtained from equation (A.11) by taking an inner product with $H$, i.e.:

$$\langle H, \mathbb{E} [\eta_{s+1,N} \otimes \bar{\eta}_{s+1,N}] \rangle \leq \frac{1}{N^2} \cdot \sum_{l=s+1}^{s+N} \left( \langle H, \mathbb{E} [\eta_l \otimes \eta_l] (\gamma H)^{-1} + (\gamma H)^{-1} \mathbb{E} [\eta_l \otimes \eta_l] \rangle \right)$$

$$- \frac{1}{N^2} \cdot \sum_{l=s+1}^{s+N} \sum_{k=s+1}^{\infty} \left( \langle H, \mathbb{E} [\eta_l \otimes \eta_l] (I - \gamma H)^{k-l} \right.$$

$$\left. + (I - \gamma H)^{k-l} \mathbb{E} [\eta_l \otimes \eta_l] \rangle \right)$$

$$\leq \frac{1}{N^2} \cdot \sum_{l=s+1}^{s+N} \left( \langle H, \mathbb{E} [\eta_l \otimes \eta_l] (\gamma H)^{-1} + (\gamma H)^{-1} \mathbb{E} [\eta_l \otimes \eta_l] \rangle \right)$$

$$= \frac{2}{\gamma N^2} \cdot \sum_{l=s+1}^{s+N} \text{Tr} \left( \mathbb{E} [\eta_l \otimes \eta_l] \right)$$  \hspace{1cm} (A.12)

The upper bound on the final line follows because each term within the summation in the second line is negative owing to the following argument. Consider say,

$$\langle H, \mathbb{E} [\eta_l \otimes \eta_l] (I - \gamma H)^{k-l} + (I - \gamma H)^{k-l} \mathbb{E} [\eta_l \otimes \eta_l] \rangle$$

$$= 2 \text{Tr} \left( H(I - \gamma H)^{k-l} \mathbb{E} [\eta_l \otimes \eta_l] \right) \geq 0.$$

Note that $H$ and $(I - \gamma H)$ commute and both are psd, implying that $H(I - \gamma H)^{k-l}$ is PSD. Finally, the trace of the product of two PSD matrices is positive with $H(I - \gamma H)^{k-l}$ being one of these PSD matrices and $\mathbb{E} [\eta_l \otimes \eta_l]$ being the other, thus yielding the claimed bound in equation (A.12).

This implies that the overall error (through equation (A.10)) can be upperbounded as:

$$\mathbb{E} [L(w_{s+1,N})] - L(w^*) = \frac{1}{2} \cdot \langle H, \mathbb{E} [\eta_{s+1,N} \otimes \bar{\eta}_{s+1,N}] \rangle$$

$$\leq \frac{1}{\gamma N^2} \sum_{l=s+1}^{s+N} \text{Tr} \left( \mathbb{E} [\eta_l \otimes \eta_l] \right)$$

$$\leq \frac{2}{\gamma N^2} \cdot \sum_{l=s+1}^{s+N} \left( \text{Tr} \left( \mathbb{E} [\eta_l^{\text{bias}} \otimes \eta_l^{\text{bias}}] \right) + \text{Tr} \left( \mathbb{E} [\eta_l^{\text{variance}} \otimes \eta_l^{\text{variance}}] \right) \right),$$  \hspace{1cm} (A.13)
where the final line follows from equation (A.9). We will now bound each of these terms to precisely characterize the excess risk of mini-batch tail-averaged SGD. We refer to the bias error of the tail-averaged iterate as the following:

\[
\mathbb{E} \left[ L(\mathbf{w}_{s+1,N}^{\text{bias}}) \right] - L(\mathbf{w}^*) \overset{\text{def}}{=} \frac{2}{\gamma N^2} \sum_{l=s+1}^{s+N} \text{Tr} \left( \mathbb{E} \left[ \eta_l^{\text{bias}} \otimes \eta_l^{\text{bias}} \right] \right)
\]

Similarly, we refer to the variance error of the tail-averaged iterate as the following:

\[
\mathbb{E} \left[ L(\mathbf{w}_{s+1,N}^{\text{variance}}) \right] - L(\mathbf{w}^*) \overset{\text{def}}{=} \frac{2}{\gamma N^2} \sum_{l=s+1}^{s+N} \text{Tr} \left( \mathbb{E} \left[ \eta_l^{\text{variance}} \otimes \eta_l^{\text{variance}} \right] \right)
\]

### A.3 Lemmas for bounding the bias error

**Lemma 22.** With \( \gamma \leq \frac{\gamma_{b,\text{max}}}{2} = \frac{b}{R^2 \rho_m + (b-1)\|H\|_2} \), the following bound holds:

\[
\left\| \mathbb{E} \left[ (I - \frac{\gamma}{b} \sum_{j=1}^{b} x_{li} \otimes x_{li})(I - \frac{\gamma}{b} \sum_{j=1}^{b} x_{li} \otimes x_{li}) \right] \right\|_2 \leq 1 - \gamma \mu.
\]

*Proof.* This lemma generalizes one appearing in [53] to the mini-batch size \( b \) case. Denote by \( U \) the matrix of interest and consider the following:

\[
U = \mathbb{E} \left[ (I - \frac{\gamma}{b} \sum_{j=1}^{b} x_{li} \otimes x_{li})(I - \frac{\gamma}{b} \sum_{j=1}^{b} x_{li} \otimes x_{li}) \right]
\]

\[
= I - \gamma \mathbf{H} - \gamma \mathbf{H} + \left( \frac{\gamma}{b} \right)^2 \cdot \left( b \mathbb{E} \left[ \| x \|^2 x x^T \right] + b(b-1)\|H\|^2 \right)
\]

\[
\leq I - 2\gamma \mathbf{H} + \frac{\gamma^2}{b} \cdot \left( R^2 \mathbf{H} + (b-1)\|H\|^2 \right) \mathbf{H}
\]

\[
= I - \gamma \mathbf{H},
\]

from which a spectral norm bound implied by the lemma naturally follows. \( \square \)

**Lemma 23.** For any learning rate \( \gamma \leq \gamma_{b,\text{max}}/2 \), the bias error of the tail-averaged iterate \( \mathbf{w}_{s+1,N}^{\text{bias}} \) is upper bounded as:

\[
\mathbb{E} \left[ L(\mathbf{w}_{s+1,N}^{\text{bias}}) \right] - L(\mathbf{w}^*) \leq \frac{2}{\gamma^2 N^2 \mu^2} (1 - \gamma \mu)^{s+1} \cdot (L(\mathbf{w}_0) - L(\mathbf{w}^*)).
\]
Proof. Before writing out the proof of the bound in the lemma, we require to bound the per step contraction properties of an SGD update in the case of the bias error (i.e. $\zeta = 0$):

$$\mathbb{E}[\|\eta_t\|^2] = \mathbb{E}\left[\eta_{t-1}^\top (I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{i} \otimes x_{i}) (I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{i} \otimes x_{i}) \eta_{t-1}\right]$$

$$= \mathbb{E}\left[\eta_{t-1}^\top \mathbb{E}\left[(I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{i} \otimes x_{i}) (I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{i} \otimes x_{i}) \mid F_{t-1}\right] \eta_{t-1}\right]$$

$$\leq (1 - \gamma \mu) \mathbb{E}[\|\eta_{t-1}\|^2] \quad \text{(using Lemma 22).}$$

This implies that a recursive application of the above bound yields $\mathbb{E}[\|\eta_t\|^2] \leq (1 - \gamma \mu)^t \mathbb{E}[\|\eta_0\|^2]$.

Next, we consider the bias error from equation (A.14):

$$\mathbb{E}[L(\mathbf{w}_{s+1}^{\text{bias}, N})] - L(\mathbf{w}^*) = \frac{2}{\gamma N^2} \sum_{t=s+1}^{s+N} \mathbb{E}[\|\eta_t\|^2]$$

$$\leq \frac{2}{\gamma N^2} \sum_{t=s+1}^{\infty} \mathbb{E}[\|\eta_t\|^2]$$

$$\leq \frac{2}{\gamma N^2} \sum_{t=s+1}^{\infty} (1 - \gamma \mu)^t \|\eta_0\|^2$$

$$= \frac{2}{\gamma N^2} (\gamma \mu)^{-1} (1 - \gamma \mu)^{s+1} \|\eta_0\|^2$$

$$= \frac{2}{\gamma^2 \mu N^2} (1 - \gamma \mu)^{s+1} \|\eta_0\|^2$$

$$= \frac{2}{\gamma^2 \mu^2 N^2} (1 - \gamma \mu)^{s+1} \left(\mu \cdot \|\eta_0\|^2\right)$$

$$\leq \frac{2}{\gamma^2 \mu^2 N^2} (1 - \gamma \mu)^{s+1} \left(L(\mathbf{w}_0) - L(\mathbf{w}^*)\right),$$

where in the final line, we use the fact that $\mu I \preceq \mathbf{H}$. This proves the claimed bound. \qed

Lemma 24. For any learning rate $\gamma \leq \gamma_{b,\text{max}}/2$, the bias error of the final iterate $\mathbf{w}_N^{\text{bias}}$ is upper bounded as:

$$\mathbb{E}[L(\mathbf{w}_N^{\text{bias}})] - L(\mathbf{w}^*) \leq \frac{K}{2} \cdot (1 - \gamma \mu)^N \cdot (L(\mathbf{w}_0) - L(\mathbf{w}^*)).$$
Proof. Similar to the tail-averaged case, we require to bound the per step contraction properties of an SGD update in the case of the bias error (i.e. $\zeta = 0$):

$$E[\|\eta_N\|^2] = E\left[\eta_{N-1}^T(I - \frac{\gamma}{b}\sum_{i=1}^b x_{Ni} \otimes x_{Ni})(I - \frac{\gamma}{b}\sum_{i=1}^b x_{Ni} \otimes x_{Ni})\eta_{N-1}\right]$$

$$= E\left[\eta_{N-1}^T\left(I - \frac{\gamma}{b}\sum_{i=1}^b x_{Ni} \otimes x_{Ni}\right)\left(I - \frac{\gamma}{b}\sum_{i=1}^b x_{Ni} \otimes x_{Ni}\right)F_{N-1}\right]\eta_{N-1}\right]$$

$$\leq (1 - \gamma \mu)E[\|\eta_{N-1}\|^2] \text{ (using Lemma 22).}$$

This implies that a recursive application of the above bound yields $E[\|\eta_N\|^2] \leq (1 - \gamma \mu)^N E[\|\eta_0\|^2]$. Then,

$$E[L(w_{N_b}^{bias})] - L(w^*) = \frac{1}{2} \text{Tr}\left((\eta_N^{bias})^T H \eta_N^{bias}\right)$$

$$\leq \frac{\lambda_{\text{max}}(H)}{2} \text{Tr}\left(\|\eta_N^{bias}\|^2\right)$$

$$\leq \frac{\lambda_{\text{max}}(H)(1 - \gamma \mu)^N}{2 \lambda_{\text{min}}(H)} \text{Tr}\left(\lambda_{\text{min}}(H)\|\eta_0\|^2\right)$$

$$\leq \frac{\lambda_{\text{max}}(H)(1 - \gamma \mu)^N}{2 \lambda_{\text{min}}(H)} \left(L(w_0) - L(w^*)\right) \quad \text{(since, } w_0 = w_0^{bias}).$$

$$\leq \frac{\kappa}{2} \cdot (1 - \gamma \mu)^N \left(L(w_0) - L(w^*)\right).$$

\[ \square \]

A.4 Lemmas for bounding the variance error

Now, we seek to understand the behavior of the variance error of the tail-averaged iterate $w_{s+1,N}$. We begin by noting here that the variance error is analyzed by beginning the optimization at the solution, i.e. $\eta_{0}^{\text{variance}} = 0$ and allowing the noise to drive the process. In particular, we write out the recursive updates that characterize the variance error:

$$\eta_t^{\text{variance}} = P_{tb} \eta_{t-1}^{\text{variance}} + \gamma \zeta_{tb}, \text{ with } \eta_0^{\text{variance}} = 0.$$  

This implies that by defining $\Phi_t^{\text{variance}} \overset{\text{def}}{=} E[\eta_t^{\text{variance}} \otimes \eta_t^{\text{variance}}]$, we have:

$$\Phi_t^{\text{variance}} = E[\eta_t^{\text{variance}} \otimes \eta_t^{\text{variance}}]$$
\[ E \left[ (P_{tb} \eta_{t-1}^{\text{variance}} + \gamma \zeta_{tb}) \otimes (P_{tb} \eta_{t-1}^{\text{variance}} + \gamma \zeta_{tb}) | \mathcal{F}_{t-1} \right] \]

\[ = E \left[ P_{tb} \Phi_{t-1}^{\text{variance}} P_{tb}^\top \right] + \frac{\gamma^2}{b} \Sigma. \]  

(A.16)

where, \( \mathcal{F}_{t-1} \) is the filtration defined using the samples \( \{x_{ji}, y_{ji}\}_{j=1,i=1}^{j=t-1,i=b} \). Furthermore cross terms are zero since \( E[\zeta_{tb} | \mathcal{F}_{t-1}] = 0 \) owing to first order optimality conditions. Recounting that \( P_{tb} = I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{ti} \otimes x_{ti} \), we express equation (A.16) using a linear operator as follows:

\[ E \left[ P_{tb} \Phi_{t-1}^{\text{variance}} P_{tb}^\top \right] = E \left[ (I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{ti} \otimes x_{ti}) \Phi_{t-1}^{\text{variance}} \right] (I - \frac{\gamma}{b} \sum_{i=1}^{b} x_{ti} \otimes x_{ti}) \]

\[ \overset{\text{def}}{=} (I - \gamma \mathcal{T}_b) \Phi_{t-1}^{\text{variance}}, \]

with \( \mathcal{T}_b \) representing the following linear operator:

\[ \mathcal{T}_b = \mathcal{H}_L + \mathcal{H}_R - \frac{\gamma}{b} \mathcal{M} - \gamma \frac{b-1}{b} \mathcal{H}_L \mathcal{H}_R, \]

with \( \mathcal{M} = E[xx \otimes xx \otimes xx \otimes xx] \), \( \mathcal{H}_L = H \otimes I \) and \( \mathcal{H}_R = I \otimes H \) representing the left and right multiplication linear operators corresponding to the matrix \( H \). Given this notation, we consider \( \Phi_t^{\text{variance}} \):

\[ \Phi_t^{\text{variance}} = (I - \gamma \mathcal{T}_b) \Phi_{t-1}^{\text{variance}} + \frac{\gamma^2}{b} \Sigma \]

\[ = \frac{\gamma^2}{b} \left( \sum_{k=0}^{t-1} (I - \gamma \mathcal{T}_b)^k \right) \Sigma. \]  

(A.17)

Before bounding the variance error, we will describe a lemma that shows that the expected covariance of the variance error \( \Phi_t^{\text{variance}} \) initialized at 0 grows monotonically to its steady state value (in a PSD sense).

**Lemma 25.** The sequence of centered variance iterates \( \eta_t^{\text{variance}} \) have expected covariances that monotonically grow in a PSD sense, i.e.:

\[ 0 = \Phi_0^{\text{variance}} \preceq \Phi_1^{\text{variance}} \preceq \Phi_2^{\text{variance}} \cdots \preceq \Phi_\infty^{\text{variance}}. \]
Proof. This lemma generalizes the lemma appearing in [53, 54]. We begin by recounting the $t$th variance iterate, i.e.:

$$
\eta_t^{\text{variance}} = \gamma \sum_{j=1}^{t} Q_{j+1,t} \zeta_{j,b}.
$$

This implies in particular that

$$
\Phi_t^{\text{variance}} = \mathbb{E} \left[ \eta_t^{\text{variance}} \otimes \eta_t^{\text{variance}} \right]
$$

$$
= \gamma^2 \sum_{j=1}^{t} \sum_{l=1}^{t} \mathbb{E} \left[ Q_{j+1,t} \zeta_{j,b} \otimes \zeta_{l,b} Q_{l+1,0}^T \right] \quad \text{(from equation \ref{eq:A.4})}
$$

$$
= \gamma^2 \sum_{j=1}^{t} \sum_{l=1}^{t} \mathbb{E} \left[ Q_{j+1,t} \mathbb{E} \left[ \zeta_{j,b} \otimes \zeta_{l,b} | F_{j-1} \right] Q_{l+1,0}^T \right]
$$

$$
= \gamma^2 \sum_{j=1}^{t} \mathbb{E} \left[ Q_{j+1,t} \zeta_{j,b} Q_{j+1,t}^T \right]
$$

$$
= \frac{\gamma^2}{b} \sum_{j=1}^{t} \mathbb{E} \left[ Q_{j+1,t} \Sigma Q_{j+1,t}^T \right].
$$

where, the third line follows since $\mathbb{E} \left[ \zeta_{L,b} \otimes \zeta_{j,b} \right] = 0$ for $j \neq l$, similar to arguments in equation \ref{eq:A.3}. This immediately reveals that the sequence of covariances grows as a function of time, since,

$$
\Phi_{t+1}^{\text{variance}} - \Phi_t^{\text{variance}} = \frac{\gamma^2}{b} \mathbb{E} \left[ Q_{2,t+1} \Sigma Q_{2,t+1}^T \right] \succeq 0.
$$

This lemma leads to a natural upper bound on the variance error, as expressed below:

**Lemma 26.** With $\gamma < \frac{\gamma_{\text{max}}}{2}$, the variance error of the tail-averaged iterate $w_{s+1,N}^{\text{variance}}$ is upper bounded as:

$$
\mathbb{E} \left[ L(w_{s+1,N}^{\text{variance}}) \right] - L(w^*) \leq \frac{2}{Nb} \text{Tr} \left( T_b^{-1} \Sigma \right).
$$

*Proof.* Considering the variance error of tail-averaged iterate from equation \ref{eq:A.15}:

$$
\mathbb{E} \left[ L(w_{s+1,N}^{\text{variance}}) \right] - L(w^*) = \frac{2}{\gamma N^2} \cdot \sum_{l=s+1}^{s+N} \left( \text{Tr} \left( \mathbb{E} \left[ \Phi_l^{\text{variance}} \right] \right) \right)
$$
\[
\leq \frac{2}{\gamma N} \cdot \text{Tr} \left( \mathbb{E} \left[ \Phi_{\infty}^{\text{variance}} \right] \right) \quad \text{(from Lemma 25)}
\]
\[
= \frac{2}{\gamma N} \cdot \frac{\gamma^2}{b} \cdot \text{Tr} \left( \sum_{k=0}^{\infty} (I - \gamma T_b)^k \Sigma \right) \quad \text{(from equation (A.4))}
\]
\[
= \frac{2}{Nb} \cdot \text{Tr} (T_b^{-1} \Sigma).
\]

**Lemma 27.** With \( \gamma < \frac{\gamma_{b,\text{max}}}{2} \), the variance error of the final iterate \( w_N^{\text{variance}} \), obtained by running mini-batch SGD for \( N \) steps is upper bounded as:
\[
\mathbb{E} \left[ L(w_N^{\text{variance}}) \right] - L(w^*) \leq \frac{\gamma}{2b} \text{Tr} (H T_b^{-1} \Sigma).
\]

**Proof.** We note that since we deal with the square loss case,
\[
\mathbb{E} \left[ L(w_N^{\text{variance}}) \right] - L(w^*) = \frac{1}{2} \text{Tr} (H \Phi_N^{\text{variance}})
\]
\[
\leq \frac{1}{2} \text{Tr} (H \Phi_{\infty}^{\text{variance}}) \quad \text{(using Lemma 25)}
\]
\[
= \frac{\gamma^2}{2b} \text{Tr} \left( H \sum_{j=0}^{\infty} (I - \gamma T_b)^j \Sigma \right)
\]
\[
= \frac{\gamma}{2b} \text{Tr} \left( H T_b^{-1} \Sigma \right)
\]

**Lemma 28.** Denoting the assumption (A) \( \gamma \leq \gamma_{b,\text{max}}/2 \),

1. With (A) in place, \( T_b \succeq 0 \).

2. With (A) in place, \( T_b^{-1} W \succeq 0 \) for every \( W \in S(d) \), \( W \succeq 0 \)

3. \( \text{Tr} \left( (H_R + H_L)^{-1} A \right) = \frac{1}{2} \text{Tr} (H^{-1} A) \ \forall \ A \in S^+ (\mathbb{R}^d) \)

4. With (A) in place,
\[
\text{Tr} \left( T_b^{-1} \Sigma \right) \leq 2 \text{Tr} (H^{-1} \Sigma)
\]
Proof. Proof of claim 1 in Lemma 28. $\mathcal{T}_b \geq 0$ implies that for all symmetric matrices $A \in S(d)$, we have $\text{Tr}(A \mathcal{T}_b A) \geq 0$, and this is true owing to the following inequalities:

$$
\langle A, \mathcal{T}_b A \rangle = 2 \text{Tr}(AHA) - \frac{\gamma}{b} E \left[\langle x, Ax \rangle^2 \right] - \frac{\gamma(b-1)}{b} \langle H, AHA \rangle
$$

$$
\geq 2 \text{Tr}(AHA) - \frac{\gamma}{b} E \left[\|x\|^2 \|Ax\|^2 \right] - \frac{\gamma(b-1)}{b} \|H\| \text{Tr}(AHA)
$$

$$
\geq 2 \text{Tr}(AHA) - \frac{\gamma}{b} R^2 E \left[\|Ax\|^2 \right] - \frac{\gamma(b-1)}{b} \|H\| \text{Tr}(AHA)
$$

$$
\geq \left(2 - \frac{\gamma}{b} \left(R^2 + (b-1)\|H\|\right)\right) \text{Tr}(AHA),
$$

and using the definition of $\gamma_{b,\text{max}}$ finishes the claim.

Proof of claim 2 in Lemma 28. We require to prove $\mathcal{T}_b^{-1}$ operating on a PSD matrix produces a PSD matrix, or in other words, $\mathcal{T}_b^{-1}$ is a PSD map.

$$
\mathcal{T}_b^{-1} = (H_L + H_R - \frac{\gamma}{b} (M + (b-1)H_L H_R))^{-1}
$$

$$
= (H_L + H_R)^{-\frac{1}{2}} (H_L + H_R)^{\frac{1}{2}} [H_L + H_R - \frac{\gamma}{b} (M + (b-1)H_L H_R)]^{-1}
$$

$$
= (H_L + H_R)^{-\frac{1}{2}} (I - \frac{\gamma}{b} (H_L + H_R)^{-\frac{1}{2}} (M + (b-1)H_L H_R))(H_L + H_R)^{-\frac{1}{2}} - 1
$$

$$
= (H_L + H_R)^{-\frac{1}{2}} (M + (b-1)H_L H_R)(H_L + H_R)^{-\frac{1}{2}}\quad (A.18)
$$

Now, we prove that $\|\frac{\gamma}{b} (H_L + H_R)^{-\frac{1}{2}} (M + (b-1)H_L H_R)(H_L + H_R)^{-\frac{1}{2}}\| < 1$. Given $\gamma < \gamma_{b,\text{max}}/2$, we employ claim 1 to note that $\mathcal{T}_b > 0$.

$$
\mathcal{T}_b > 0
$$

$$
\Rightarrow H_L + H_R - \frac{\gamma}{b} (M + (b-1)H_L H_R) > 0
$$

$$
\Rightarrow \frac{\gamma}{b} (M + (b-1)H_L H_R) < H_L + H_R
$$

$$
\Rightarrow \frac{\gamma}{b} (H_L + H_R)^{-\frac{1}{2}} (M + (b-1)H_L H_R)(H_L + H_R)^{-\frac{1}{2}} < I
$$

$$
\Rightarrow \|\frac{\gamma}{b} (H_L + H_R)^{-\frac{1}{2}} (M + (b-1)H_L H_R)(H_L + H_R)^{-\frac{1}{2}}\| < 1
$$

With this fact in place, we employ Taylor series to expand $\mathcal{T}_b^{-1}$ in equation (A.18), i.e.:

$$
\mathcal{T}_b^{-1} = (H_L + H_R)^{-\frac{1}{2}} \sum_{i=0}^{\infty} \frac{\gamma}{b} (H_L + H_R)^{-\frac{1}{2}} (M + (b-1)H_L H_R)(H_L + H_R)^{-\frac{1}{2}}^i (H_L + H_R)^{-\frac{1}{2}}
$$
\[
\sum_{i=0}^{\infty} \left( \frac{\gamma}{b} (\mathcal{H}_L + \mathcal{H}_R)^{-1} (\mathcal{M} + (b-1)\mathcal{H}_L \mathcal{H}_R) \right)^i (\mathcal{H}_L + \mathcal{H}_R)^{-1}
\]

The proof completes by employing the following facts: Using Lyapunov’s Theorem ([10] Proposition A 1.2.6), we know \((\mathcal{H}_L + \mathcal{H}_R)^{-1}\) is a PSD map, i.e. if \((\mathcal{H}_L + \mathcal{H}_R)^{-1}(A) = B\), then, if \(A\) is PSD \(\implies B\) is PSD. Furthermore, \(\mathcal{M}\) is also a PSD map, i.e. if \(A_1\) is PSD, \(\mathcal{M}(A_1) = E[(x^T A_1 x) x \otimes x]\) is PSD as well. Finally, \(\mathcal{H}_L \mathcal{H}_R\) is also a PSD map, since, if \(A_2\) is PSD, then, \(\mathcal{H}_L \mathcal{H}_R(A_2) = H A_2 H\) which is PSD as well. With all these facts in place, we note that each term in the Taylor’s expansion above is a PSD map implying the overall map is PSD as well, thus rounding up the proof to claim 2 in Lemma 28.

**Proof of claim 3 in Lemma 28**

We know that the operator \((\mathcal{H}_R + \mathcal{H}_L)^{-1}\) is a PSD map, i.e, it maps PSD matrices to PSD matrices. Since \(A \succeq 0\), we replace this condition with \(U = (\mathcal{H}_R + \mathcal{H}_L)^{-1} A \succeq 0\) implying, we need to show the following:

\[
\text{Tr}(U) = \frac{1}{2} \text{Tr}(H^{-1} A) \quad \forall \ U \succeq 0
\]

Examining the right hand side, we see the following:

\[
\frac{1}{2} \text{Tr}(H^{-1} A) = \frac{1}{2} \text{Tr}(H^{-1}(\mathcal{H}_L + \mathcal{H}_R)U)
\]

\[
= \frac{1}{2} \text{Tr}(H^{-1}HU + H^{-1}UH)
\]

\[
= \text{Tr}(U)
\]

thus wrapping up the proof of claim 3.

**Proof of claim 4 in Lemma 28** Let \(U = \mathcal{H}_L + \mathcal{H}_R - \frac{\gamma}{b} \cdot (b-1)\mathcal{H}_L \mathcal{H}_R\). Then,

\[
\tau_b^{-1} \Sigma = \left( U - \frac{\gamma}{b} \mathcal{M} \right)^{-1} \Sigma
\]

\[
= \sum_{i=0}^{\infty} \left( \frac{\gamma}{b} U^{-1} \mathcal{M} \right)^i U^{-1} \Sigma.
\]

Let \(A = U^{-1} \Sigma, A' = U^{-1} H\). Then,

\[
\tau_b^{-1} \Sigma = \sum_{i=1}^{\infty} \left( \frac{\gamma}{b} U^{-1} \mathcal{M} \right)^i A.
\]
The $i = 0$ term is just $= A$. Now, considering $i = 1$, we have:

\[
\frac{\gamma}{b} \mathcal{U}^{-1} \mathcal{M} A \preceq \frac{\gamma}{b} \|A\|_2 \mathcal{U}^{-1} \mathcal{M} I \\
\preceq \frac{\gamma}{b} \|A\|_2 R^2 \mathcal{U}^{-1} \mathbf{H} = \frac{\gamma}{b} \|A\|_2 R^2 A'.
\]

Next, considering $i = 2$, we have:

\[
\left(\frac{\gamma}{b} \mathcal{U}^{-1} \mathcal{M}\right)^2 A = \left(\frac{\gamma}{b} \mathcal{U}^{-1} \mathcal{M}\right) \cdot \left(\frac{\gamma}{b} \mathcal{U}^{-1} \mathcal{M}\right) A \\
\preceq \left(\frac{\gamma}{b} \|A\|_2 R^2\right) \cdot \left(\frac{\gamma}{b} \mathcal{U}^{-1} \mathcal{M}\right) A' \\
\preceq \left(\frac{\gamma}{b} \|A\|_2 R^2\right) \cdot \left(\frac{\gamma}{b} \mathcal{U}^{-1}\right) \cdot \|A'\|_2 \cdot R^2 \mathbf{H} \\
\preceq \left(\frac{\gamma}{b} \|A\|_2 R^2\right) \cdot \left(\frac{\gamma}{b} \|A'\|_2 R^2\right) \cdot A'.
\]

Noting this recursive structure, we see that:

\[
\mathcal{T}_b^{-1} \Sigma = \sum_{i=0}^{\infty} \left(\frac{\gamma}{b} \mathcal{U}^{-1} \mathcal{M}\right)^i A \\
\preceq A + \sum_{i=1}^{\infty} \left(\frac{\gamma}{b} \|A\|_2 R^2\right) \cdot \left(\frac{\gamma}{b} \|A'\|_2 R^2\right)^{i-1} \cdot A' \\
= A + \frac{\left(\frac{\gamma}{b} \|A\|_2 R^2\right)}{1 - \left(\frac{\gamma}{b} \|A'\|_2 R^2\right)} \cdot A'.
\]

Note that this summation is finite iff $\gamma \leq \frac{b}{R^2 \|A'\|_2}$. Further, applying the trace operator on both sides, we have:

\[
\text{Tr} (\mathcal{T}_b^{-1} \Sigma) \leq \text{Tr} (A) + \frac{\left(\frac{\gamma}{b} \|A\|_2 R^2\right)}{1 - \left(\frac{\gamma}{b} \|A'\|_2 R^2\right)} \cdot \text{Tr} (A').
\] (A.19)

Now, for any psd matrix $Z \succeq 0$, let us upperbound $\mathcal{U}^{-1} Z$:

\[
\mathcal{U}^{-1} Z = \sum_{j=0}^{\infty} \left(\gamma \cdot \frac{b-1}{b} \cdot (\mathcal{H}_\mathcal{L} + \mathcal{H}_\mathcal{R})^{-1} \cdot \mathcal{H}_\mathcal{L} \mathcal{H}_\mathcal{R}\right)^j (\mathcal{H}_\mathcal{L} + \mathcal{H}_\mathcal{R})^{-1} \Sigma.
\]
The recursion can be bounded by analyzing $i = 1$:

$$
\gamma \cdot \frac{b - 1}{b} \cdot (\mathcal{H}_L + \mathcal{H}_R)^{-1} \cdot \mathcal{H}_L \mathcal{H}_R \cdot (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{Z}
$$

$$
\preceq \| (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{Z} \|_2 \cdot \gamma \cdot \frac{b - 1}{b} \cdot (\mathcal{H}_L + \mathcal{H}_R)^{-1} \cdot \mathcal{H}_L \mathcal{H}_R \cdot I
$$

$$
\preceq \| (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{Z} \|_2 \cdot \gamma \cdot \frac{b - 1}{2b} \cdot (\mathcal{H}_L + \mathcal{H}_R)^{-1} \cdot \| H \|_2 H
$$

$$
= \| (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{Z} \|_2 \cdot \gamma \cdot \frac{b - 1}{2b} \cdot \| H \|_2 I
$$

This indicates the means to recurse for bounding terms $i \geq 2$:

$$
\mathcal{U}^{-1} \mathcal{Z} \preceq \sum_{j=0}^{\infty} \| (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{Z} \|_2 \left( \gamma \cdot \frac{b - 1}{2b} \cdot \| H \|_2 \right)^j \cdot I
$$

$$
= \frac{\| (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{Z} \|_2}{1 - \gamma \cdot \frac{(b - 1)\| H \|_2}{2b}} \cdot I.
$$

The upperbound above is true as long as $\gamma < \frac{2b}{(b-1)\| H \|_2}$. This now allows us to obtain bounds on $\| A \|_2, \| A' \|_2, \text{Tr} (A')$:

$$
\| A \|_2 \leq \frac{\| (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma \|_2}{1 - \gamma \cdot \frac{b - 1}{2b} \cdot \| H \|_2}
$$

$$
\| A' \|_2 \leq \frac{1/2}{1 - \gamma \cdot \frac{b - 1}{2b} \cdot \| H \|_2}
$$

$$
\text{Tr} (A') \leq \frac{d/2}{1 - \gamma \cdot \frac{b - 1}{2b} \cdot \| H \|_2}.
$$

Substituting these in equation (A.19):

$$
\text{Tr} (\mathcal{T}_b^{-1} \Sigma) \leq \text{Tr} (A) + \frac{\gamma R^2 / 2b \cdot \| H \|_2}{1 - \gamma \cdot (R^2 + (b - 1)\| H \|_2)} \cdot \left(1 - \gamma \cdot \frac{b - 1}{2b} \cdot \| H \|_2\right).
$$

(A.20)

with the conditions on $\gamma$ being: $\gamma \leq \frac{2b}{(b-1)\| H \|_2}, \gamma \leq \frac{2b}{R^2 + (b-1)\| H \|_2}, \gamma \leq \frac{2b}{R^2}$. These are combined using $\gamma \leq \frac{2b}{R^2 + (b-1)\| H \|_2}$. Once this condition is satisfied, the denominator of the second term can be upperbounded by atmo a constant. Next, looking at the numerator of the second term, we see that $\gamma \leq \frac{2b}{R^2 \cdot \| (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma \|_2}$, which allows for the second term to be
upperbounded by $O(\text{Tr }((H_L + H_R)^{-1}\Sigma))$. This is clearly satisfied if $\gamma \leq \frac{2b}{R^2R_m+(b-1)\|H\|_2^2}$. In particular, setting $\gamma$ to be half of this maximum, we have:

$$\text{Tr } (T_b^{-1}\Sigma) \leq \text{Tr } (A) + 2 \text{Tr } ((H_L + H_R)^{-1}\Sigma).$$

Next, for obtaining a sharp bound on $\text{Tr } (A)$, we require comparing $\text{Tr } (\hat{\Sigma}) = \text{Tr } (H_L + H_R - \gamma \cdot \frac{b-1}{b} \cdot H_L H_R)^{-1}\Sigma)$ with $\text{Tr } (\tilde{\Sigma}) = \text{Tr } ((H_L + H_R)^{-1}\Sigma)$. For this, without loss of generality, we can consider $H$ to be diagonal, and this implies that comparing the diagonal elements of $\hat{\Sigma}_ii = \Sigma_{ii}/(2\lambda_i - \gamma \cdot \frac{b-1}{b} \lambda_i^2)$ while $\tilde{\Sigma}_ii = \Sigma_{ii}/2\lambda_i$. Comparing these, we see that

$$\text{Tr } (\hat{\Sigma}) = \text{Tr } (H_L + H_R - \gamma \cdot \frac{b-1}{b} \cdot H_L H_R)^{-1}\Sigma) \leq \frac{1}{1 - \gamma \cdot \frac{b-1}{2b} \|H\|_2^2} \text{Tr } (\hat{\Sigma})$$

$$= \frac{1}{1 - \gamma \cdot \frac{b-1}{2b} \|H\|_2^2} \text{Tr } ((H_L + H_R)^{-1}\Sigma).$$

Noting that $\text{Tr } (A) = \text{Tr } (\hat{\Sigma})$, we see that substituting the above in equation (A.21), we have:

$$\text{Tr } (T_b^{-1}\Sigma) \leq \frac{1}{1 - \gamma \cdot \frac{b-1}{2b} \|H\|_2^2} \text{Tr } ((H_L + H_R)^{-1}\Sigma) + 2 \text{Tr } ((H_L + H_R)^{-1}\Sigma)$$

$$\leq 4 \text{Tr } ((H_L + H_R)^{-1}\Sigma) = 2 \text{Tr } (H^{-1}\Sigma).$$

\[\square\]

**Corollary 29.** Consider the agnostic case of the streaming LSR problem. With $\gamma \leq \frac{7b_{\text{max}}}{2}$, the variance error of the tail-averaged iterate $\overline{w}_{s+1,N}$ is upper bounded as:

$$E \left[ L(\overline{w}_{s+1,N}) \right] - L(w^*) \leq \frac{4}{Nb} \cdot \sigma_{\text{MLE}}^2.$$

**Proof.** The result follows in a straightforward manner by noting that $\gamma \leq \frac{7b_{\text{max}}}{2}$ implying that $\text{Tr } (T_b^{-1}\Sigma) \leq 2 \text{Tr } (H^{-1}\Sigma)$ and by substituting into the result of Lemma 26. \[\square\]

**Corollary 30.** With $\gamma \leq \frac{7b_{\text{max}}}{2}$, $\Sigma = \sigma^2H$ the variance error of the final iterate $w_N^{\text{variance}}$, obtained by running mini-batch SGD for $N$ steps is upper bounded as:

$$E \left[ L(w_N^{\text{variance}}) \right] - L(w^*) \leq \frac{\gamma \sigma^2}{2b} \text{Tr } H.$$
Proof. This follows from the fact that $T_b^{-1} \Sigma \preceq \sigma^2 I$, implying that $H T_b^{-1} \Sigma \preceq \sigma^2 H$ and then applying the trace operator on the result of Lemma 27.

A.5 Main Results

A.5.1 Derivation of Divergent Learning Rate

A necessary condition for the convergence of Stochastic Gradient Updates is $T_b \succeq 0$, and this by definition implies,

$$\langle W, T_b W \rangle \geq 0, \quad W \in S(d)$$

$$\implies 2 \text{Tr} (W H W) - \frac{\gamma}{b} \text{Tr} (W M W) - \gamma \left( b - \frac{1}{b} \right) \text{Tr} (W H W H) \geq 0$$

$$\implies \frac{2}{\gamma} \geq \frac{\text{Tr} (W M W) + (b - 1) \text{Tr} (W H W H)}{b \text{Tr} (W H W)}$$

$$\implies \frac{2}{\gamma_{\text{div}}_{b, \text{max}}} = \sup_{W \in S(d)} \frac{\text{Tr} (W M W) + (b - 1) \text{Tr} (W H W H)}{b \text{Tr} (W H W)}.$$

A.5.2 Proof of Theorem 1

Proof of Theorem 1. The proof of Theorem 1 follows from characterizing bias-variance decomposition for the tail-averaged iterate in section A.2.3 with equation (A.13).

The bias error of the tail-averaged iterate (equation (A.14)) is bounded with Lemma 22

and Lemma 23 in section A.3.

The variance error of the tail-averaged iterate (equation (A.15)) is bounded with Lemma 25, Lemma 26, Lemma 28 and Corollary 29 in Section A.4.

The final expression follows through substituting the result of Lemma 23 and Corollary 29 into equation (A.13), with appropriate parameters of the problem, i.e., with a batch size $b$, number of burn-in iterations $s$, number of tail-averaged iterations $n/b - s$ to provide the claimed excess risk bound of Algorithm 1.
iterations $n/b - s$ to provide the claimed excess risk bound of Algorithm 1:

$$
\mathbb{E} [L(\mathbf{w})] - L(\mathbf{w}^*) \leq \frac{2}{\gamma^2 \mu^2 (\frac{n}{b} - s)^2} \cdot (1 - \gamma \mu)^s \cdot \left( L(\mathbf{w}_0) - L(\mathbf{w}^*) \right) + 4 \cdot \frac{\hat{\sigma}_{\text{MLE}}^2}{b \cdot (\frac{n}{b} - s)}.
$$

\[ \square \]

**A.5.3 Proof of Lemma 4**

**Proof of Lemma 4.** The proof of Lemma 4 follows from characterizing bias-variance decomposition for the final iterate in section A.2.2 with equation (A.8).

The bias error of the final iterate is bounded with Lemma 22 and Lemma 24 in Section A.3.

The variance error of the final iterate is bounded with Lemma 25, Lemma 27, Lemma 28 and Corollary 30 in Section A.4.

The final expression follows through substituting the result of Lemma 24 and Corollary 30 into equation (A.8) with appropriate parameters of the problem, i.e., with a batch size $b$, number of samples $n$ and number of iterations $\lfloor n/b \rfloor$, to provide the claimed excess risk bound:

$$
\mathbb{E} \left[ L(\mathbf{w}_{\lfloor n/b \rfloor}) \right] - L(\mathbf{w}^*) \leq \kappa_b (1 - \gamma \mu)^{\lfloor n/b \rfloor} \left( L(\mathbf{w}_0) - L(\mathbf{w}^*) \right) + \frac{\gamma}{b} \sigma^2 \text{Tr} (\mathbf{H}),
$$

\[ \square \]

**A.5.4 Proof of Theorem 5**

**Proof.** Let $\tilde{L}_e = \mathbb{E}[L(\mathbf{w}_e)] - L(\mathbf{w}^*)$. We will first provide a recursive bound for $\tilde{L}_e$ for $e \leq \log \left( \frac{n}{b \kappa^2} \right) - 1$ using Theorem 1 with a mini-batch size of $b_e = 1 + 2^{e-1} b$, where, $b = b_{\text{thresh}} - 1$, $n_e = b_e \cdot t$, $s = t - 1$:

$$
\tilde{L}_e \leq 2\kappa_{b_e}^2 \exp \left( - \frac{n_e}{b_e \cdot \kappa_{b_e}} \right) \cdot \tilde{L}_{e-1} + 4 \frac{\hat{\sigma}_{\text{MLE}}^2}{b_e} \\
\leq \exp \left( - \frac{n_e}{3b_e \kappa_e \log(\kappa_e)} \right) \cdot \tilde{L}_{e-1} + 4 \frac{\hat{\sigma}_{\text{MLE}}^2}{b_e}.
$$
Next, denote $\kappa = \|H\|_2 / \mu$; now, let us bound $\kappa_{be}$:

$$
\kappa_{be} = \frac{R^2 \cdot d (H_L + H_R)^{-1} \Sigma (H_L + H_R)^{-1} \Sigma + (b_e - 1) \|H\|_2}{b_e \mu}
= \kappa \cdot \frac{b_{thresh} - 1 + b_e - 1}{b_e} = \kappa \cdot \frac{b_{thresh} - 1 + 2^{e-1} (b_{thresh} - 1)}{2^{e-1} (b_{thresh} - 1)}
= \kappa \cdot \frac{1 + 2^{e-1}}{2^{e-1}} \leq 2\kappa.
$$

This implies $\kappa_{be} \log(\kappa_{be}) \leq 4\kappa \log(\kappa)$. This implies, revisiting the recursion on $\tilde{L}_e$, we have:

$$
\tilde{L}_e \leq \exp \left( - \frac{n_e}{12 \kappa_{be} \log(\kappa)} \right) \cdot \tilde{L}_{e-1} + 4 \cdot \frac{\sigma_{MLE}^2}{b_e}
\leq \exp \left( - \frac{t}{12 \kappa \log(\kappa)} \right) \cdot \tilde{L}_{e-1} + 4 \cdot \frac{\sigma_{MLE}^2}{2^{e-1} b}
\leq \exp \left( - \frac{te}{12 \kappa \log(\kappa)} \right) \cdot \tilde{L}_0 + \frac{4 \sigma_{MLE}^2}{b} \cdot \sum_{j=1}^{e} \exp \left( - \frac{t(j-1)}{12 \kappa \log(\kappa)} \right)
\leq \exp \left( - \frac{te}{12 \kappa \log(\kappa)} \right) \cdot \tilde{L}_0 + \frac{12 \sigma_{MLE}^2}{2^e b} \cdot \frac{1/2^{e-1}}{1 - 2 \cdot \exp \left( - \frac{t}{12 \kappa \log(\kappa)} \right)}
\leq \exp \left( - \frac{te}{12 \kappa \log(\kappa)} \right) \cdot \tilde{L}_0 + \frac{12 \sigma_{MLE}^2}{b \cdot 4t} \cdot (4bt) \quad \text{(since } 2^e = n/(4bt))
= \exp \left( - \frac{te}{12 \kappa \log(\kappa)} \right) \cdot \tilde{L}_0 + 48 \cdot \frac{\sigma_{MLE}^2}{n}
\tag{A.22}
$$

Next, for the final epoch, we have $b = n/2t$, $s = t/2$, and a total of $n/2$ samples, implying:

$$
\tilde{L}_{e+1} \leq \frac{2\kappa_b^2}{\left(\frac{t}{2}\right)^2} \cdot \exp \left( - \frac{t}{2\kappa_b} \right) \cdot \tilde{L}_e + 4 \cdot \frac{\sigma_{MLE}^2}{(n/4t)} = \frac{8\kappa_b^2}{t^2} \cdot \exp \left( - \frac{t}{2\kappa_b} \right) \cdot \tilde{L}_e + 16 \cdot \frac{\sigma_{MLE}^2}{n}
\leq \frac{32\kappa^2}{t^2} \cdot \exp \left( - \frac{t}{4\kappa} \right) \cdot \tilde{L}_e + 16 \cdot \frac{\sigma_{MLE}^2}{n} \quad \text{(since } \kappa_b \leq 2\kappa)
\leq \frac{32\kappa^2}{t^2} \cdot \exp \left( - \frac{t}{4\kappa} \right) \cdot \left( \exp \left( - \frac{te}{12 \kappa \log(\kappa)} \right) \cdot \tilde{L}_0 + 48 \cdot \frac{\sigma_{MLE}^2}{n} \right) + 16 \cdot \frac{\sigma_{MLE}^2}{n}
$$
\[
\leq \frac{32\kappa^2}{t^2} \cdot \exp\left(-\frac{t}{4\kappa}\right) \cdot \exp\left(-\frac{t e}{12\kappa \log(\kappa)}\right) \cdot \tilde{L}_0 + 64\kappa \exp\left(-t/4\kappa\right) \cdot \overline{\frac{\sigma^2_{\text{MLE}}}{n}} + 16 \cdot \overline{\frac{\sigma^2_{\text{MLE}}}{n}}
\]
\[
\leq \frac{32\kappa^2}{t^2} \cdot \exp\left(-\frac{t}{4\kappa}\right) \cdot \exp\left(-\frac{t e}{12\kappa \log(\kappa)}\right) \cdot \tilde{L}_0 + 80 \overline{\frac{\sigma^2_{\text{MLE}}}{n}}
\]
\[
\leq \exp\left(-\frac{t(e+1)}{12\kappa \log(\kappa)}\right) \cdot \tilde{L}_0 + 80 \overline{\frac{\sigma^2_{\text{MLE}}}{n}}
\]
\[
= \left(\frac{2bt}{n}\right)^{\frac{t}{12\kappa \log(\kappa)}} \tilde{L}_0 + 80 \cdot \overline{\frac{\sigma^2_{\text{MLE}}}{n}}
\]
which rounds up the proof of the theorem. \(\square\)

### A.5.5 Proof of Theorem 6

**Proof.** For analyzing the parameter mixing scheme, we require tracking the progress of the \(i\)th machine’s SGD updates using its centered estimate \(\eta^{(i)}_k\). Furthermore, the tail-averaged iterate for the \(i\)th machine is represented as \(\bar{\eta}^{(i)} = \frac{1}{N} \sum_{k=s+1}^{s+N} \eta^{(i)}_k\). Finally, the model averaged estimate is represented with its own centered estimate defined as \(\bar{\eta} = \frac{1}{p} \sum_{i=1}^{p} \bar{\eta}^{(i)}\).

Now, in a manner similar to standard mini-batch tail-averaged SGD on a single machine, the model averaged iterate admits its own bias variance decomposition, through which \(\bar{\eta} = \bar{\eta}^{\text{bias}} + \bar{\eta}^{\text{variance}}\) and an upperbound on the excess risk is written as:

\[
E[L(\bar{\eta})] - L(\eta^*) = E \left[ \frac{1}{2} \langle \bar{\eta} - \eta^* \rangle \right] = E \left[ \frac{1}{2} \langle \bar{\eta}^{\text{bias}} , H \bar{\eta}^{\text{bias}} \rangle \right]
\]
\[
\leq E \left[ \langle \bar{\eta}^{\text{bias}} , H \bar{\eta}^{\text{bias}} \rangle \right] + E \left[ \langle \bar{\eta}^{\text{variance}} , H \bar{\eta}^{\text{variance}} \rangle \right]
\]

We will first handle the variance since it is straightforward given that the noise \(\zeta\) is independent for different machines SGD runs. What this implies is the following:

\[
\bar{\eta}^{\text{variance}} = \frac{1}{P} \sum_{i=1}^{P} \eta^{(i),\text{variance}}
\]
\[
\implies E[\bar{\eta}^{\text{variance}} \otimes \bar{\eta}^{\text{variance}}] = \frac{1}{P^2} \sum_{i,j} E[\eta^{(i),\text{variance}} \otimes \eta^{(j),\text{variance}}]
\]
\[
= \frac{1}{P^2} \left( \sum_i E[\eta^{(i),\text{variance}} \otimes \eta^{(i),\text{variance}}] \right)
\]
\[
+ \sum_{i \neq j} \mathbb{E} \left[ \bar{\eta}^{(i)\text{, variance}} \otimes \bar{\eta}^{(j)\text{, variance}} \right] \\
= \frac{1}{P} \mathbb{E} \left[ \bar{\eta}^{(1)\text{, variance}} \otimes \bar{\eta}^{(1)\text{, variance}} \right]. 
\]

(A.24)

Where, the final line follows because \( \forall i \neq j \), the terms are in expectation equal to zero since in expectation each of the noise terms is zero (from first order optimality conditions). The other observation is that the only terms left are \( P \) independent runs of tail-averaged SGD in each of the machine, whose risk is straightforward to bound from Corollary 29. This implies

\[
\langle \mathbf{H}, \mathbb{E} \left[ \bar{\eta}^{\text{variance}} \otimes \eta^{\text{variance}} \right] \rangle \leq \frac{4}{PNb} \cdot \sigma_{\text{MLE}}^2. 
\]

(using Corollary 29) (A.25)

Next, let us consider the bias error:

\[
\bar{\eta}^{\text{bias}} = \frac{1}{P} \sum_{i=1}^{P} \bar{\eta}^{(i)\text{, bias}}
\]

\[
\implies \mathbb{E} \left[ \bar{\eta}^{\text{bias}} \otimes \bar{\eta}^{\text{bias}} \right] = \frac{1}{P^2} \sum_{i,j} \mathbb{E} \left[ \bar{\eta}^{(i)\text{, bias}} \otimes \bar{\eta}^{(j)\text{, bias}} \right]
\]

\[
= \frac{1}{P^2} \left( \sum_{i=1}^{P} \mathbb{E} \left[ \bar{\eta}^{(i)\text{, bias}} \otimes \bar{\eta}^{(i)\text{, bias}} \right] + \sum_{i \neq j} \mathbb{E} \left[ \bar{\eta}^{(i)\text{, bias}} \otimes \bar{\eta}^{(j)\text{, bias}} \right] \right),
\]

(A.26)

which implies that we require bounding \( \forall i \neq j \), \( \mathbb{E} \left[ \bar{\eta}^{(i)\text{, bias}} \otimes \bar{\eta}^{(j)\text{, bias}} \right] \).

\[
\mathbb{E} \left[ \bar{\eta}^{(i)\text{, bias}} \otimes \bar{\eta}^{(j)\text{, bias}} \right] = \frac{1}{N^2} \sum_{k,l=s+1}^{s+N} \mathbb{E} \left[ \bar{\eta}_{k}^{(i)\text{, bias}} \otimes \eta_{l}^{(j)\text{, bias}} \right] = \frac{1}{N^2} \sum_{k,l=s+1}^{s+N} \mathbb{E} \left[ \bar{\eta}_{k}^{(i)\text{, bias}} \right] \otimes \mathbb{E} \left[ \eta_{l}^{(j)\text{, bias}} \right]
\]

\[
= \frac{1}{N^2} \sum_{k,l=s+1}^{s+N} \mathbb{E} \left[ Q_{1:k}^{(i)} \eta_{0} \right] \otimes \mathbb{E} \left[ Q_{1:l}^{(j)} \eta_{0} \right] \quad \text{(from equation (A.5))}
\]

\[
= \frac{1}{N^2} \left( \sum_{k=s+1}^{s+N} (I - \gamma H)^k \right) \eta_{0} \otimes \eta_{0} \left( \sum_{l=s+1}^{s+N} (I - \gamma H)^l \right)
\]

\[
\leq \frac{1}{N^2} \left( \sum_{k=s+1}^{\infty} (I - \gamma H)^k \right) \eta_{0} \otimes \eta_{0} \left( \sum_{l=s+1}^{\infty} (I - \gamma H)^l \right)
\]

\[
= \frac{1}{\gamma^2 N^2} \mathbf{H}^{-1} (I - \gamma H)^{s+1} \eta_{0} \otimes \eta_{0} (I - \gamma H)^{s+1} \mathbf{H}^{-1}.
\]
This implies that,
\[
\mathbb{E} \left[ \eta^{(i),\text{bias}} \otimes \eta^{(j),\text{bias}} \right] \leq \frac{1}{\gamma^2 N^2} \cdot \langle \mathbf{H}, \mathbf{H}^{-1}(\mathbf{I} - \gamma \mathbf{H})^{s+1} \eta_0 \otimes \eta_0 (\mathbf{I} - \gamma \mathbf{H})^{s+1} \mathbf{H}^{-1} \rangle
\]
\[
= \frac{1}{\gamma^2 N^2} \cdot \eta_0^\top (\mathbf{I} - \gamma \mathbf{H})^{s+1} \mathbf{H}^{-1} \mathbf{H}^{-1} (\mathbf{I} - \gamma \mathbf{H})^{s+1} \eta_0
\]
\[
\leq \frac{(1 - \gamma \mu)^{2s+2}}{\mu \gamma^2 N^2} \| \eta_0 \|^2 \leq \frac{(1 - \gamma \mu)^{2s+2}}{\mu \gamma^2 N^2} \cdot \left( L(\mathbf{w}_0) - L(\mathbf{w}^*) \right) . \tag{A.27}
\]
Combining the bound for the cross terms in equation \((A.27)\) and Lemma 23 for the self-terms, we get:
\[
\langle \mathbf{H}, \mathbb{E} \left[ \eta^{\text{bias}} \otimes \eta^{\text{bias}} \right] \rangle \leq \frac{(1 - \gamma \mu)^{s+1}}{\mu^2 \gamma^2 N^2} \cdot \frac{2 + (1 - \gamma \mu)^{s+1} \cdot (P - 1)}{P} \cdot \left( L(\mathbf{w}_0) - L(\mathbf{w}^*) \right) . \tag{A.28}
\]
The proof wraps up by substituting the relation \(N = n/(P \cdot b) - s\) in equations \((A.25)\) and \((A.28)\). \qed

\subsection*{A.5.6 Proof of Lemma 3}

For this problem instance, we begin by noting that \((\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma\) is diagonal as well, with entries:
\[
\{(\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma\}_{ii} = \frac{1}{2} \{(\mathbf{H}^{-1} \Sigma)\}_{ii} = \begin{cases} 
1/2 & \text{if } i = 1 \\
1/2(d - 1) & \text{if } i > 1
\end{cases}
\]
Let us consider the case with batch size \(b = 1\). With the appropriate choice of step size \(\gamma\) that ensure contracting operators, we require considering Tr \((\mathcal{T}_b^{-1} \Sigma)\) as in equation \((A.19)\) which corresponds to bounding the leading order term in the variance. We employ the taylor’s expansion (just as in Claim 2 of Lemma 28) to expand the term of interest \(\mathcal{T}_b^{-1} \Sigma\):
\[
\mathcal{T}_b^{-1} \Sigma = \sum_{i=0}^{\infty} \left( \gamma (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{M} \right)^i (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma
\]
\[
= (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma + \sum_{i=1}^{\infty} \left( \gamma (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{M} \right)^i (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma
\]
\[
\Rightarrow \text{Tr} \mathcal{T}_b^{-1} \Sigma = \text{Tr}(\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma + \sum_{i=1}^{\infty} \text{Tr} \left[ \left( \gamma (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{M} \right)^i (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma \right]
\]
\[ \text{Tr} \mathcal{T}_b^{-1} \Sigma = \frac{1}{2} \text{Tr} \mathbf{H}^{-1} \Sigma + \sum_{i=1}^{\infty} \text{Tr} \left[ \left( \gamma (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{M} \right)^i (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma \right] \]

We observe that the term corresponding to \( i = 0 \) works out regardless of the choice of stepsize \( \gamma \); we then switch our attention to the second term, i.e., the term corresponding to \( i = 1 \):

\[ \text{Tr} \left( \gamma (\mathcal{H}_L + \mathcal{H}_R)^{-1} \mathcal{M} \right) (\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma = \frac{d + 2}{4} \cdot \text{Tr} \left( \Sigma \right) \]

We require that this term should be \( \leq \text{Tr}(\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma \), implying,

\[ \gamma < \frac{4 \text{Tr}(\mathcal{H}_L + \mathcal{H}_R)^{-1} \Sigma}{(d + 2) \text{Tr} \left( \Sigma \right)} \]

For this example, we observe that this yields \( \gamma < \frac{4}{(d + 2)(1 + \frac{1}{d})} \), which clearly is off by a factor \( d \) compared to the well-specified case which requires \( \gamma < \frac{d}{(d + 2)(1 + \frac{1}{d})} \), thus indicating a clear separation between the step sizes required by SGD for the well-specified and mis-specified cases.

\[ \text{A.5.7 Proofs of supporting lemmas} \]

**Proof of Lemma 7**

**Proof of Lemma 7**. We begin by considering \( \langle \mathbf{I}, \mathbb{E} \left[ \eta_t^{\text{bias}} \otimes \eta_t^{\text{bias}} \right] \rangle \):

\[ \langle \mathbf{I}, \mathbb{E} \left[ \eta_t^{\text{bias}} \otimes \eta_t^{\text{bias}} \right] \rangle = \mathbb{E} \left[ \| \eta_t^{\text{bias}} \|^2 \right] \]

\[ = \mathbb{E} \left[ (\eta_{t-1}^{\text{bias}})^\top \left( \mathbf{I} - \frac{\gamma}{b} \sum_{i=1}^{b} \mathbf{x}_{ti} \mathbf{x}_{ti}^\top \right) \left( \mathbf{I} - \frac{\gamma}{b} \sum_{i=1}^{b} \mathbf{x}_{ti} \mathbf{x}_{ti}^\top \right) \eta_{t-1}^{\text{bias}} \right] \]

\[ \leq (1 - \gamma \mu) \cdot \mathbb{E} \left[ \| \eta_{t-1}^{\text{bias}} \|^2 \right] \] (from Lemma 22),

from where the lemma follows through substitution of \( \gamma = \gamma_{b, \text{max}} / 2 \).

**Proof of Lemma 8**

**Proof of Lemma 8**. From equation A.17 we have that:

\[ \Phi_t^{\text{variance}} = \mathbb{E} \left[ \eta_t^{\text{variance}} \otimes \eta_t^{\text{variance}} \right] \]
\begin{equation}
\frac{\gamma^2}{b} \left( \sum_{k=0}^{t-1} (\mathcal{I} - \gamma \mathcal{T}_b)^k \right) \Sigma
\end{equation}

Allowing \( t \to \infty \), we have:

\begin{equation}
\Phi_{\text{variance}} = \frac{\gamma}{b} \mathcal{T}_b^{-1} \Sigma \preceq \frac{\gamma}{b} \cdot \sigma^2 I \quad \text{(from claim 4 in lemma 28 since } \gamma \leq \gamma_{b, \text{max}}/2, \Sigma = \sigma^2 \mathbf{H}).
\end{equation}

Substituting \( \gamma = \gamma_{b, \text{max}}/2 \), the result follows. \qed
Appendix B

APPENDIX: ACCELERATING STOCHASTIC GRADIENT DESCENT (FOR LEAST SQUARES REGRESSION)

B.1 Appendix setup

We will first provide a note on the organization of the appendix and follow that up with introducing the notations.

B.1.1 Organization

- In subsection B.1.2, we will recall notation from the main chapter and introduce some new notation that will be used across the appendix.

- In section B.2, we will write out expressions that characterize the generalization error of the proposed accelerated SGD method. In order to bound the generalization error, we require developing an understanding of two terms namely the bias error and the variance error.

- In section B.3, we prove lemmas that will be used in subsequent sections to prove bounds on the bias and variance error.

- In section B.4, we will bound the bias error of the proposed accelerated stochastic gradient method. In particular, Lemma 12 is the key lemma that provides a new potential function with which this chapter achieves acceleration. Further, Lemma 40 is the lemma that bounds all the terms of the bias error.

- In section B.5, we will bound the variance error of the proposed accelerated stochastic gradient method. In particular, Lemma 14 is the key lemma that considers a stochastic
process view of the proposed accelerated stochastic gradient method and provides a sharp bound on the covariance of the stationary distribution of the iterates. Furthermore, Lemma 44 bounds all terms of the variance error.

- Section B.6 presents the proof of Theorem 9. In particular, this section aggregates the result of Lemma 40 (which bounds all terms of the bias error) and Lemma 44 (which bounds all terms of the variance error) to present the guarantees of Algorithm 3.

B.1.2 Notations

We begin by introducing $\mathcal{M}$, which is the fourth moment tensor of the input $\mathbf{a} \sim \mathcal{D}$, i.e.:

$$
\mathcal{M} \overset{\text{def}}{=} \mathbb{E}_{(\mathbf{a}, \mathbf{b}) \sim \mathcal{D}} [(\mathbf{a} \otimes \mathbf{a} \otimes \mathbf{a} \otimes \mathbf{a})]
$$

Applying the fourth moment tensor $\mathcal{M}$ to any matrix $\mathbf{S} \in \mathbb{R}^{d \times d}$ produces another matrix in $\mathbb{R}^{d \times d}$ that is expressed as:

$$
\mathcal{M}\mathbf{S} \overset{\text{def}}{=} \mathbb{E} [(\mathbf{a}^\top \mathbf{S} \mathbf{a}) \mathbf{a}\mathbf{a}^\top].
$$

With this definition in place, we recall $R^2$ as the smallest number, such that $\mathcal{M}$ applied to the identity matrix $\mathbf{I}$ satisfies:

$$
\mathcal{M}\mathbf{I} = \mathbb{E} [\|\mathbf{a}\|_2^2 \mathbf{a}\mathbf{a}^\top] \preceq R^2 \mathbf{H}
$$

Moreover, we recall that the condition number of the distribution $\kappa = R^2/\mu$, where $\mu$ is the smallest eigenvalue of $\mathbf{H}$. Furthermore, the definition of the statistical condition number $\tilde{\kappa}$ of the distribution follows by applying the fourth moment tensor $\mathcal{M}$ to $\mathbf{H}^{-1}$, i.e.:

$$
\mathcal{M}\mathbf{H}^{-1} = \mathbb{E} [(\mathbf{a}^\top \mathbf{H}^{-1} \mathbf{a}) \cdot \mathbf{a}\mathbf{a}^\top] \preceq \tilde{\kappa} \mathbf{H}
$$

We denote by $\mathcal{A}_L$ and $\mathcal{A}_R$ the left and right multiplication operator of any matrix $\mathbf{A} \in \mathbb{R}^{d \times d}$, i.e. for any matrix $\mathbf{S} \in \mathbb{R}^{d \times d}$, $\mathcal{A}_L\mathbf{S} = \mathbf{A}\mathbf{S}$ and $\mathcal{A}_R\mathbf{S} = \mathbf{S}\mathbf{A}$. 
**Parameter choices:** In all of appendix we choose the parameters in Algorithm 3 as
\[
\alpha = \frac{\sqrt{\kappa}}{c_2 \sqrt{2c_1 - c_1^2} + \sqrt{\kappa}}, \quad \beta = c_3 \frac{2c_1 - c_1^2}{\sqrt{\kappa}}, \quad \gamma = c_2 \frac{2c_1 - c_1^2}{\mu \sqrt{\kappa}}, \quad \delta = \frac{c_1}{R^2}
\]
where \(c_1\) is an arbitrary constant satisfying \(0 < c_1 < \frac{1}{2}\). Furthermore, we note that \(c_3 = \frac{c_2 \sqrt{2c_1 - c_1^2}}{c_1}\), \(c_2 = \frac{c_4}{c_3}\) and \(c_4 < 1/6\). Note that we recover Theorem 9 by choosing \(c_1 = 1/5, c_2 = \sqrt{5}/9, c_3 = \sqrt{5}/3, c_4 = 1/9\). We denote
\[
c \overset{\text{def}}{=} \alpha (1 - \beta) \quad \text{and} \quad q \overset{\text{def}}{=} \alpha \delta + (1 - \alpha) \gamma.
\]
Recall that \(x^*\) denotes unique minimizer of \(P(x)\), i.e. \(x^* = \arg \min_{x \in \mathbb{R}^d} \mathbb{E}_{(a,b) \sim \mathcal{D}} [(b - \langle x, a \rangle)^2]\). We track \(\theta_k = \begin{bmatrix} x_k - x^* \\ y_k - x^* \end{bmatrix}\). The following equation captures the updates of Algorithm 3:
\[
\theta_{k+1} = \begin{bmatrix} 0 & I - \delta \hat{H}_{k+1} \\ -c \cdot I & (1 + c) \cdot I - q \cdot \hat{H}_{k+1} \end{bmatrix} \theta_k + \begin{bmatrix} \delta \cdot \epsilon_{k+1} a_{k+1} \\ q \cdot \epsilon_{k+1} a_{k+1} \end{bmatrix} \\
\overset{\text{def}}{=} \hat{A}_{k+1} \theta_k + \zeta_{k+1},
\]
where, \(\hat{H}_{k+1} \overset{\text{def}}{=} a_{k+1} a_{k+1}^\top; \quad \hat{A}_{k+1} \overset{\text{def}}{=} \begin{bmatrix} 0 & I - \delta \hat{H}_{k+1} \\ -c \cdot I & (1 + c) \cdot I - q \cdot \hat{H}_{k+1} \end{bmatrix}\) and \(\zeta_{k+1} \overset{\text{def}}{=} \begin{bmatrix} \delta \cdot \epsilon_{k+1} a_{k+1} \\ q \cdot \epsilon_{k+1} a_{k+1} \end{bmatrix}\).
Furthermore, we denote by \(\Phi_k\) the expected covariance of \(\theta_k\), i.e.:
\[
\Phi_k \overset{\text{def}}{=} \mathbb{E} [\theta_k \otimes \theta_k]
\]
Next, let \(\mathcal{F}_k\) denote the filtration generated by samples \(\{(a_1, b_1), \cdots, (a_k, b_k)\}\). Then,
\[
A \overset{\text{def}}{=} \mathbb{E} \left[ \hat{A}_{k+1} | \mathcal{F}_k \right] = \begin{bmatrix} 0 & I - \delta H \\ -c I & (1 + c) I - q H \end{bmatrix}.
\]
By iterated conditioning, we also have
\[
\mathbb{E} [\theta_{k+1} | \mathcal{F}_k] = A \theta_k.
\]
Without loss of generality, we assume that $H$ is a diagonal matrix. We now note that we can rearrange the coordinates through an eigenvalue decomposition so that $A$ becomes a block-diagonal matrix with $2 \times 2$ blocks. We denote the $j^{th}$ block by $A_j$:

$$A_j \overset{\text{def}}{=} \begin{bmatrix} 0 & 1 - \delta \lambda_j \\ -c & 1 + c - q \lambda_j \end{bmatrix},$$

where $\lambda_j$ denotes the $j^{th}$ eigenvalue of $H$. Next,

$$B \overset{\text{def}}{=} \mathbb{E} \left[ \hat{A}_{k+1} \otimes \hat{A}_{k+1} | \mathcal{F}_k \right],$$

and

$$\hat{\Sigma} \overset{\text{def}}{=} \mathbb{E} \left[ \zeta_{k+1} \otimes \zeta_{k+1} | \mathcal{F}_k \right] = \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes \Sigma \preceq \sigma^2 \cdot \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H.$$

Finally, we observe the following:

$$\mathbb{E} \left[ (A - \hat{A}_{k+1}) \otimes (A - \hat{A}_{k+1}) | \mathcal{F}_k \right] = A \otimes A - \mathbb{E} \left[ \hat{A}_{k+1} \otimes A | \mathcal{F}_k \right] - \mathbb{E} \left[ \hat{A}_{k+1} \otimes \hat{A}_{k+1} | \mathcal{F}_k \right] + \mathbb{E} \left[ \hat{A}_{k+1} \otimes \hat{A}_{k+1} | \mathcal{F}_k \right]$$

$$\implies \mathbb{E} \left[ \hat{A}_{k+1} \otimes \hat{A}_{k+1} | \mathcal{F}_k \right] = \mathbb{E} \left[ (A - \hat{A}_{k+1}) \otimes (A - \hat{A}_{k+1}) | \mathcal{F}_k \right] + A \otimes A$$

We now define:

$$\mathcal{R} \overset{\text{def}}{=} \mathbb{E} \left[ (A - \hat{A}_{k+1}) \otimes (A - \hat{A}_{k+1}) | \mathcal{F}_k \right],$$

and

$$\mathcal{D} \overset{\text{def}}{=} A \otimes A.$$

Thus implying the following relation between the operators $B, D$ and $R$:

$$B = D + R.$$ 

**B.2 The Tail-Average Iterate: Covariance and bias-variance decomposition**

We begin by considering the first-order Markovian recursion as defined by equation (B.1):

$$\theta_j = \hat{A}_j \theta_{j-1} + \zeta_j.$$
We refer by $\Phi_j$ the covariance of the $j^{th}$ iterate, i.e.:

$$\Phi_j \overset{\text{def}}{=} E[\theta_j \otimes \theta_j]$$  \hspace{1cm} (B.3)

Consider a decomposition of $\theta_j$ as $\theta_j = \theta_j^{\text{bias}} + \theta_j^{\text{variance}}$, where $\theta_j^{\text{bias}}$ and $\theta_j^{\text{variance}}$ are defined as follows:

$$\theta_j^{\text{bias}} \overset{\text{def}}{=} \hat{A}_j \theta_{j-1}^{\text{bias}}, \quad \theta_0^{\text{bias}} = \theta_0, \text{ and}$$  \hspace{1cm} (B.4)

$$\theta_j^{\text{variance}} \overset{\text{def}}{=} \hat{A}_j \theta_{j-1}^{\text{variance}} + \zeta_j, \quad \theta_0^{\text{variance}} = 0.$$  \hspace{1cm} (B.5)

We note that

$$E[\theta_j^{\text{bias}}] = A E[\theta_{j-1}^{\text{bias}}],$$  \hspace{1cm} (B.6)

$$E[\theta_j^{\text{variance}}] = A E[\theta_{j-1}^{\text{variance}}].$$  \hspace{1cm} (B.7)

Note equation (B.7) follows using a conditional expectation argument with the fact that $E[\zeta_k] = 0 \forall \ k$ owing to first order optimality conditions.

Before we prove the decomposition holds using an inductive argument, let us understand what the bias and variance sub-problem intuitively mean.

Note that the bias sub-problem (defined by equation (B.4)) refers to running algorithm on the noiseless problem (i.e., where, $\zeta. = 0 \ a.s.$) by starting it at $\theta_0^{\text{bias}} = \theta_0$. The bias essentially measures the dependence of the generalization error on the excess risk of the initial point $\theta_0$ and bears similarities to convergence rates studied in the context of offline optimization.

The variance sub-problem (defined by equation (B.5)) measures the dependence of the generalization error on the noise introduced during the course of optimization, and this is associated with the statistical aspects of the optimization problem. The variance can be understood as starting the algorithm at the solution ($\theta_0^{\text{variance}} = 0$) and running the optimization driven solely by noise. Note that the variance is associated with sharp statistical lower bounds which dictate its rate of decay as a function of the number of oracle calls $n$. 


Now, we will prove that the decomposition $\theta_j = \theta_j^{\text{bias}} + \theta_j^{\text{variance}}$ captures the recursion expressed in equation (B.1) through induction. For the base case $j = 1$, we see that

$$\theta_1 = \hat{A}_1 \theta_0 + \zeta_1$$

$$= \hat{A}_1 \theta_0^{\text{bias}} + \hat{A}_1 \theta_0^{\text{variance}} + \zeta_1$$

$$\therefore \theta_0^{\text{bias}} = \theta_0, \therefore \theta_0^{\text{variance}} = 0$$

$$= \theta_1^{\text{bias}} + \theta_1^{\text{variance}}$$

Now, for the inductive step, let us assume that the decomposition holds in the $(j-1)^{\text{st}}$ iteration, i.e. we assume $\theta_{j-1} = \theta_{j-1}^{\text{bias}} + \theta_{j-1}^{\text{variance}}$. We will then prove that this relation holds in the $j^{\text{th}}$ iteration. Towards this, we will write the recursion:

$$\theta_j = \hat{A}_j \theta_{j-1} + \zeta_j$$

$$= \hat{A}_j (\theta_{j-1}^{\text{bias}} + \theta_{j-1}^{\text{variance}}) + \zeta_j \quad \text{(using the inductive hypothesis)}$$

$$= \hat{A}_j \theta_{j-1}^{\text{bias}} + \hat{A}_j \theta_{j-1}^{\text{variance}} + \zeta_j$$

$$= \theta_j^{\text{bias}} + \theta_j^{\text{variance}}.$$  

This proves the decomposition holds through a straightforward inductive argument.

In a similar manner as $\theta_j$, the tail-averaged iterate $\bar{\theta}_{t,n} \overset{\text{def}}{=} \frac{1}{n-t} \sum_{j=t+1}^{n} \theta_j$ can also be written as $\bar{\theta}_{t,n} = \bar{\theta}_t^{\text{bias}} + \bar{\theta}_t^{\text{variance}}$, where $\bar{\theta}_t^{\text{bias}} \overset{\text{def}}{=} \frac{1}{n-t} \sum_{j=t+1}^{n} \theta_j^{\text{bias}}$ and $\bar{\theta}_t^{\text{variance}} \overset{\text{def}}{=} \frac{1}{n-t} \sum_{j=t+1}^{n} \theta_j^{\text{variance}}$. Furthermore, the tail-averaged iterate $\bar{\theta}_{t,n}$ and its bias and variance counterparts $\bar{\theta}_t^{\text{bias}}, \bar{\theta}_t^{\text{variance}}$ are associated with their corresponding covariance matrices $\bar{\Phi}_{t,n}, \bar{\Phi}_t^{\text{bias}}, \bar{\Phi}_t^{\text{variance}}$ respectively. Note that $\bar{\Phi}_{t,n}$ can be upper bounded using Cauchy-Shwartz inequality as:

$$\mathbb{E} \left[ \bar{\theta}_{t,n} \otimes \bar{\theta}_{t,n} \right] \preceq 2 \cdot \left( \mathbb{E} \left[ \bar{\theta}_t^{\text{bias}} \otimes \bar{\theta}_t^{\text{bias}} \right] + \mathbb{E} \left[ \bar{\theta}_t^{\text{variance}} \otimes \bar{\theta}_t^{\text{variance}} \right] \right)$$

$$\implies \bar{\Phi}_{t,n} \preceq 2 \cdot (\bar{\Phi}_t^{\text{bias}} + \bar{\Phi}_t^{\text{variance}}). \quad \text{(B.8)}$$

The above inequality is referred to as the bias-variance decomposition and is well known from previous work \cite{35, 55}, and we re-derive this decomposition for the sake of completeness.
We will now derive an expression for the covariance of the tail-averaged iterate and apply it to obtain the covariance of the bias \( \Phi_{t,n}^{\text{bias}} \) and variance \( \Phi_{t,n}^{\text{variance}} \) error of the tail-averaged iterate.

### B.2.1 The tail-averaged iterate and its covariance

We begin by writing out an expression for the tail-averaged iterate \( \bar{\theta}_{t,n} \):

\[
\bar{\theta}_{t,n} = \frac{1}{n - t} \sum_{j=t+1}^{n} \theta_j
\]

To get the excess risk of the tail-averaged iterate \( \bar{\theta}_{t,n} \), we track its covariance \( \Phi_{t,n} \):

\[
\Phi_{t,n} = \mathbb{E}[\theta_{t,n} \otimes \theta_{t,n}]
\]

\[
= \frac{1}{(n - t)^2} \sum_{j,l=t+1}^{n} \mathbb{E}[\theta_j \otimes \theta_l]
\]

\[
= \frac{1}{(n - t)^2} \sum_{j} \left( \sum_{l=t+1}^{j-1} \mathbb{E}[\theta_l \otimes \theta_l] + \mathbb{E}[\theta_j \otimes \theta_j] + \sum_{l=j+1}^{n} \mathbb{E}[\theta_j \otimes \theta_l] \right)
\]

\[
= \frac{1}{(n - t)^2} \sum_{j} \left( \sum_{l=t+1}^{j-1} \mathbb{A}^{j-l} \mathbb{E}[\theta_l \otimes \theta_l] + \mathbb{E}[\theta_j \otimes \theta_j] + \sum_{l=j+1}^{n} \mathbb{E}[\theta_j \otimes \theta_l] (\mathbb{A}^T)^{l-j} \right) \quad \text{(from B.2)}
\]

\[
= \left( \sum_{j=t+1}^{n} \sum_{l=j+1}^{n} \mathbb{A}^{j-l} \mathbb{E}[\theta_j \otimes \theta_l] + \sum_{j=t+1}^{n} \mathbb{E}[\theta_j \otimes \theta_j] + \sum_{j=t+1}^{n} \sum_{l=j+1}^{n} \mathbb{E}[\theta_j \otimes \theta_l] (\mathbb{A}^T)^{l-j} \right) / (n - t)^2
\]

\[
= \left( \sum_{j=t+1}^{n} \sum_{l=j+1}^{n} \mathbb{A}^{j-l} \mathbb{E}[\theta_j \otimes \theta_l] + \sum_{j=t+1}^{n} \mathbb{E}[\theta_j \otimes \theta_j] + \sum_{j=t+1}^{n} \sum_{l=j+1}^{n} \mathbb{E}[\theta_j \otimes \theta_l] (\mathbb{A}^T)^{l-j} \right) / (n - t)^2
\]

\[
= \frac{1}{(n - t)^2} \left( \sum_{j=t+1}^{n} (\mathbb{I} - \mathbb{A})^{-1}(\mathbb{A} - \mathbb{A}^{n+1-j}) \mathbb{E}[\theta_j \otimes \theta_j] + \sum_{j=t+1}^{n} \mathbb{E}[\theta_j \otimes \theta_j] + \sum_{j=t+1}^{n} \mathbb{E}[\theta_j \otimes \theta_l] (\mathbb{I} - \mathbb{A}^T)^{-1}(\mathbb{A}^T - (\mathbb{A}^T)^{n+1-j}) \right)
\]

\[
= \sum_{j=t+1}^{n} \left( \mathbb{I} + (\mathbb{I} - \mathbb{A}_L)^{-1}(\mathbb{A}_L - \mathbb{A}_L^{n+1-j}) + (\mathbb{I} - \mathbb{A}_R^T)^{-1}(\mathbb{A}_R^T - (\mathbb{A}_R^T)^{n+1-j}) \right) \mathbb{E}[\theta_j \otimes \theta_j] / (n - t)^2
\]

\[
= \frac{1}{(n - t)^2} \sum_{j=t+1}^{n} \left( \mathbb{I} + (\mathbb{I} - \mathbb{A}_L)^{-1}(\mathbb{A}_L - \mathbb{A}_L^{n+1-j}) + (\mathbb{I} - \mathbb{A}_R^T)^{-1}(\mathbb{A}_R^T - (\mathbb{A}_R^T)^{n+1-j}) \right) \Phi_j.
\]

(B.9)
Note that the above recursion can be applied to obtain the covariance of the tail-averaged iterate for the bias ($\Phi^\text{bias}_{t,n}$) and variance ($\Phi^\text{variance}_{t,n}$) error, since the conditional expectation arguments employed in obtaining equation (B.9) are satisfied by both the recursion used in tracking the bias error (i.e. equation (B.4)) and the variance error (i.e. equation (B.5)). This implies that,

$$
\Phi^\text{bias}_{t,n} \overset{\text{def}}{=} \sum_{j=t+1}^{n} \left( I + (I - A_L)^{-1}(A_L - A_L^{n+1-j}) + (I - A_R^T)^{-1}(A_R^T - (A_R^T)^{n+1-j}) \right) \frac{\Phi^\text{bias}_j}{(n-t)^2}
$$

(B.10)

$$
\Phi^\text{variance}_{t,n} \overset{\text{def}}{=} \sum_{j=t+1}^{n} \left( I + (I - A_L)^{-1}(A_L - A_L^{n+1-j}) + (I - A_R^T)^{-1}(A_R^T - (A_R^T)^{n+1-j}) \right) \frac{\Phi^\text{variance}_j}{(n-t)^2}
$$

(B.11)

### B.2.2 Covariance of Bias error of the tail-averaged iterate

**Proof of Lemma 11.** To obtain the covariance of the bias error of the tail-averaged iterate, we first need to obtain $\Phi^\text{bias}_j$, which we will by unrolling the recursion of equation (B.4):

$$
\theta^\text{bias}_k = \hat{A}_k \theta^\text{bias}_{k-1}
$$

$$
\Rightarrow \Phi^\text{bias}_k = \mathbb{E}\left[ \theta^\text{bias}_k \otimes \theta^\text{bias}_k \right]
$$

$$
= \mathbb{E}\left[ \mathbb{E}\left[ \theta^\text{bias}_k \otimes \theta^\text{bias}_k | \mathcal{F}_{k-1} \right] \right]
$$

$$
= \mathbb{E}\left[ \mathbb{E}\left[ \hat{A}_k \theta^\text{bias}_{k-1} \otimes \theta^\text{bias}_{k-1} | \mathcal{F}_{k-1} \right] \right]
$$

$$
= \mathbb{B} \mathbb{E}\left[ \theta^\text{bias}_{k-1} \otimes \theta^\text{bias}_{k-1} \right] = \mathbb{B} \Phi^\text{bias}_{k-1}
$$

$$
\Rightarrow \Phi^\text{bias}_k = \mathbb{B}^k \Phi^\text{bias}_0
$$

(B.12)

Next, we recount the equation for the covariance of the bias of the tail-averaged iterate from equation (B.10):

$$
\Phi^\text{bias}_{t,n} = \sum_{j=t+1}^{n} \left( I + (I - A_L)^{-1}(A_L - A_L^{n+1-j}) + (I - A_R^T)^{-1}(A_R^T - (A_R^T)^{n+1-j}) \right) \frac{\Phi^\text{bias}_j}{(n-t)^2}
$$
Now, we substitute $\Phi^\text{bias}_j$ from equation (B.12):

$$\Phi^\text{bias}_{t,n} = \sum_{j=t+1}^{n} \left( I + (I - A_L)^{-1} (A_L - A_L^{n+1-j}) + (I - A_R^T)^{-1} (A_R - A_R^{n+1-j}) \right) \frac{B^j \Phi_{0}}{(n-t)^2}$$

$$= \frac{1}{(n-t)^2} \sum_{j=t+1}^{n} \left( I + (I - A_L)^{-1} A_L + (I - A_R^T)^{-1} A_R^T \right) B^j \Phi_{0}$$

$$- \frac{1}{(n-t)^2} \sum_{j=t+1}^{n} \left( (I - A_L)^{-1} A_L^{n+1-j} + (I - A_R^T)^{-1} (A_R^T)^{n+1-j} \right) B^j \Phi_{0}$$

$$= \frac{1}{(n-t)^2} \left( I + (I - A_L)^{-1} A_L + (I - A_R^T)^{-1} A_R^T \right) (I - B)^{-1} (B^{t+1} - B^{n+1}) \Phi_{0}$$

Leading order term

$$- \frac{1}{(n-t)^2} \sum_{j=t+1}^{n} \left( (I - A_L)^{-1} A_L^{n+1-j} + (I - A_R^T)^{-1} (A_R^T)^{n+1-j} \right) B^j \Phi_{0}.$$  \hspace{1cm} \text{(B.13)}

There are two points to note here: (a) The second line consists of terms that constitute the lower-order terms of the bias. We will bound the summation by taking a supremum over $j$. (b) Note that the burn-in phase consisting of $t$ unaveraged iterations allows for a geometric decay of the bias, followed by the tail-averaged phase that allows for a sublinear rate of bias decay.

\[ \Box \]

**B.2.3 Covariance of Variance error of the tail-averaged iterate**

**Proof of Lemma 13** Before obtaining the covariance of the tail-averaged iterate, we note that $E[\theta_j^{\text{variance}}] = 0 \ \forall \ j$. This can be easily seen since $\theta_0^{\text{variance}} = 0$ and $E[\theta_k^{\text{variance}}] = A E[\theta_{k-1}^{\text{variance}}]$ (from equation (B.7)).

Next, in order to obtain the covariance of the variance of the tail-averaged iterate, we first need to obtain $\Phi_j^{\text{variance}}$, and we will obtain this by unrolling the recursion of equation (B.5):

$$\theta_k^{\text{variance}} = \hat{A}_k \theta_{k-1}^{\text{variance}} + \zeta_k$$

$$\implies \Phi_k^{\text{variance}} = E[\theta_k^{\text{variance}} \otimes \theta_k^{\text{variance}}]$$

$$= E\left[ E\left[ \theta_k^{\text{variance}} \otimes \theta_k^{\text{variance}} | \mathcal{F}_{k-1} \right] \right]$$

$$= E\left[ E\left[ \hat{A}_k \theta_{k-1}^{\text{variance}} \otimes \theta_k^{\text{variance}} | \mathcal{F}_{k-1} \right] \right]$$

$$= E\left[ E\left[ \hat{A}_k \theta_{k-1}^{\text{variance}} \otimes \theta_k^{\text{variance}} | \mathcal{F}_{k-1} \right] \right]$$
\[ B \mathbb{E} [\theta_{k-1}^{\text{variance}} \otimes \theta_{k-1}^{\text{variance}}] + \hat{\Sigma} = B \Phi_{k-1}^{\text{variance}} + \hat{\Sigma} \]

\[ \implies \Phi_{k}^{\text{variance}} = \sum_{j=0}^{k-1} B^j \hat{\Sigma} \]

\[ = (I - B)^{-1}(I - B^k)\hat{\Sigma} \quad \text{(B.14)} \]

Note that the cross terms in the outer product computations vanish owing to the fact that \( \mathbb{E} [\theta_{k-1}^{\text{variance}}] = 0 \ \forall \ k \). We then recount the expression for the covariance of the variance error from equation (B.11):

\[ \Phi_{t,n}^{\text{variance}} = \sum_{j=t+1}^{n} \left( I + (I - A_L)^{-1}(A_L - A_L^{n+1-j}) + (I - A_R^T)^{-1}(A_R^T - (A_R^T)^{n+1-j}) \right) \frac{\Phi_j^{\text{variance}}}{(n-t)^2} \]

We will substitute the expression for \( \Phi_j^{\text{variance}} \) from equation (B.14).

\[ \Phi_{t,n}^{\text{variance}} = \frac{1}{(n-t)^2} \sum_{j=t+1}^{n} \left( I + (I - A_L)^{-1}(A_L - A_L^{n+1-j}) + (I - A_R^T)^{-1}(A_R^T - (A_R^T)^{n+1-j}) \right) (I - B)^{-1}(I - B^j)\hat{\Sigma} \]

Evaluating this summation, we have:

\[ \Phi_{t,n}^{\text{variance}} = \frac{1}{n-t} (I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T)(I - B)^{-1}\hat{\Sigma} \]

\[ - \frac{1}{(n-t)^2} \left( (I - A_L)^{-2}(A_L - A_L^{n+1-t}) + (I - A_R^T)^{-2}(A_R^T - (A_R^T)^{n+1-t}) \right) (I - B)^{-1}\hat{\Sigma} \]

\[ - \frac{1}{(n-t)^2} \left( I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T \right) (I - B)^{-2} (B^{t+1} - B^{n+1})\hat{\Sigma} \]

\[ + \frac{1}{(n-t)^2} \sum_{j=t+1}^{n} \left( (I - A_L)^{-1}A_L^{n+1-j} + (I - A_R^T)^{-1}(A_R^T)^{n+1-j} \right) (I - B)^{-1}B^j\hat{\Sigma} \]

\[ \text{(B.15)} \]

Equations (B.8), (B.13), (B.15) wrap up the proof of Lemmas 11, 13.
The parameter error of the (tail-)averaged iterate can be obtained using a trace operator \( \langle \cdot, \cdot \rangle \) to the tail-averaged iterate’s covariance \( \Phi_{t,n} \) with the matrix \( \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} \), i.e.

\[
\| \bar{x}_{t,n} - x^* \|_2^2 = \langle \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix}, \Phi_{t,n} \rangle
\]

In order to obtain the function error, we note the following taylor expansion of the function \( P(\cdot) \) around the minimizer \( x^* \):

\[
P(x) = P(x^*) + \frac{1}{2} \| x - x^* \|_2^2 P''(x^*)
\]

\[
= P(x^*) + \frac{1}{2} \| x - x^* \|_H^2
\]

This implies the excess risk can be obtained as:

\[
P(\bar{x}_{t,n}) - P(x^*) = \frac{1}{2} \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \Phi_{t,n} \rangle
\]

\[
\leq \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \Phi_{t,n}^{\text{bias}} \rangle + \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \Phi_{t,n}^{\text{variance}} \rangle
\]

### B.3 Useful lemmas

In this section, we will state and prove some useful lemmas that will be helpful in the later sections.

**Lemma 31.**

\[
(I - A^\top)^{-1} \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} = \frac{1}{q - cd} \begin{bmatrix} -(cI - qH) & 0 \\ (I - \delta H) & 0 \end{bmatrix}
\]

**Proof.** Since we assumed that \( H \) is a diagonal matrix (without loss of generality), we note that \( A \) is a block diagonal matrix after a rearrangement of the co-ordinates (via an eigenvalue decomposition).
In particular, by considering the $j^{th}$ block (denoted by $A_j$ corresponding to the $j^{th}$ eigenvalue $\lambda_j$ of $H$), we have:

$$I - A_j^\top = \begin{bmatrix} 1 & c \\ -(1 - \delta \lambda_j) & -(c - q \lambda_j) \end{bmatrix}$$

Implying that the determinant $|I - A_j^\top| = (q - c\delta)\lambda_j$, using which:

$$(I - A_j^\top)^{-1} = \frac{1}{(q - c\delta)\lambda_j} \begin{bmatrix} -(c - q\lambda_j) & -c \\ 1 - \delta \lambda_j & 1 \end{bmatrix}$$

(B.16)

Thus,

$$(I - A_j^\top)^{-1} \begin{bmatrix} \lambda_j & 0 \\ 0 & 0 \end{bmatrix} = \frac{1}{q - c\delta} \begin{bmatrix} -(c - q\lambda_j) & 0 \\ 1 - \delta \lambda_j & 0 \end{bmatrix}$$

Accumulating the results of each of the blocks and by rearranging the co-ordinates, the result follows.

**Lemma 32.**

$$(I - A^\top)^{-1} \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} (I - A)^{-1} = \frac{1}{(q - c\delta)^2} \left( \bigotimes_2 \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix} \right)$$

Proof. In a similar manner as in Lemma 31, we decompose the computation into each of the eigen-directions and subsequently re-arrange the results. In particular, we note:

$$(I - A_j)^{-1} = \frac{1}{(q - c\delta)\lambda_j} \begin{bmatrix} -(c - q\lambda_j) & (1 - \delta \lambda_j) \\ -c & 1 \end{bmatrix}$$

Multiplying the above with the result of Lemma 31, we have:

$$(I - A_j^\top)^{-1} \begin{bmatrix} \lambda_j & 0 \\ 0 & 0 \end{bmatrix} (I - A_j)^{-1} = \frac{1}{(q - c\delta)^2} \left( \bigotimes_2 \begin{bmatrix} -(c - q\lambda_j)\lambda_j^{-1/2} \\ (1 - \delta \lambda_j)\lambda_j^{-1/2} \end{bmatrix} \right)$$

From which the statement of the lemma follows through a simple re-arrangement.
Lemma 33.

\[
(I - A^\top)^{-2} A^\top \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} = \frac{1}{(q - c\delta)^2} \begin{bmatrix} H^{-1}(-c(1 - c)I - cqH)(I - \delta H) & 0 \\ H^{-1}((1 - c)I - c\delta H)(I - \delta H) & 0 \end{bmatrix}
\]

Proof. In a similar argument as in previous two lemmas, we analyze the expression in each eigendirection of \( H \) through a rearrangement of the co-ordinates. Utilizing the expression of \( I - A^\top_j \) from equation (B.16), we get:

\[
(I - A^\top_j)^{-1} A^\top_j \begin{bmatrix} \lambda_j & 0 \\ 0 & 0 \end{bmatrix} = \frac{1}{(q - c\delta)} \begin{bmatrix} -c(1 - \delta\lambda_j) & 0 \\ (1 - \delta\lambda_j) & 0 \end{bmatrix}
\]

thus implying:

\[
(I - A^\top_j)^{-2} A^\top_j \begin{bmatrix} \lambda_j & 0 \\ 0 & 0 \end{bmatrix} = \frac{(1 - \delta\lambda_j)}{(q - c\delta)^2\lambda_j} \begin{bmatrix} -c(1 - c) - cq\lambda_j & 0 \\ (1 - c) - c\delta\lambda_j & 0 \end{bmatrix}
\]

Rearranging the co-ordinates, the statement of the lemma follows.

Lemma 34. The matrix \( A \) satisfies the following properties:

1. Eigenvalues \( q \) of \( A \) satisfy \(|q| \leq \sqrt{\alpha}\), and

2. \( \|A^k\|_2 \leq 3\sqrt{2} \cdot k \cdot \alpha^{\frac{k-1}{2}} \) \( \forall \ k \geq 1 \).

Proof. Since the matrix is block-diagonal with 2 \( \times \) 2 blocks, after a rearranging the coordinates, we will restrict ourselves to bounding the eigenvalues and eigenvectors of each of these 2 \( \times \) 2 blocks. Combining the results for different blocks then proves the lemma. Recall that \( A_j = \begin{bmatrix} 0 & 1 - \delta\lambda_j \\ -c & 1 + c - q\lambda_j \end{bmatrix} \).

Part I: Let us first prove the statement about the eigenvalues of \( A \). There are two scenarios here:

1. Complex eigenvalues: In this case, both eigenvalues of \( A_j \) have the same magnitude which is given by \( \sqrt{\det(A_j)} = \sqrt{c(1 - \delta\lambda_j)} \leq \sqrt{c} \leq \sqrt{\alpha} \).
2. **Real eigenvalues:** Let $q_1$ and $q_2$ be the two real eigenvalues of $A_j$. We know that $q_1 + q_2 = \text{Tr}(A_j) = 1 + c - q\lambda_j > 0$ and $q_1 \cdot q_2 = \det(A_j) > 0$. This means that $q_1 > 0$ and $q_2 > 0$. Now, consider the matrix $G_j \overset{\text{def}}{=} (1 - \beta)I - A_j = \begin{bmatrix} (1 - \beta) & -1 + \delta \lambda_j \\ c & -1 + (1 - \beta)(1 - \alpha) + q\lambda_j \end{bmatrix}$. We see that $((1 - \beta) - q_1)((1 - \beta) - q_2) = \det(G_j) = (1 - \beta)(1 - \alpha)(1 - \beta - 1) + (1 - \beta)(q - \alpha \delta) \lambda_j = (1 - \beta)(1 - \alpha)(\gamma \lambda_j - \beta) \geq 0$. This means that there are two possibilities: either $q_1, q_2 \geq (1 - \beta)$ or $q_1, q_2 \leq (1 - \beta)$. If the second condition is true, then we are done. If not, if $q_1, q_2 \geq (1 - \beta)$, then $\max_i q_i = \frac{\det(A_j)}{\min_i q_i} \leq c(1 - \delta \lambda_j)(1 - \beta) \leq \alpha(1 - \delta \lambda_j)$. Since $\sqrt{\alpha} \geq \alpha \geq 1 - \beta$, this proves the first part of the lemma.

**Part II:** Let $A_j = VQV^T$ be the Schur decomposition of $A_j$ where $Q = \begin{bmatrix} q_1 & q \\ 0 & q_2 \end{bmatrix}$ is an upper triangular matrix with eigenvalues $q_1$ and $q_2$ of $A_j$ on the diagonal and $V$ is a unitary matrix i.e., $VV^T = V^TV = I$. We first observe that $|q| \leq \|Q\|_2 \overset{(\zeta_1)}{=} \|A_j\|_2 \leq \|A_j\|_F \leq \sqrt{6}$, where $\zeta_1$ follows from the fact that $V$ is a unitary matrix. $V$ being unitary also implies that $A_j^k = VQ^kV^T$. On the other hand, a simple proof via induction tells us that $Q^k = \begin{bmatrix} q_1^k & q \left(\sum_{\ell=1}^{k-1} q_1^{k-\ell} q_2^{\ell}\right) \\ 0 & q_2^k \end{bmatrix}$.

So, we have $\|A_j^k\|_2 = \|Q^k\|_2 \leq \|Q^k\|_F \leq \sqrt{3}k|q| \max\left(|q_1|^{k-1}, |q_2|^{k-1}\right) \leq 3\sqrt{2} \cdot k \cdot \alpha^{k-1}$, where we used $|q| \leq \sqrt{6}$ and $\max\left(|q_1|, |q_2|\right) \leq \sqrt{\alpha}$.

Finally, we state and prove the following lemma which is a relation between left and right multiplication operators.

**Lemma 35.** Let $A$ be any matrix with $A_L = A \otimes I$ and $A_R = I \otimes A$ representing its left and right multiplication operators. Then, the following expression holds:

$$\left(I + (I - A_L)^{-1}A_L + (I - A_R^{\top})^{-1}A_R^{\top}\right)(I - A_L A_R^{\top})^{-1} = (I - A_L)^{-1}(I - A_R^{\top})^{-1}$$
Proof. Let us assume that \( A \) can be written in terms of its eigen decomposition as \( A = V \Lambda V^{-1} \). Then the first claim is that \( I, A_L, A_R \) are diagonalized by the same basis consisting of the eigenvectors of \( A \), i.e. in particular, the matrix of eigenvectors of \( I, A_L, A_R \) can be written as \( V \otimes V \). In particular, this implies, \( \forall i, j \in \{1, 2, ..., d\} \times \{1, 2, ..., d\} \), we have, applying \( v_i \otimes v_j \) to the LHS, we have:

\[
\left( I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T \right) (I - A_L A_R^T)^{-1} v_i \otimes v_j
\]

\[
= (1 - \lambda_i \lambda_j)^{-1} \left( I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T \right) v_i \otimes v_j
\]

\[
= (1 + \lambda_i (1 - \lambda_i)^{-1} + \lambda_j (1 - \lambda_j)^{-1}) \cdot (1 - \lambda_i \lambda_j)^{-1} v_i \otimes v_j
\]

Applying \( v_i \otimes v_j \) to the RHS, we have:

\[
(I - A_L)^{-1} (I - A_R^T)^{-1} v_i \otimes v_j
\]

\[
= (1 - \lambda_i)^{-1} (1 - \lambda_j)^{-1} v_i \otimes v_j
\]

The next claim is that for any scalars (real/complex) \( x, y \neq 1 \), the following statement holds implying the statement of the lemma:

\[
(1 + (1 - x)^{-1} x + (1 - y)^{-1} y) \cdot (1 - xy)^{-1} = (1 - x)^{-1} (1 - y)^{-1}
\]

\( \square \)

Lemma 36. Recall the matrix \( G \) defined as \( G \) def \[
\begin{pmatrix}
I & -\alpha I \\
0 & 1 - \alpha \\
-\alpha & 0 \\
\end{pmatrix}
\]

The condition number of \( G \), \( \kappa(G) \) satisfies \( \kappa(G) \leq \frac{4 \kappa}{\sqrt{1 - \alpha}} \).

Proof. Since the above matrix is block-diagonal after a rearrangement of coordinates, it suffices to compute the smallest and largest singular values of each block. Let \( \lambda_i \) be the \( i^{th} \) eigenvalue of \( H \). Let \( C \) def \[
\begin{pmatrix}
1 & 0 \\
-\alpha & 1 - \alpha \\
\end{pmatrix}
\]

and consider the matrix \( G_i \) def \[
\begin{pmatrix}
1 & 0 \\
0 & \mu \\
\end{pmatrix}
\]

The largest eigenvalue of \( G_i \) is at most \( \sigma_{\text{max}}(C)^2 \), while the smallest eigenvalue, \( \sigma_{\text{min}}(G_i) \) is at least \( \frac{\mu}{\lambda_i} \cdot \sigma_{\text{min}}(C)^2 \). We obtain the following bounds on \( \sigma_{\text{min}}(C) \) and \( \sigma_{\text{max}}(C) \).

\[
\sigma_{\text{max}}(C) \leq \|C\|_F \leq \frac{2}{\sqrt{1 - \alpha}^2} \quad (\because \alpha \leq 1)
\]
\[
\sigma_{\min}(C) \geq \frac{\sqrt{\det(CC^\top)}}{\|C\|_F} \geq \frac{1}{2},
\]
\[
(\because \det(CC^\top) = \sigma_{\max}(C)^2 \sigma_{\min}(C)^2)
\]

where we used the computation that \(\det(CC^\top) = \frac{1}{1-\alpha}\). This means that \(\sigma_{\min}(G_i) \geq \frac{\mu}{2\lambda_i}\)
and \(\sigma_{\max}(G_i) \leq \frac{2}{\sqrt{1-\alpha^2}}\). Combining all the blocks, we see that the condition number of \(G\) is at most \(\frac{4\kappa}{\sqrt{1-\alpha^2}}\), proving the lemma.

\[\Box\]

### B.4 Lemmas and proofs for bias contraction

**Proof of Lemma 12.** Let \(v \overset{\text{def}}{=} \frac{1}{1-\alpha} (y - \alpha x)\) and consider the following update rules corresponding to the noiseless versions of the updates in Algorithm 3:

\[
x^+ = y - \delta \hat{H}(y - x^*)
\]
\[
z = \beta y + (1 - \beta)v
\]
\[
v^+ = z - \gamma \hat{H}(y - x^*)
\]
\[
y^+ = \alpha x^+ + (1 - \alpha)v^+,
\]

where \(\hat{H} \overset{\text{def}}{=} aa^\top\) where \(a\) is sampled from the marginal on \((a, b) \sim D\). We first note that

\[
\mathbb{E} \left[ \otimes_2 \begin{bmatrix} x^+ - x^* \\ y^+ - x^* \end{bmatrix} \right] = \mathbb{E} \left[ \hat{A} \left( \otimes_2 \begin{bmatrix} x - x^* \\ y - x^* \end{bmatrix} \right) \hat{A}^\top \right] = B \left( \otimes_2 \begin{bmatrix} x - x^* \\ y - x^* \end{bmatrix} \right)
\]

Letting \(\tilde{G} \overset{\text{def}}{=} \begin{bmatrix} I & 0 \\ -\alpha I & -\alpha I \end{bmatrix}\), we can verify that \(\begin{bmatrix} x - x^* \\ v - x^* \end{bmatrix} = \tilde{G} \begin{bmatrix} x - x^* \\ y - x^* \end{bmatrix}\), similarly \(\begin{bmatrix} x^+ - x^* \\ v^+ - x^* \end{bmatrix} = \tilde{G} \begin{bmatrix} x^+ - x^* \\ y^+ - x^* \end{bmatrix}\). Recall that \(G \overset{\text{def}}{=} \tilde{G}^\top \begin{bmatrix} I & 0 \\ 0 & \mu H^{-1} \end{bmatrix} \tilde{G}\). With this notation in place, we prove the statement below, and substitute the values of \(c_1, c_2, c_3\) to obtain the
statement of the lemma:

\[
\begin{bmatrix}
I & 0 \\
0 & \mu \cdot H^{-1}
\end{bmatrix}
\otimes_2 \left(\begin{bmatrix}
x^+ - x^* \\
v^+ - x^*
\end{bmatrix}\right) \leq (1 - c_3 \frac{c_2 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa H}}) \cdot \begin{bmatrix}
I & 0 \\
0 & \mu \cdot H^{-1}
\end{bmatrix}
\otimes_2 \left(\begin{bmatrix}
x - x^* \\
v - x^*
\end{bmatrix}\right)
\]

(B.18)

To establish this result, let us define two quantities: 
\(e \overset{\text{def}}{=} \|x - x^*\|_2^2\), \(f \overset{\text{def}}{=} \|v - x^*\|_{H^{-1}}^2\)
and similarly, \(e^+ \overset{\text{def}}{=} \|x^+ - x^*\|_2^2\) and \(f^+ \overset{\text{def}}{=} \|v^+ - x^*\|_{H^{-1}}^2\). The potential function we consider is \(e + \mu \cdot f\). Recall that the parameters are chosen as:

\[
\alpha = \frac{\sqrt{\kappa H}}{c_2 \sqrt{2c_1 - c_1^2} + \sqrt{\kappa H}}, \quad \beta = c_3 \frac{c_2 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa H}}, \quad \gamma = c_2 \frac{\sqrt{2c_1 - c_1^2}}{\mu \sqrt{\kappa H}}, \quad \delta = \frac{c_1}{R^2}
\]

with \(c_1 < 1/2\), \(c_3 = \frac{c_2 \sqrt{2c_1 - c_1^2}}{c_1}\), \(c_2^2 = \frac{c_1}{2c_1 - c_1^2}\). Consider \(e^+\) and employ the simple gradient descent bound:

\[
e^+ = E \left[ \|x^+ - x^*\|_2^2 \right] = E \left[ \|y - \delta \cdot \hat{H}(y - x^*) - x^*\|_2^2 \right]
\]

\[
= E \left[ \|y - x^*\|_2^2 \right] - 2\delta \cdot E \left[ \|y - x^*\|_H^2 \right] + \delta^2 E \left[ \|y - x^*\|_{\mathcal{M}I}^2 \right]
\leq E \left[ \|y - x^*\|_2^2 \right] - 2\delta \cdot E \left[ \|y - x^*\|_H^2 \right] + R^2 \delta^2 E \left[ \|y - x^*\|_{H^{-1}}^2 \right]
\]

\[
= E \left[ \|y - x^*\|_2^2 \right] - \frac{2c_1 - c_1^2}{R^2} E \left[ \|y - x^*\|_{H^{-1}}^2 \right]
\]

(B.19)

Next, consider \(f^+\):

\[
f^+ = E \left[ \|v^+ - x^*\|_{H^{-1}}^2 \right] = E \left[ \|z - \gamma \hat{H}(y - x^*) - x^*\|_{H^{-1}}^2 \right]
\]

\[
= E \left[ \|z - x^*\|_{H^{-1}}^2 \right] + \gamma^2 E \left[ \|y - x^*\|_{\mathcal{M}H^{-1}}^2 \right] - 2\gamma E \left[ \langle z - x^*, y - x^* \rangle \right]
\leq E \left[ \|z - x^*\|_{H^{-1}}^2 \right] + \gamma^2 \kappa \cdot E \left[ \|y - x^*\|_H^2 \right] - 2\gamma \cdot E \left[ \langle z - x^*, y - x^* \rangle \right]
\]

(B.20)

Where, we use the fact that \(\mathcal{M}H^{-1} \preceq \kappa H\), where \(\kappa\) is the statistical condition number. Consider \(E \left[ \|z - x^*\|_{H^{-1}}^2 \right]\) and use convexity of the weighted 2–norm to get:

\[
E \left[ \|z - x^*\|_{H^{-1}}^2 \right] \leq \beta E \left[ \|y - x^*\|_{H^{-1}}^2 \right] + (1 - \beta) E \left[ \|v - x^*\|_{H^{-1}}^2 \right]
\]
\[
\leq \frac{\beta}{\mu} E \left[ \|y - x^*\|_2^2 \right] + (1 - \beta) \cdot f
\] (B.21)

Next, consider \( E \left[ \langle z - x^*, y - x^* \rangle \right] \), and first write \( z \) in terms of \( x \) and \( y \). This can be seen as two steps:

- \( v = \frac{1}{1 - \alpha} \cdot y - \frac{\alpha}{1 - \alpha} \cdot x \)
- \( z = \beta y + (1 - \beta)(v - y) \). Then substituting \( v \) in terms of \( x \) and \( y \) as in the equation above, we get: \( z = y + \left( \frac{\alpha(1 - \beta)}{1 - \alpha} \right) (y - x) \)

Then, \( E \left[ \langle z - x^*, y - x^* \rangle \right] \) can be written as:

\[
E \left[ \langle z - x^*, y - x^* \rangle \right] = E \left[ \|y - x^*\|_2^2 \right] + \left( \frac{\alpha(1 - \beta)}{1 - \alpha} \right) E \left[ \langle y - x, y - x^* \rangle \right]
\] (B.22)

Then, we note:

\[
E \left[ \langle y - x, y - x^* \rangle \right] = E \left[ \|y - x^*\|_2^2 \right] - E \left[ \langle x - x^*, y - x^* \rangle \right]
\]

\[
\geq E \left[ \|y - x^*\|_2^2 \right] - \frac{1}{2} \cdot \left( E \left[ \|y - x^*\|_2^2 \right] + E \left[ \|x - x^*\|_2^2 \right] \right)
\]

\[
= \frac{1}{2} \cdot \left( E \left[ \|y - x^*\|_2^2 \right] - E \left[ \|x - x^*\|_2^2 \right] \right)
\]

Re-substituting in equation (B.22):

\[
E \left[ \langle z - x^*, y - x^* \rangle \right] \geq \left( 1 + \frac{1}{2} \cdot \frac{\alpha(1 - \beta)}{1 - \alpha} \right) E \left[ \|y - x^*\|_2^2 \right] - \frac{1}{2} \cdot \frac{\alpha(1 - \beta)}{1 - \alpha} E \left[ \|x - x^*\|_2^2 \right]
\]

\[
= \left( 1 + \frac{1}{2} \cdot \frac{\alpha(1 - \beta)}{1 - \alpha} \right) E \left[ \|y - x^*\|_2^2 \right] - \frac{1}{2} \cdot \frac{\alpha(1 - \beta)}{1 - \alpha} \cdot e
\] (B.23)

Substituting equations (B.21), (B.23) into equation (B.20), we get:

\[
\mu \cdot f^+ \leq \left( \beta - 2\gamma \mu - \frac{\gamma \mu \alpha (1 - \beta)}{1 - \alpha} \right) E \left[ \|y - x^*\|_2^2 \right] + \mu (1 - \beta) \cdot f
\]

\[
+ \frac{\gamma \mu \alpha (1 - \beta)}{1 - \alpha} \cdot e + \mu \gamma^2 \tilde{\kappa} \cdot E \left[ \|y - x^*\|_H^2 \right]
\]

Rewriting the guarantee on \( e^+ \) as in equation (B.19):

\[
e^+ \leq E \left[ \|y - x^*\|_2^2 \right] - \frac{2c_1 - c_2^2}{R^2} \cdot E \left[ \|y - x^*\|_H^2 \right]
\]

By considering \( e^+ + \mu \cdot f^+ \), we see the following:
• The coefficient of $\mathbb{E} [\|y - x^*\|_2^2]$ ≤ 0 by setting $\gamma = c_2 \sqrt{\frac{2c_1 - c_1^2}{\mu \sqrt{\kappa \tilde{\kappa}}}}$, where, $0 < c_2 \leq 1$, $\kappa = \frac{R^2}{\mu}$.

• Set $\frac{\gamma \mu}{1 - \alpha} = 1$ implying $\alpha = \frac{1}{1 + \gamma \mu} = \frac{\sqrt{\kappa \tilde{\kappa}}}{c_2 \sqrt{2c_1 - c_1^2} + \sqrt{\kappa \tilde{\kappa}}}$

With these in place, we have the final result:

$$e^+ + \mu \cdot f^+ \leq (2\beta - 2\gamma \mu) \mathbb{E} [\|y - x^*\|_2^2] + (1 - \beta) \cdot (e + \mu \cdot f)$$

In particular, setting $\beta = c_3 \gamma \mu = c_3 \frac{c_2 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \tilde{\kappa}}}$, we have a per-step contraction of $1 - \beta$ which is precisely $1 - c_3 \frac{c_2 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \tilde{\kappa}}}$, from which the claimed result naturally follows by substituting the values of $c_1, c_2, c_3$.

**Lemma 37.** For any psd matrix $Q \succeq 0$, we have:

$$\| B^k Q \|_2 \leq \frac{4\kappa}{\sqrt{1 - \alpha^2}} \left( 1 - \left( \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \tilde{\kappa}}} \right) \right)^k \| Q \|_2.$$  

**Proof.** From Lemma 12, we conclude that $\langle G, B^k Q \rangle \leq \left( 1 - \left( \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \tilde{\kappa}}} \right) \right)^k \langle G, Q \rangle$. This implies that $\| B^k Q \|_2 \leq \left( 1 - \left( \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \tilde{\kappa}}} \right) \right)^k \| Q \|_2 \kappa(G)$. Plugging the bound on $\kappa(G)$ from Lemma 36 proves the lemma.

**Lemma 38.** We have:

$$(I - \mathcal{D}) \left( I - B \right)^{-1} B^{t+1} \left( I - B^{n-t} \right) \theta_0 \theta_0^\top$$

$$\leq \frac{4\kappa}{\sqrt{1 - \alpha^2}} \exp \left( -t c_2 c_3 \sqrt{2c_1 - c_1^2}/\sqrt{\kappa \tilde{\kappa}} \right) \| \theta_0 \|_2^2 \left( I + \frac{\sqrt{\kappa \tilde{\kappa}}}{c_2 c_3 \sqrt{2c_1 - c_1^2}} (R^2/\sigma^2) \Sigma \right).$$

**Proof.** The proof follows from Lemma 12. Since $\mathcal{B} = \mathcal{D} + \mathcal{R}$, we have $(I - \mathcal{D}) \left( I - B \right)^{-1} = I + \mathcal{R}(I - B)^{-1}$. Since $\mathcal{R}, \mathcal{B}$ and $(I - B)^{-1}$ are all PSD operators, we have

$$(I - \mathcal{D}) \left( I - B \right)^{-1} B^{t+1} \left( I - B^{n-t} \right) \theta_0 \theta_0^\top$$

$$= (I + \mathcal{R}(I - B)^{-1}) B^{t+1} \left( I - B^{n-t} \right) \theta_0 \theta_0^\top.$$
For any PSD matrix $S$, Corollary 39. which tells us that

$$\begin{align*}
\mathbf{S}_2 &\lessgtr \left( 1 - \frac{c_2 c_3 \sqrt{2 c_1 - c_1^2}}{\sqrt{4 K K}} \right) \exp \left( -t c_2 c_3 \sqrt{2 c_1 - c_1^2} / \sqrt{4 K K} \right) \| \theta_0 \|_2 \mathbf{I}.
\end{align*}$$

This implies

$$\mathbf{S}_2 \lessgtr \kappa(G)(\sqrt{K K}/(c_2 c_3 \sqrt{2 c_1 - c_1^2})) \exp \left( -t c_2 c_3 \sqrt{2 c_1 - c_1^2} / \sqrt{4 K K} \right) \| \theta_0 \|_2^2 (R^2 / \sigma^2) \hat{\Sigma}.$$

Combining the bounds on $\mathbf{S}_1$ and $\mathbf{S}_2$, we obtain

$$\begin{align*}
\mathbf{S}_1 \lessgtr \kappa(G)(\sqrt{K K}/(c_2 c_3 \sqrt{2 c_1 - c_1^2})) \exp \left( -t c_2 c_3 \sqrt{2 c_1 - c_1^2} / \sqrt{4 K K} \right) \| \theta_0 \|_2^2 (R^2 / \sigma^2) \hat{\Sigma}.
\end{align*}$$

Plugging the bound for $\kappa(G)$ from Lemma 36 finishes the proof.

**Corollary 39.** For any PSD matrix $Q \succeq 0$, we have:

$$\begin{align*}
\| A^{n+1-j} B^j Q \| &\leq \frac{12 \sqrt{2} (n + 1 - j) \kappa}{\sqrt{1 - \alpha^2}} \left( 1 - \frac{c_2 c_3 \sqrt{2 c_1 - c_1^2}}{\sqrt{4 K K}} \right) \| Q \|_2
\end{align*}$$

$$\begin{align*}
&\leq \frac{12 \sqrt{2} (n + 1 - j) \kappa}{\sqrt{1 - \alpha^2}} \alpha^{n-j} \exp \left( -j c_2 c_3 \sqrt{2 c_1 - c_1^2} / \sqrt{4 K K} \right) Q \|_2
\end{align*}$$
Proof. This corollary follows directly from Lemmas 34 and 37 and using the fact that \(1 - x \leq e^{-x}\).

The following lemma bounds the total error of \(\hat{\theta}_{t,n}^{\text{bias}}\).

Lemma 40.

\[
\left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \mathbb{E} \left[ \hat{\theta}_{t,n}^{\text{bias}} \otimes \hat{\theta}_{t,n}^{\text{bias}} \right] \right\rangle \leq C \cdot \frac{(\tilde{\kappa}k)^{9/4}d\kappa}{(n-t)^2} \cdot \exp \left(-\left(t+1\right)\frac{c_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa}\kappa}\right) \cdot (P(x_0) - P(x^*))
\]

\[
+ C \cdot \left(\kappa\kappa\right)^{5/4}d\kappa \cdot \exp \left(-\frac{nc_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa}\kappa}\right) \cdot (P(x_0) - P(x^*))
\]

Where, \(C\) is a universal constant.

Proof. Lemma 11 tells us that

\[
\mathbb{E} \left[ \hat{\theta}_{t,n}^{\text{bias}} \otimes \hat{\theta}_{t,n}^{\text{bias}} \right] = \frac{1}{(n-t)^2} \left( I + (I - A_L)^{-1}A_L + (I - A_R^{-1}A_R^T) \right) \cdot \left( (I - B)^{-1}(B^{t+1} - B^{n+1}) (\theta_0 \otimes \theta_0) 
\]

\[
- \frac{1}{(n-t)^2} \sum_{j=t+1}^{n} \left( (I - A_L)^{-1}A_L^{n+1-j} + (I - A_R^{-1}A_R^T)^{n+1-j} \right) B^j \theta_0 \otimes \theta_0.
\]

(B.24)

We now use lemmas in this section to bound inner product of the two terms in the above expression with \( \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} \), i.e. we seek to bound,

\[
\left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \mathbb{E} \left[ \hat{\theta}_{t,n}^{\text{bias}} \otimes \hat{\theta}_{t,n}^{\text{bias}} \right] \right\rangle
\]

\[
= \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( I + (I - A_L)^{-1}A_L + (I - A_R^{-1}A_R^T) \right) (I - B)^{-1}(B^{t+1} - B^{n+1}) (\theta_0 \otimes \theta_0) / (n-t)^2 \right\rangle
\]

\[
+ \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, -\frac{1}{(n-t)^2} \sum_{j=t+1}^{n} \left( (I - A_L)^{-1}A_L^{n+1-j} + (I - A_R^{-1}A_R^T)^{n+1-j} \right) B^j \theta_0 \otimes \theta_0 \right\rangle
\]

(B.25)
Combining the above and noting the fact that $2$ For the first term of equation (B.25), we have

$$
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I + (I - A_c)^{-1} A_c + (I - A_R^T)^{-1} A_R^T) (I - B)^{-1} (B^{t+1} - B^{n+1}) (\theta_0 \otimes \theta_0) \rangle
$$

$$
= \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I + (I - A_c)^{-1} A_c + (I - A_R^T)^{-1} A_R^T) (I - A_c A_R^T)^{-1} (I - A_c A_R^T)^{-1} (I - B)^{-1} (B^{t+1} - B^{n+1}) (\theta_0 \otimes \theta_0) \rangle
$$

using Lemma 35

$$
= \langle (I - A^T)^{-1} \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} (I - A)^{-1}, (I - D) (I - B)^{-1} (B^{t+1} - B^{n+1}) (\theta_0 \otimes \theta_0) \rangle
$$

$$
\leq \frac{1}{(q - c\delta)^2 \sqrt{1 - \alpha^2}} \exp \left( -(t + 1)c_2 c_3 \sqrt{2c_1 - c_1^2 / \sqrt{\kappa}} \right) \|\theta_0\|^2 \langle \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix} \rangle, I + 2\sqrt{\kappa}R^2 / \sigma^2 \hat{\Sigma}. \rangle.
$$

The two terms above can be bounded as

$$
\langle \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix} \rangle, I \leq 7 \cdot \text{Tr} (H^{-1}) \leq \frac{7d}{\mu} \text{ and,}
$$

$$
2\sqrt{\kappa}R^2 / \sigma^2 \langle \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix} \rangle, \hat{\Sigma} = 2\sqrt{\kappa}R^2 (q - c\delta)^2 d.
$$

Combining the above and noting the fact that $2\sqrt{\kappa}R^2 (q - c\delta)^2 d < \frac{7d}{\mu}$, we have

$$
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I + (I - A_c)^{-1} A_c + (I - A_R^T)^{-1} A_R^T) (I - B)^{-1} (B^{t+1} - B^{n+1}) (\theta_0 \otimes \theta_0) \rangle
$$

$$
\leq \frac{56\kappa d}{\sqrt{1 - \alpha^2}} \cdot \frac{\|\theta_0\|^2}{\mu (q - c\delta)^2} \cdot \exp \left( -(t + 1)c_2 c_3 \sqrt{2c_1 - c_1^2 / \sqrt{\kappa}} \right). \quad (B.26)
$$
We now note the following facts:

\[
\frac{1}{1 - \alpha} = \frac{c_2 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \kappa} + c_2 \sqrt{2c_1 - c_1^2}} \leq \frac{2}{\sqrt{c_1 c_1}} \cdot \sqrt{\kappa \kappa} \\
\frac{1}{q - c \delta} \leq \frac{1}{\gamma (1 - \alpha)} \leq \frac{\mu}{(1 - \alpha)^2} \leq \frac{4 \kappa}{c_4 \delta}
\]

This implies, equation (B.26) can be bounded as:

\[
\begin{align*}
&\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I + (I - A_L)^{-1} A_L + (I - A_R^T)^{-1} A_R^T)(I - B)^{-1}(B_{\ell+1} - B_{n+1})(\theta_0 \otimes \theta_0) \rangle \\
&\leq \frac{1792}{(c_1 c_4)^{5/4}} \cdot \frac{\delta c_4}{(c_1 c_4)^{5/4}} \cdot \exp \left( - (t + 1) \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \kappa}} \right) \| \theta_0 \|^2 \\
&\leq \frac{1792}{(c_1 c_4)^{5/4}} \cdot \frac{\kappa \kappa^{9/4} \| d \|}{c_1 c_4} \cdot \exp \left( - (t + 1) \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \kappa}} \right) \mu \| \theta_0 \|^2 \\
&\leq \frac{3584}{(c_1 c_4)^{5/4}} \cdot \frac{\kappa \kappa^{9/4} \| d \|}{c_1 c_4} \cdot \exp \left( - (t + 1) \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \kappa}} \right) \cdot (P(x_0) - P(x^*)) \\
&\leq C \cdot \frac{\kappa \kappa^{9/4} \| d \|}{\sqrt{\kappa \kappa}} \cdot \exp \left( - (t + 1) \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \kappa}} \right) \cdot (P(x_0) - P(x^*)) \quad (B.27)
\end{align*}
\]

Where, \( C \) is a universal constant.

Consider now a term in the summation in the second term of (B.25).

\[
\begin{align*}
&\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I - A_L)^{-1} A_L^{n+1-j} + (I - A_R^T)^{-1} (A_R^T)^{n+1-j})(A^T)(\theta_0 \otimes \theta_0) \rangle \\
&= \langle (I - A^T)^{-1} \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, A^{n+1-j} B^j (\theta_0 \otimes \theta_0) \rangle \\
&+ \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I - A)^{-1}, (B^j (\theta_0 \otimes \theta_0)) (A^T)^{n+1-j} \rangle \\
&\leq 4d \| (I - A^T)^{-1} \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} \| \| A^{n+1-j} B^j (\theta_0 \otimes \theta_0) \| \\
&\leq \frac{4d}{q - c \delta} \left\| \left[ -(c I - q H) & 0 \\ (I - \delta H) & 0 \right] \frac{12 \sqrt{2} (n+1-j) \kappa}{(1 - \alpha^2)} \left[ \frac{\alpha \cdot \kappa}{2} \right] \alpha \right\| \exp \left( - \frac{j c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \kappa}} \right) \| \theta_0 \|^2
\end{align*}
\]
\[ \leq \frac{672(n-t)d_\kappa}{(q-c_\delta)\sqrt{1-\alpha^2}} \cdot \exp \left( -\frac{nc_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\tilde{\kappa}_\kappa}} \right) \cdot \|\theta_0\|^2 \]

\[ \leq \frac{5376}{(c_1c_4)^{1/4}} \frac{(\kappa\tilde{\kappa})^{5/4}d}{\delta_4} (n-t) \exp \left( -\frac{nc_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa\tilde{\kappa}}} \right) \cdot \|\theta_0\|^2 \]

\[ \leq \frac{5376}{(c_1c_4)^{1/4}} \frac{(\kappa\tilde{\kappa})^{5/4}d_\kappa}{c_1c_4} (n-t) \exp \left( -\frac{nc_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa\tilde{\kappa}}} \right) \cdot \mu \|\theta_0\|^2 \]

\[ \leq \frac{10752}{(c_1c_4)^{1/4}} \frac{(\kappa\tilde{\kappa})^{5/4}d_\kappa}{c_1c_4} (n-t) \exp \left( -\frac{nc_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa\tilde{\kappa}}} \right) \cdot (P(x_0) - P(x^*)) \]

\[ \leq C \cdot (\kappa\tilde{\kappa})^{5/4}d_\kappa \cdot (n-t) \exp \left( -\frac{nc_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa\tilde{\kappa}}} \right) \cdot (P(x_0) - P(x^*)) . \tag{B.28} \]

Where, \( C \) is a universal constant. Plugging (B.27) and (B.28) into (B.25), we obtain

\[ \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, E \left[ \tilde{\theta}_{i,n}^{\text{bias}} \otimes \tilde{\theta}_{i,n}^{\text{bias}} \right] \rangle \]

\[ \leq C \cdot (\kappa\tilde{\kappa})^{9/4}d_\kappa \cdot \exp \left( -(t+1) \frac{c_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa\tilde{\kappa}}} \right) \cdot (P(x_0) - P(x^*)) \]

\[ + C \cdot (\kappa\tilde{\kappa})^{5/4}d_\kappa \cdot \exp \left( -\frac{nc_2c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa\tilde{\kappa}}} \right) \cdot (P(x_0) - P(x^*)) \]

This proves the lemma. \( \square \)

### B.5 Lemmas and proofs for Bounding variance error

Before we prove Lemma 14, we recall old notation and introduce new notations that will be employed in these proofs.
B.5.1 Notations

We begin with by recalling that we track $\theta_k = \begin{bmatrix} x_k - x^* \\ y_k - x^* \end{bmatrix}$. Given $\theta_k$, we recall the recursion governing the evolution of $\theta_k$:

$$
\theta_{k+1} = \begin{bmatrix}
0 & I - \delta \hat{H}_{k+1} \\
-c \cdot I & (1+c)I - q \cdot \hat{H}_{k+1}
\end{bmatrix} \theta_k + \begin{bmatrix}
\delta \cdot \epsilon_{k+1} a_{k+1} \\
q \cdot \epsilon_{k+1} a_{k+1}
\end{bmatrix}
$$

$$
= \hat{A}_{k+1} \theta_k + \zeta_{k+1}
$$

where, recall, $c = \alpha (1 - \beta)$, $q = \alpha \delta + (1 - \alpha) \gamma$, and $\hat{H}_{k+1} = a_{k+1} a_{k+1}^T$. Furthermore, we recall the following definitions, which will be heavily used in the following proofs:

$$
A = \mathbb{E} \left[ \hat{A}_{k+1} | F_k \right]
$$

$$
B = \mathbb{E} \left[ \hat{A}_{k+1} \otimes \hat{A}_{k+1} | F_k \right]
$$

$$
\hat{\Sigma} = \mathbb{E} \left[ \zeta_{k+1} \otimes \zeta_{k+1} | F_k \right] = \begin{bmatrix}
\delta^2 & \delta \cdot q \\
\delta \cdot q & q^2
\end{bmatrix} \otimes \Sigma \preceq \sigma^2 \cdot \begin{bmatrix}
\delta^2 & \delta \cdot q \\
\delta \cdot q & q^2
\end{bmatrix} \otimes H
$$

We recall:

$$
R = \mathbb{E} \left[ (A - \hat{A}_{k+1}) \otimes (A - \hat{A}_{k+1}) | F_k \right]
$$

$$
D = A \otimes A
$$

And the operators $B, D, R$ being related by:

$$
B = D + R
$$

Furthermore, in order to compute the steady state distribution with the fourth moment quantities in the mix, we need to rely on the following re-parameterization of the update matrix $\hat{A}$:

$$
\hat{A} = \begin{bmatrix}
0 & I - \delta \hat{H} \\
-c \cdot I & (1+c) \cdot I - q \cdot \hat{H}
\end{bmatrix}
$$
This implies in particular:

\[
\mathbf{\hat{A}} \otimes \mathbf{\hat{A}} = (V_1 + \mathbf{\hat{V}}_2) \otimes (V_1 + \mathbf{\hat{V}}_2)
\]

\[
= V_1 \otimes V_1 + V_1 \otimes \mathbf{\hat{V}}_2 + \mathbf{\hat{V}}_2 \otimes V_1 + \mathbf{\hat{V}}_2 \otimes \mathbf{\hat{V}}_2
\]

Note in particular, the fourth moment part resides in the operator \( \mathbf{\hat{V}}_2 \otimes \mathbf{\hat{V}}_2 \). Terms such as \( V_1 \otimes V_1 \) are deterministic, or terms such as \( V_1 \otimes \mathbf{\hat{V}}_2 \) or \( \mathbf{\hat{V}}_2 \otimes V_1 \) contain second moment quantities. Furthermore, note that the operator \( B = E[\mathbf{\hat{A}} \otimes \mathbf{\hat{A}}] \) where the expectation is taken with respect to a single random draw from the distribution \( \mathcal{D} \).

Considering the expectation of \( \mathbf{\hat{A}} \otimes \mathbf{\hat{A}} \) with respect to a single draw from the distribution \( \mathcal{D} \), we have:

\[
B = E[\mathbf{\hat{A}} \otimes \mathbf{\hat{A}}] = V_1 \otimes V_1 + E[V_1 \otimes \mathbf{\hat{V}}_2] + E[\mathbf{\hat{V}}_2 \otimes V_1] + E[\mathbf{\hat{V}}_2 \otimes \mathbf{\hat{V}}_2]
\]

\[
= V_1 \otimes V_1 + V_1 \otimes \mathbf{\hat{V}}_2 + \mathbf{\hat{V}}_2 \otimes V_1 + E[\mathbf{\hat{V}}_2 \otimes \mathbf{\hat{V}}_2],
\]

where \( \mathbf{V}_2 \overset{\text{def}}{=} E[\mathbf{\hat{V}}_2] = \begin{bmatrix} 0 & -\delta \cdot \mathbf{H} \\ 0 & -q \cdot \mathbf{H} \end{bmatrix} \).

Finally, we let \( nr \) and \( dr \) to denote the numerator and denominator respectively.

### B.5.2 An exact expression for the stationary distribution

Note that a key term appearing in the expression for covariance of the variance equation (B.15) is \( (\mathbf{I} - B)^{-1} \hat{\Sigma} \). This is in fact nothing but the covariance of the error when we run accelerated SGD forever starting at \( \mathbf{x}^* \) (i.e., at steady state). This can be seen by considering the base variance recursion using equation (B.29):

\[
\theta_k = \mathbf{\hat{A}}_k \theta_{k-1} + \zeta_k
\]
\[ \Phi_k \overset{\text{def}}{=} \mathbb{E}[\theta_k \otimes \theta_k] \]
\[ = \mathbb{E}
\mathbb{E} \left[ \left( \hat{A}_k \theta_{k-1} \otimes \theta_{k-1} \hat{A}_k^T + \zeta_k \otimes \zeta_k \right) | F_{k-1} \right] \]
\[ = \mathbb{E}
\mathbb{E} \left[ \left( \hat{A}_k \theta_{k-1} \otimes \theta_{k-1} \hat{A}_k^T \right) | F_{k-1} \right] + \hat{\Sigma} \]
\[ = B \cdot \mathbb{E}[\theta_{k-1} \otimes \theta_{k-1}] + \hat{\Sigma} \]
\[ = B \cdot \Phi_{k-1} + \hat{\Sigma} \]

This recursion on the covariance operator \( \Phi_k \) can be unrolled until the start i.e. \( k = 0 \) to yield:

\[ \Phi_k = B^k \Phi_0 + \sum_{l=0}^{k-1} B^l \cdot \hat{\Sigma} \]
\[ = (I - B)^{-1} (I - B^k) \hat{\Sigma} \quad (\because \Phi_0 = 0) \]
\[ \Rightarrow \Phi_\infty = \lim_{k \to \infty} \Phi_k = (I - B)^{-1} \hat{\Sigma} \quad (B.30) \]

### B.5.3 Computing the steady state distribution

We now proceed to compute the stationary distribution. Recall that

\[ B = V_1 \otimes V_1 + V_1 \otimes V_2 + V_2 \otimes V_1 + \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \]
\[ \Rightarrow I - B = (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1) - \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \]

Where the expectation is over a single sample drawn from the distribution \( \mathcal{D} \). This implies in particular,

\[ (I - B)^{-1} = \left( (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1) - \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \right)^{-1} \]
\[ = \sum_{k=0}^{\infty} \left( (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \right)^k \]
\[ \cdot (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \quad (B.31) \]
Since $\hat{\Sigma} \preceq \sigma^2 \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H$, and $(I - B)^{-1}$ is a PSD operator, the steady state distribution $\Phi_\infty$ is bounded by:

$$\Phi_\infty = (I - B)^{-1} \hat{\Sigma} \preceq \sigma^2 (I - B)^{-1} \left( \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H \right)$$

$$= \sigma^2 \sum_{k=0}^{\infty} \left( (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \right)^k (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \left( \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H \right). \quad (B.32)$$

Note that the Taylor expansion above is guaranteed to be correct if the right hand side is finite. We will understand bounds on the steady state distribution by splitting the analysis into the following parts:

- Obtain $U \overset{\text{def}}{=} (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \left( \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H \right)$ (in section B.5.3).

- Obtain bounds on $\mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] U$ (in section B.5.3).

- Combine the above to obtain bounds on $\Phi_\infty$ (Lemma 14).

Before deriving these bounds, we will present some reasoning behind the validity of the upper bounds that we derive on the stationary distribution $\Phi_\infty$:

$$\Phi_\infty = (I - B)^{-1} \hat{\Sigma}$$

$$\preceq \sigma^2 \sum_{k=0}^{\infty} \left( (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \right)^k U \quad (***)$$

$$= \sigma^2 U + \sigma^2 \sum_{k=1}^{\infty} \left( (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \right)^k U$$

$$= \sigma^2 U + \sigma^2 \sum_{k=0}^{\infty} \left( (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] \right)^k.$$
\[
\cdot (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} E [\hat{V}_2 \otimes \hat{V}_2] U \\
= \sigma^2 U + \sigma^2 (I - B)^{-1} \cdot E [\hat{V}_2 \otimes \hat{V}_2] U \\
\quad \text{(using equation (B.31)),}
\]

with (*** ) following through using equation (B.32) and through the definition of \( U \). Now, with this in place, we clearly see that since \((I - B)^{-1}\) and \( E [\hat{V}_2 \otimes \hat{V}_2] \) are PSD operators, we can upper bound right hand side to create valid PSD upper bounds on \( \Phi_\infty \). In particular, in section B.5.3, we derive with equality what \( U \) is, and follow that up with computation of an upper bound on \( E [\hat{V}_2 \otimes \hat{V}_2] U \) in section B.5.3. Combining this will enable us to present a valid PSD upper bound on \( \Phi_\infty \) owing to equation (B.33).

**Understanding the second moment effects**

This part of the proof deals with deriving the solution to:

\[
U = (I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1)^{-1} \left( \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H \right)
\]

This is equivalent to solving the (linear) equation:

\[
(I - V_1 \otimes V_1 - V_1 \otimes V_2 - V_2 \otimes V_1) \cdot U = \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H \\
\implies U - V_1 U V_1^T - V_1 U V_2^T - V_2 U V_1^T = \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H
\]

(B.34)

Note that all the known matrices above i.e., \( V_1, V_2 \) and \( H \) are all diagonalizable with respect to \( H \), and thus, the solution of this system can be computed in each of the eigenspaces \((\lambda_j, u_j)\) of \( H \). This implies, in reality, we deal with matrices \( U^{(j)} \), one corresponding to each eigenspace. However, for this section, we will neglect the superscript on \( U \), since it is clear from context for the purpose of this section.

\[
V_1 U V_1^T = \begin{bmatrix} 0 & 1 \\ -c & 1 + c \end{bmatrix} \begin{bmatrix} u_{11} & u_{12} \\ u_{12} & u_{22} \end{bmatrix} \begin{bmatrix} 0 & -c \\ 1 & 1 + c \end{bmatrix}
\]
\[
\begin{bmatrix}
    u_{22} & -cu_{12} + (1 + c)u_{22} \\
    -cu_{12} + (1 + c)u_{22} & c^2u_{11} - 2c(1 + c)u_{12} + (1 + c)^2u_{22}
\end{bmatrix}
\]

Next,
\[
\mathbf{V}_1\mathbf{V}_2^T = \begin{bmatrix}
    0 & 1 \\
    -c & 1 + c
\end{bmatrix} \begin{bmatrix}
    u_{11} & u_{12} \\
    u_{12} & u_{22}
\end{bmatrix} \begin{bmatrix}
    0 & 0 \\
    -\delta & -q
\end{bmatrix} \lambda_j
= \begin{bmatrix}
    u_{12} & u_{22} \\
    -cu_{11} + (1 + c)u_{12} & -cu_{12} + (1 + c)u_{22}
\end{bmatrix} \begin{bmatrix}
    0 & 0 \\
    -\delta & -q
\end{bmatrix} \lambda_j
= \begin{bmatrix}
    -\delta u_{22} & -qu_{22} \\
    -\delta(-cu_{12} + (1 + c)u_{22}) & -q(-cu_{12} + (1 + c)u_{22})
\end{bmatrix} \lambda_j
\]

It follows that:
\[
\mathbf{V}_2\mathbf{V}_1^T = (\mathbf{V}_1\mathbf{V}_2^T)^T
= \begin{bmatrix}
    -\delta u_{22} & -\delta(-cu_{12} + (1 + c)u_{22}) \\
    -qu_{22} & -q(-cu_{12} + (1 + c)u_{22})
\end{bmatrix} \lambda_j
\]

Given all these computations, comparing the \((1, 1)\) term on both sides of equation \(\eqref{B.34}\), we get:
\[
\begin{align*}
u_{11} - u_{22} + 2\delta \lambda_j u_{22} &= \delta^2 \lambda_j \\
u_{11} &= u_{22}(1 - 2\delta \lambda_j) + \delta^2 \lambda_j
\end{align*}
\]

Next, comparing \((1, 2)\) term on both sides of equation \(\eqref{B.34}\), we get:
\[
\begin{align*}
u_{12} - (-cu_{12} + (1 + c)u_{22}) + q\lambda_j u_{22} + \delta \lambda_j(-cu_{12} + (1 + c)u_{22}) &= \delta q\lambda_j \\
u_{12} - (1 - \delta \lambda_j)(-cu_{12} + (1 + c)u_{22}) + q\lambda_j u_{22} &= \delta q\lambda_j \\
(1 + c)(1 - \delta \lambda_j) \cdot u_{12} + (q\lambda_j - (1 + c)(1 - \delta \lambda_j)) \cdot u_{22} &= \delta q\lambda_j
\end{align*}
\]

Finally, comparing the \((2, 2)\) term on both sides of equation \(\eqref{B.34}\), we get:
\[
\begin{align*}
u_{22} - (c^2u_{11} - 2c(1 + c)u_{12} + (1 + c)^2u_{22}) + 2q\lambda_j(-cu_{12} + (1 + c)u_{22}) &= q^2 \lambda_j
\end{align*}
\]
\[-c^2u_{11} + (2c(1 + c) - 2cq\lambda_j)u_{12} + (1 - (1 + c)^2 + 2(1 + c)q\lambda_j)u_{22} = q^2\lambda_j \quad \text{(from eq. (B.35))}\]

\[-c^2(u_{22}(1 - 2\delta\lambda_j) + \delta^2\lambda_j) + (2c(1 + c) - 2cq\lambda_j)u_{12} + (1 - (1 + c)^2 + 2(1 + c)q\lambda_j)u_{22} = q^2\lambda_j\]

\[(2c(1 + c) - 2cq\lambda_j)u_{12} + (1 - (1 + c)^2 - c^2(1 - 2\delta\lambda_j) + 2(1 + c)q\lambda_j)u_{22} = (q^2 + c^2\delta^2)\lambda_j\]

\[2c((1 + c) - q\lambda_j)u_{12} + 2((1 + c)(q\lambda_j - c) + \delta\lambda_jc^2)u_{22} = (q^2 + c^2\delta^2)\lambda_j \quad \text{(B.37)}\]

Now, we note that equations (B.36), (B.37) are linear systems in two variables \(u_{12}\) and \(u_{22}\).

Denoting the system in the following manner,

\[a_{11}u_{12} + a_{12}u_{22} = b_1\]

\[a_{21}u_{12} + a_{22}u_{22} = b_2\]

For analyzing the variance error, we require \(u_{22}, u_{12}\):

\[u_{22} = \frac{b_1a_{21} - b_2a_{11}}{a_{12}a_{21} - a_{11}a_{22}}, \quad u_{12} = \frac{b_1a_{22} - b_2a_{12}}{a_{11}a_{22} - a_{12}a_{21}}\]

Substituting the values from equations (B.36) and (B.37), we get:

\[u_{22} = \frac{2cq\delta(1 + c - q\lambda_j) - (q^2 + c^2\delta^2)(1 + c(1 - \delta\lambda_j))}{\text{dr}(u_{22})} \cdot \lambda_j \quad \text{(B.38)}\]

\[u_{12} = \frac{2q\delta((1 + c)(q\lambda_j - c) + \delta\lambda_jc^2) - (q^2 + c^2\delta^2)(\lambda_jq - (1 + c)(1 - \delta\lambda_j))}{\text{dr}(u_{12})} \cdot \lambda_j \quad \text{(B.39)}\]

\[\text{dr}(u_{22}) = 2c\left((1 + c - q\lambda_j) \cdot (\lambda_jq - (1 + c)(1 - \delta\lambda_j))\right)\]

\[-2 \cdot ((1 + c - c\delta\lambda_j) \cdot ((1 + c)(q\lambda_j - c) + \delta\lambda_jc^2)) \quad \text{(B.40)}\]

\[\text{dr}(u_{12}) = 2\left((1 + c - c\delta\lambda_j) \cdot ((1 + c)(q\lambda_j - c) + \delta\lambda_jc^2)\right)\]

\[-2c\left((1 + c - q\lambda_j) \cdot (\lambda_jq - (1 + c)(1 - \delta\lambda_j))\right) \quad \text{(B.41)}\]
Denominator of \( u_{22} \): Let us consider the denominator of \( u_{22} \) (from equation (B.38)) to write it in a concise manner.

\[
dr(u_{22}) = 2 \left( (1 + c - q\lambda_j) \cdot k_1 - (1 + c - c\delta\lambda_j) \cdot k_2 \right)
\]

with

\[
k_1 = c \cdot (\lambda_j q - (1 + c)(1 - \delta\lambda_j))
\]
\[
= (c\lambda_j q - (c + c^2)(1 - \delta\lambda_j))
\]
\[
= (cq\lambda_j - c - c^2 + c\delta\lambda_j + c^2\delta\lambda_j)
\]
\[
k_2 = ((1 + c)(q\lambda_j - c) + \delta\lambda_j c^2)
\]
\[
= (q\lambda_j - c + cq\lambda_j - c^2 + \delta\lambda_j c^2)
\]

Plugging in expressions for \( q = \alpha\delta + (1 - \alpha)\gamma \) and \( c = \alpha(1 - \beta) \), in \( \dr(u_{22}) \) we get:

\[
dr(u_{22}) = 2 \cdot \left( (1 + c - \alpha\delta\lambda_j)(k_1 - k_2) - \lambda_j \cdot ((1 - \alpha)\gamma k_1 + \alpha\beta\delta k_2) \right)
\]

(B.42)

Next, considering \( k_1 - k_2 \), we have:

\[
k_1 - k_2 = c\lambda_j q - c - c^2 + c\delta\lambda_j + c^2\delta\lambda_j - q\lambda_j + c - cq\lambda_j + c^2 - c^2\delta\lambda_j
\]
\[
= (c\delta - q)\lambda_j
\]
\[
= -(\alpha\beta\delta + \gamma(1 - \alpha))\lambda_j
\]

(B.43)

Next, considering \( \gamma(1 - \alpha)k_1 + \alpha\beta\delta k_2 \), we have:

\[
\gamma(1 - \alpha)k_1 + \alpha\beta\delta k_2
\]
\[
= \gamma(1 - \alpha)(c\lambda_j q - c - c^2 + c^2\delta\lambda_j + c\delta\lambda_j)
\]
\[
+ \alpha\beta\delta(c\lambda_j q - c - c^2 + c^2\delta\lambda_j + q\lambda_j)
\]
\[
= (\alpha\beta\delta + (1 - \alpha)\gamma)(c\lambda_j q - c - c^2 + c^2\delta\lambda_j) + \lambda_j \delta(c\gamma(1 - \alpha) + \alpha\beta q)
\]

Consider \( c\gamma(1 - \alpha) + \alpha\beta q \):

\[
c\gamma(1 - \alpha) + \alpha\beta q = \alpha(1 - \beta)\gamma(1 - \alpha) + \alpha\beta(\alpha\delta + (1 - \alpha)\gamma)
\]
\[= \alpha(1 - \beta)\gamma(1 - \alpha) + \alpha\beta\gamma(1 - \alpha) + \alpha^2\beta\delta\]
\[= \alpha\gamma(1 - \alpha) + \alpha^2\beta\delta\]
\[= \alpha(\alpha\beta\delta + (1 - \alpha)\gamma)\]

Re-substituting this in the expression for \(\gamma(1 - \alpha)k_1 + \alpha\beta\delta k_2\), we have:
\[\gamma(1 - \alpha)k_1 + \alpha\beta\delta k_2 = (\alpha\beta\delta + (1 - \alpha)\gamma)(c\lambda_j q - c - c^2 + c^2\delta\lambda_j) + \lambda_j\delta(c\gamma(1 - \alpha) + \alpha\beta q)\]
\[= (\alpha\beta\delta + (1 - \alpha)\gamma)(c\lambda_j q - c - c^2 + c^2\delta\lambda_j) + \alpha\lambda_j\delta(\alpha\beta\delta + (1 - \alpha)\gamma)\]
\[= (\alpha\beta\delta + (1 - \alpha)\gamma)(c\lambda_j q - c - c^2 + c^2\delta\lambda_j + \alpha\lambda_j\delta)\]  \hspace{1cm} (B.44)

Substituting equations (B.43), (B.44) into equation (B.42), we have:
\[dr(u_{22}) = -2\lambda_j(\alpha\beta\delta + \gamma(1 - \alpha)) \cdot (1 + c - \alpha\delta\lambda_j + c\lambda_j q - c - c^2 + c^2\delta\lambda_j + \alpha\delta\lambda_j)\]
\[= -2\lambda_j(\alpha\beta\delta + \gamma(1 - \alpha)) \cdot (1 - c^2 + c\lambda_j(q + c\delta))\]  \hspace{1cm} (B.45)

We note that the denominator of \(u_{12}\) (in equation (B.39)) is just the negative of the denominator of \(u_{22}\) as represented in equation (B.45).

**Numerator of \(u_{22}\):** We begin by writing out the numerator of \(u_{22}\) (from equation (B.38)):
\[nr(u_{22}) = \lambda_j \cdot \left(2cq\delta(1 + c - q\lambda_j) - (q^2 + c^2\delta^2)(1 + c(1 - \delta\lambda_j))\right)\]
\[= \lambda_j \cdot \left(2cq\delta(1 + c - \alpha\delta\lambda_j - \gamma(1 - \alpha)\lambda_j) - (q^2 + c^2\delta^2)(1 + c - \alpha\delta\lambda_j + \alpha\beta\delta\lambda_j)\right)\]
\[= \lambda_j \cdot \left(- (1 + c - \alpha\delta\lambda_j)(q - c\delta)^2 - \lambda_j \cdot (2cq\delta\gamma(1 - \alpha) + (q^2 + (c\delta)^2)\alpha\beta\delta)\right)\]  \hspace{1cm} (B.46)

We now consider \(2cq\delta\gamma(1 - \alpha) + (q^2 + (c\delta)^2)\alpha\beta\delta\):
\[2cq\delta\gamma(1 - \alpha) + (q^2 + (c\delta)^2)\alpha\beta\delta\]
\[= 2cq\delta \cdot (\gamma(1 - \alpha) + \alpha\beta\delta) + (q^2 + (c\delta)^2 - 2cq\delta)\alpha\beta\delta\]
\[= 2cq\delta(q - c\delta) + (q - c\delta)^2\alpha\beta\delta\]  \hspace{1cm} (B.47)
Substituting equation (B.47) into equation (B.46) and grouping common terms, we obtain:

\[
\text{nr}(u_{22}) = \lambda_j \cdot \left( - (1 + c - \alpha \delta \lambda_j)(q - c \delta)^2 - \lambda_j \cdot \left( 2c q \delta (q - c \delta) + (q - c \delta)^2 \alpha \beta \delta \right) \right)
\]
\[
= \lambda_j \cdot \left( - (1 + c - \delta \lambda_j)(q - c \delta)^2 - \lambda_j \cdot \left( 2c q \delta (q - c \delta) \right) \right)
\]
\[
= -\lambda_j \cdot \left( (1 + c - \delta \lambda_j)(q - c \delta)^2 + 2c q \delta \lambda_j(q - c \delta) \right)
\]

(B.48)

With this, we can write out the exact expression for \( u_{22} \):

\[
u_{22} = \frac{(1 + c - \delta \lambda_j)(q - c \delta) + 2c q \delta \lambda_j}{2 \cdot (1 - c^2 + \lambda_j \cdot (q + c \delta))}
\]

(B.49)

**Numerator of \( u_{12} \):** We begin by rewriting the numerator of \( u_{12} \) (from equation (B.39)):

\[
\text{nr}(u_{12}) = \lambda_j \cdot \left( 2q \delta ((1 + c)(q \lambda_j - c) + \delta \lambda_j c^2) - (q^2 + c^2 \delta^2) \left( \lambda_j q - (1 + c)(1 - \delta \lambda_j) \right) \right)
\]

(B.50)

We split the simplification into two parts: one depending on \((1 + c)\) and the other part representing terms that don’t contain \((1 + c)\). In particular, we consider the terms that do not carry a coefficient of \((1 + c)\):

\[
2q \delta^2 \lambda_j c^2 - (q^2 + c^2 \delta^2) \cdot (q \lambda_j)
\]
\[
= q \lambda_j \cdot (2 \delta^2 c^2 - q^2 - \delta^2 c^2)
\]
\[
= -q \lambda_j \cdot (q^2 - (c \delta)^2)
\]

(B.51)

Next, we consider the other term containing the \((1 + c)\) part:

\[
(1 + c) \cdot \left( 2q \delta \cdot (q \lambda_j - c) + (q^2 + (c \delta))^2 \cdot (1 - \delta \lambda_j) \right)
\]
\[
= (1 + c) \cdot \left( 2q^2 \delta \lambda_j - 2q \delta c + q^2 + (c \delta)^2 - q^2 \delta \lambda_j - c^2 \delta^3 \lambda_j \right)
\]
\[
= (1 + c) \cdot \left( q - c \delta)^2 + \delta \lambda_j \left( q^2 - (c \delta)^2 \right) \right)
\]

(B.52)

Substituting equations (B.51), (B.52) into equation (B.50), we get:

\[
\text{nr}(u_{12}) = \lambda_j \cdot \left( (1 + c) \delta \lambda_j(q^2 - (c \delta)^2) + (1 + c)(q - c \delta)^2 - q \lambda_j(q^2 - (c \delta)^2) \right)
\]
\[ u_{12} = \frac{(1 + c - \lambda_j(q + c\delta))(q - c\delta) + \delta \lambda_j(q + c\delta)}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \] (B.54)

**Obtaining \( u_{11} \):** We revisit equation (B.35) and substitute \( u_{22} \) from equation (B.49):

\[ u_{11} = u_{22}(1 - 2\delta\lambda_j) + \delta^2\lambda_j \]
\[ = \frac{(1 + c - c\delta\lambda_j)(q - c\delta) + 2cq\delta\lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \cdot (1 - 2\delta\lambda_j) + \delta^2\lambda_j \]

From which, we consider the numerator of \( u_{11} \) and begin simplifying it:

\[ \text{nr}(u_{11}) = (1 + c - c\delta\lambda_j)(q - c\delta)(1 - 2\delta\lambda_j) + 2cq\delta\lambda_j(1 - 2\delta\lambda_j) + 2\delta^2\lambda_j(1 - c^2 + c\lambda_j(q + c\delta)) \]
\[ = (1 + c - c\delta\lambda_j)(q - c\delta)(1 - 2\delta\lambda_j) + 2\delta^2\lambda_j + 2c\delta\lambda_j(q - c\delta)(1 - \delta\lambda_j) \]
\[ = (1 + c + c\delta\lambda_j)(q - c\delta)(1 - \delta\lambda_j) + 2\delta^2\lambda_j - \delta\lambda_j(1 + c - c\delta\lambda_j)(q - c\delta) \]
\[ = (1 + c + c\delta\lambda_j)(q - c\delta) - 2\delta\lambda_j(q - c\delta)(1 + c) + 2\delta^2\lambda_j \]
\[ = (1 + c - c\delta\lambda_j)(q - c\delta) - 2\delta\lambda_j(q - c\delta) + 2\delta^2\lambda_j \] (B.55)

This implies,

\[ u_{11} = \frac{(1 + c - c\delta\lambda_j)(q - c\delta) - 2\delta\lambda_j(q - c\delta) + 2\delta^2\lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \] (B.56)

**Obtaining a bound on \( U_{22} \)**

For obtaining a PSD upper bound on \( U_{22} \), we will write out a sharp bound of \( u_{22} \) in each eigen space:

\[ u_{22} = \frac{(1 + c - c\lambda_j\delta)(q - c\delta) + 2cq\delta\lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \]
\[
\begin{align*}
&= (1 - c^2 + c\lambda_j(q + c\delta) + c\lambda_j + (1 + c)(c - \lambda_j(q + c\delta))(q - c\delta) + 2cq\delta \lambda_j \\
&= \frac{q - c\delta}{2} + \frac{q\lambda_j(q - c\delta)}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} + \frac{(1 + c)(c - \lambda_j(q + c\delta))(q - c\delta) + 2cq\delta \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \\
&\leq \frac{q - c\delta}{2} + \frac{q\lambda_j(q - c\delta)}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} + \frac{(1 + c)(c - \lambda_j(q + c\delta))(q - c\delta) + 2cq\delta \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \\
&\leq \frac{q - c\delta}{2} \cdot \frac{1 + c}{c} + \frac{(1 + c)(c - \lambda_j(q + c\delta))(q - c\delta) + 2cq\delta \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))}
\end{align*}
\]

Let us consider bounding the numerator of the 2\textsuperscript{nd} term:

\[
(1 + c)(c - \lambda_j(q + c\delta))(q - c\delta) + 2cq\delta \lambda_j \\
= c(1 + c)(q - c\delta) - (1 + c)\lambda_j(q + c\delta)(q - c\delta) + 2cq\delta \lambda_j \\
= c(1 + c)(q - c\delta) - (1 + c)\lambda_j(q - c\delta)^2 - 2c\delta \lambda_j(1 + c)(q - c\delta) + 2cq\delta \lambda_j \\
= c(1 + c)(q - c\delta) - (1 + c)\lambda_j(q - c\delta)^2 - 2c\delta \lambda_j(1 + c)(q - c\delta) + 2c(q - c\delta)\delta \lambda_j + 2c^2 \delta^2 \lambda_j \\
= c(1 + c)(q - c\delta) + 2c^2 \delta^2 \lambda_j - (1 + c)\lambda_j(q - c\delta)^2 - 2c^2 \delta \lambda_j(q - c\delta) \\
\leq c(1 + c)(q - c\delta) + 2c^2 \delta^2 \lambda_j
\]

Implying,

\[
\begin{align*}
u_{22} &\leq \frac{q - c\delta}{2} \cdot \frac{1 + c}{c} + \frac{c(1 + c)(q - c\delta) + 2c^2 \delta^2 \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \\
&\leq \frac{q - c\delta}{2} \cdot \frac{1 + c}{c} + \frac{c(1 + c)(q - c\delta)}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} + \frac{c^2 \delta^2 \lambda_j}{(1 - c^2 + c\lambda_j \cdot (q + c\delta))}
\end{align*}
\]

We will first upper bound the third term:

\[
\frac{c^2 \delta^2 \lambda_j}{(1 - c^2 + c\lambda_j \cdot (q + c\delta))} \leq \frac{c\delta^2}{q + c\delta} \\
= \frac{c\delta^2}{q - c\delta + 2c\delta} \\
\leq \frac{c\delta^2}{2c\delta} = \frac{\delta}{2}
\]

This implies,

\[
u_{22} \leq \frac{q - c\delta}{2} \cdot \frac{1 + c}{c} + \frac{\delta}{2} + \frac{c(1 + c)(q - c\delta)}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))}
\]
= \frac{q - c\delta}{2} \cdot \left( \frac{1 + c}{c} + \frac{\delta}{2} + \frac{c^2(q - c\delta)}{1 - c^2 + c\lambda_j \cdot (q + c\delta)} + \frac{c(1 - c)(q - c\delta)}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))} \right)
\leq \frac{q - c\delta}{2} \cdot \left( \frac{1 + c}{c} + \frac{\delta}{2} + \frac{c^2(q - c\delta)}{1 - c^2 + c\lambda_j \cdot (q + c\delta)} + \frac{c(q - c\delta)}{2 \cdot (1 + c)} \right)
= \frac{q - c\delta}{2} \cdot \left( \frac{1 + c}{c} + \frac{\delta}{2} + \frac{c^2(q - c\delta)}{1 - c^2 + c\lambda_j \cdot (q + c\delta)} + \frac{c(q - c\delta)}{2 \cdot (1 + c)} \right)
\leq \frac{q - c\delta}{2} \cdot \left( \frac{1 + c}{c} + \frac{\delta}{2} + \frac{c^2(q - c\delta)}{1 - c^2 + c\lambda_j \cdot (q + c\delta)} + \frac{c(q - c\delta)}{2 \cdot (1 + c)} \right)
\leq \frac{q - c\delta}{2} \cdot \left( \frac{1 + c}{c} + \frac{\delta}{2} + \frac{c^2(q - c\delta)}{1 - c^2 + c\lambda_j \cdot (q + c\delta)} + \frac{c(q - c\delta)}{2 \cdot (1 + c)} \right)
\leq \frac{4 \cdot q - c\delta}{2} \cdot \frac{\delta}{2}

Let us consider bounding \( \frac{q - c\delta}{2\delta\lambda_j} \):

\frac{q - c\delta}{2\delta\lambda_j} = \frac{\alpha\beta\delta + \gamma(1 - \alpha)}{2\delta\lambda_j}

Substituting the values for \( \alpha, \beta, \gamma, \delta \) applying \( \frac{1}{1 + \gamma_p} \leq 1 \), \( c_3 = \frac{c_2 \sqrt{2c_1 - c_1^2}}{c_1} \) and, \( c_2^2 = \frac{c_4^2}{2 - c_1} \) with \( 0 < c_4 < 1/6 \) we get:

\frac{q - c\delta}{2\delta\lambda_j} \leq \left( \frac{c_3 c_2 \sqrt{2c_1 - c_1^2}}{2} \frac{\sqrt{\kappa}}{\kappa} + \frac{c_2^2(2c_1 - c_1^2)}{2c_1} \right) \frac{1}{\lambda_j k}
\leq \left( \frac{c_3 c_2 \sqrt{2c_1 - c_1^2}}{2} + \frac{c_2^2(2c_1 - c_1^2)}{2c_1} \right) \frac{1}{\lambda_j k}
= c_2^2(2 - c_1) \frac{1}{\kappa \lambda_j} = c_4 \frac{1}{\lambda_j k}

Which implies the bound on \( u_{22} \):

\( u_{22} \leq \frac{4 \cdot c_4 \cdot \frac{1}{\lambda_j k} + \delta}{2} \)
Now, consider the following bound on $1/c$:

$$\frac{1}{c} = \frac{1}{\alpha(1 - \beta)}$$

$$= 1 + \frac{(1 + c_3)c_2\sqrt{2c_1 - c_1^2}}{\sqrt{\kappa\bar{\kappa}} - c_2c_3\sqrt{2c_1 - c_1^2}}$$

$$\leq 1 + \frac{(1 + c_3)c_2\sqrt{2c_1 - c_1^2}}{1 - c_2c_3\sqrt{2c_1 - c_1^2}}$$

$$= 1 + \frac{\sqrt{c_1c_4} + c_4}{1 - c_4}$$

$$= 1 + \frac{\sqrt{c_1c_4}}{1 - c_4} \quad (B.57)$$

Substituting values of $c_1, c_4$ we have: $1/c \leq 1.5$. This implies the following bound on $u_{22}$:

$$u_{22} \leq 6 \cdot \frac{c_4}{\lambda_j\bar{\kappa}} + \frac{\delta}{2} \quad (B.58)$$

Alternatively, this implies that $U_{22}$ can be upper bounded in a psd sense as:

$$U_{22} \preceq \frac{6c_4}{\bar{\kappa}} \cdot H^{-1} + \frac{\delta}{2} \cdot I$$

**Understanding fourth moment effects**

We wish to obtain a bound on:

$$\mathbb{E} \left[ \hat{V}_2 \otimes \hat{V}_2 \right] U = \mathbb{E} \left[ \hat{V}_2 U \hat{V}_2^\top \right]$$

$$= \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes \mathcal{M} U_{22}$$

We need to understand $\mathcal{M} U_{22}$.

$$\mathcal{M} U_{22} \preceq \frac{6c_4}{\bar{\kappa}} \cdot \mathcal{M} H^{-1} + \frac{\delta}{2} \cdot \mathcal{M} I$$

$$\preceq (6c_4 + \frac{\delta R^2}{2}) \cdot H$$

$$= s \cdot H \quad (B.59)$$
where, $s \overset{\text{def}}{=} (6c_4 + \frac{\delta R^2}{2}) = 23/30 \leq \frac{4}{5}$. This implies (along with the fact that for any PSD matrices $A, B, C$, if $A \preceq B$, then, $A \otimes C \preceq B \otimes C$),

$$E \left[ \hat{V}_2 \otimes \hat{V}_2 \right] U \preceq s \cdot \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H \preceq \frac{4}{5} \cdot \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H. \quad (B.60)$$

This will lead us to obtaining a PSD upper bound on $\Phi_\infty$, i.e., the proof of Lemma 14

**Proof of lemma 14.** We begin by recounting the expression for the steady state covariance operator $\Phi_\infty$ and applying results derived from previous subsections:

$$\Phi_\infty = (I - B)^{-1} \hat{\Sigma} \leq \sigma^2 U + \sigma^2 (I - B)^{-1} \cdot E \left[ \hat{V}_2 \otimes \hat{V}_2 \right] U \quad \text{(from equation (B.33))}$$

$$\leq \sigma^2 U + \frac{4}{5} \sigma^2 (I - B)^{-1} \left( \begin{bmatrix} \delta^2 & \delta \cdot q \\ \delta \cdot q & q^2 \end{bmatrix} \otimes H \right) \quad \text{(from equation (B.60))}$$

$$= \sigma^2 U + \frac{4}{5} (I - B)^{-1} \hat{\Sigma}$$

$$= \sigma^2 U + \frac{4}{5} \cdot \Phi_\infty$$

$$\implies \Phi_\infty \leq 5 \sigma^2 U. \quad (B.61)$$

Now, given the upper bound provided by equation (B.61), we can now obtain a (mildly) looser upper PSD bound on $U$ that is more interpretable, and this is by providing an upper bound on $U_{11}$ and $U_{22}$ by considering their magnitude along each eigen direction of $H$. In particular, let us consider the max of $u_{11}$ and $u_{22}$ along the $j^{th}$ eigen direction (as implied by equations (B.56), (B.49)):

$$\max(u_{11}, u_{22}) = \frac{(1 + c - c\delta \lambda_j)(q - c\delta) + 2\delta^2 \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))}$$

$$= \frac{(1 + c - c\delta \lambda_j)(q - c\delta) + 2\delta^2 \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))}$$

$$= \frac{(1 + c - c\delta \lambda_j)(q - c\delta) + 2cq \lambda_j - 2cq \lambda_j + 2\delta^2 \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))}$$

$$= \frac{-2cq \lambda_j + 2\delta^2 \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))}$$

$$= u_{22} + \frac{-2cq \lambda_j + 2\delta^2 \lambda_j}{2 \cdot (1 - c^2 + c\lambda_j \cdot (q + c\delta))}$$
\[
\frac{\delta^2 \lambda_j - cq \lambda_j}{(1 - c^2 + c \lambda_j \cdot (q + c \delta))} \leq \frac{\delta^2 \lambda_j - cq \lambda_j}{c \lambda_j \cdot (q + c \delta)} \\
\leq \frac{\delta^2 \lambda_j - cq \lambda_j}{2c^2 \delta \lambda_j} \\
= \frac{\delta^2 \lambda_j - c(\alpha \delta + \gamma(1 - \alpha))\lambda_j}{2c^2 \delta \lambda_j} \\
\leq \frac{\delta^2 \lambda_j - c\alpha \delta \lambda_j}{2c^2 \delta \lambda_j} = \frac{1 - c \alpha}{c^2} \cdot \frac{\delta}{2} \\
= \left(\frac{1 - c}{c^2} + \frac{1 - \alpha}{c}\right) \cdot \frac{\delta}{2} \\
= \left(\frac{1 + c_3}{c^2} + \frac{1 - \alpha}{c}\right) \cdot \frac{\delta}{2} \\
= \frac{1 - \alpha}{c} \left(\frac{1 + c_3}{c} + 1\right) \cdot \frac{\delta}{2} \\
\leq 3 \cdot \frac{1 - \alpha}{c} \cdot \frac{1}{2} \cdot \frac{\delta}{2} \\
\leq 3 \cdot \frac{1 - \alpha}{c} \cdot \frac{1 + \sqrt{c_1 c_4}}{1 - c_4} \cdot \frac{\delta}{2} \\
= 3 \cdot \frac{c_1 c_3}{\sqrt{\kappa \tilde{\kappa}} - c_1 c_3^2} \cdot \frac{1 + \sqrt{c_1 c_4}}{1 - c_4} \cdot \frac{\delta}{2} \\
\leq 3 \cdot \frac{c_1 c_3}{1 - c_1 c_3^2} \cdot \frac{1 + \sqrt{c_1 c_4}}{1 - c_4} \cdot \frac{\delta}{2} \\
\leq (2/3) \frac{\delta}{2}
\]

Plugging this into the bound for \(\max u_{11}, u_{22}\), we get:

\[
\max(u_{11}, u_{22}) \leq \frac{6c_4}{\kappa \lambda_j} + \frac{(5/3) \delta}{2} = (2/3) \frac{1}{\kappa \lambda_j} + (5/3) \frac{\delta}{2}
\]

This implies the bound written out in the lemma, that is,

\[
U \preceq \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \otimes \left(\frac{2}{3} \left(\frac{1}{\kappa} \mathbf{H}^{-1}\right) + \frac{5}{6} \cdot (\delta \mathbf{I})\right)
\]
Lemma 41.

\[ \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( I + (I - A_L)^{-1}A_L + (I - A_R^\top)^{-1}A_R^\top \right) \cdot \mathbb{E}[\theta_l \otimes \theta_l] \rangle \leq \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( I + (I - A_L)^{-1}A_L + (I - A_R^\top)^{-1}A_R^\top \right) \cdot \mathbb{E}[\theta_\infty \otimes \theta_\infty] \rangle \leq 5\sigma^2d. \]

Where, \( d \) is the dimension of the problem.

Before proving Lemma 41, we note that the sequence of expected covariances of the centered parameters \( \mathbb{E}[\theta_l \otimes \theta_l] \) when initialized at the zero covariance (as in the case of variance analysis) only grows (in a pd sense) as a function of time and settles at the steady state covariance.

Lemma 42. Let \( \theta_0 = 0 \). Then, by running the stochastic process defined using the recursion as in equation (B.29), the covariance of the resulting process is monotonically increasing until reaching the stationary covariance \( \mathbb{E}[\theta_\infty \otimes \theta_\infty] \).

Proof. As long as the process does not diverge (as defined by spectral norm bounds of the expected update \( B = \mathbb{E}[\hat{A} \otimes \hat{A}] \) being less than 1), the first-order Markovian process converges geometrically to its unique stationary distribution \( \theta_\infty \otimes \theta_\infty \). In particular,

\[ \mathbb{E}[\theta_l \otimes \theta_l] = B \mathbb{E}[\theta_{l-1} \otimes \theta_{l-1}] + \hat{\Sigma} \]

\[ = \left( \sum_{k=0}^{l-1} B^k \right) \hat{\Sigma} \]

Thus implying the fact that

\[ \mathbb{E}[\theta_l \otimes \theta_l] = \mathbb{E}[\theta_{l-1} \otimes \theta_{l-1}] + B^{l-1} \hat{\Sigma} \]

Owing to the PSD’ness of the operators in the equation above, the lemma concludes with the claim that \( \mathbb{E}[\theta_l \otimes \theta_l] \geq \mathbb{E}[\theta_{l-1} \otimes \theta_{l-1}] \) \( \square \)

Given these lemmas, we are now in a position to prove Lemma 41.
Proof of Lemma 41

\[
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( I + (I - A_L)^{-1} A_L + (I - A_R^T)^{-1} A_R^T \right) \cdot E [\theta_i \otimes \theta_i] \rangle
\]

\[
= \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( I + (I - A_L)^{-1} A_L + (I - A_R^T)^{-1} A_R^T \right) (I - A_L A_R^T)^{-1} (I - A_L A_R^T) \cdot E [\theta_i \otimes \theta_i] \rangle
\]

\[
= \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( (I - A_L)^{-1} (I - A_R^T)^{-1} \right) (I - A_L A_R^T) \cdot E [\theta_i \otimes \theta_i] \rangle \quad \text{(using Lemma 35)}
\]

\[
= \langle \left( (I - A_L^T)^{-1} (I - A_R^T)^{-1} \right) \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I - A_L A_R^T) \cdot E [\theta_i \otimes \theta_i] \rangle
\]

\[
= \langle (I - A^T)^{-1} \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I - A)^{-1} (I - D) \cdot E [\theta_i \otimes \theta_i] \rangle
\]

\[
= \frac{1}{(q - c\delta)^2} \langle \otimes_2 \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix}, (I - D) \cdot E [\theta_i \otimes \theta_i] \rangle \quad \text{(using Lemma 32)}
\]

\[
= \frac{1}{(q - c\delta)^2} \langle \otimes_2 \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix}, (I - D)(I - B)^{-1}(I - B^i) \tilde{\Sigma} \rangle
\]

\[
= \frac{1}{(q - c\delta)^2} \langle \otimes_2 \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix}, (I - B + R)(I - B)^{-1}(I - B^i) \tilde{\Sigma} \rangle
\]

\[
= \frac{1}{(q - c\delta)^2} \langle \otimes_2 \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix}, \tilde{\Sigma} - B^i \tilde{\Sigma} + R(I - B)^{-1} \tilde{\Sigma} - R(I - B)^{-1} B^i \tilde{\Sigma} \rangle
\]

\[
\leq \frac{1}{(q - c\delta)^2} \langle \otimes_2 \begin{bmatrix} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{bmatrix}, \tilde{\Sigma} + \sigma^2 R \cdot (5U) \rangle \quad \text{(B.62)}
\]

So, we need to understand \( RU \):

\[
RU = E \left( \begin{bmatrix} 0 & \delta \cdot (H - aa^T) \\ 0 & q \cdot (H - aa^T) \end{bmatrix} \right) U \left( \begin{bmatrix} 0 & 0 \\ \delta \cdot (H - aa^T) & q \cdot (H - aa^T) \end{bmatrix} \right)
\]
\[
\begin{align*}
\delta^2 \delta \cdot q \otimes E \left[ (H - aa^\top)U_{22}(H - aa^\top) \right] \\
\delta^2 \delta \cdot q \otimes (M - \mathcal{H}_\mathcal{C} \mathcal{H}_\mathcal{R}) U_{22} \\
\lambda \left[ \begin{array}{ccc}
\delta^2 & \delta \cdot q \\
\delta \cdot q & q^2
\end{array} \right] \otimes MU_{22} \\
\lambda \cdot \frac{4}{5} \left[ \begin{array}{ccc}
\delta^2 & \delta \cdot q \\
\delta \cdot q & q^2
\end{array} \right] \otimes H & (\text{from equation } [B.59]).
\end{align*}
\]

Then,

\[
\begin{align*}
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( I + (I - A_L)^{-1} A_L + (I - A_R^\top)^{-1} A_R^\top \right) \cdot \theta_i \otimes \theta_i \rangle \\
\leq \frac{1}{(q - c\delta)^2} \langle \otimes_2 \left[ \begin{array}{ccc}
(1-qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{array} \right], \hat{\Sigma} + \sigma^2 \mathcal{R} \cdot (5U) \rangle & (\text{from equation } [B.62]) \\
\leq \frac{5\sigma^2}{(q - c\delta)^2} \langle \otimes_2 \left[ \begin{array}{ccc}
(1-qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{array} \right], \left[ \begin{array}{ccc}
\delta^2 & \delta \cdot q \\
\delta \cdot q & q^2
\end{array} \right] \otimes H \rangle \\
= \frac{5}{(q - c\delta)^2} \cdot d \sigma^2 \cdot (q - c\delta)^2 \\
= 5\sigma^2 d. & (B.63)
\end{align*}
\]

Lemma 43.

\[
\left| \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \left( I - A_L \right)^{-2} A_L + \left( I - A_R^\top \right)^{-2} A_R^\top \rangle \Phi_\infty \rangle \right| \leq C \cdot \sigma^2 d \sqrt{\kappa \tilde{\kappa}}
\]

Where, \( C \) is a universal constant.

Proof. We begin by noting the following while considering the left side of the above expres-
\[
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I - A^\top)^{-2}A^\top + (I - A_L)^{-2}A_L \rangle \Phi_\infty \rangle \\
= \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} A(I - A)^{-2} + (I - A^\top)^{-2}A^\top \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \Phi_\infty \rangle 
\]

The inner product above is a sum of two terms, so let us consider the first of the terms:

\[
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} A(I - A)^{-2}, \Phi_\infty \rangle \\
= \text{Tr} \left( (I - A^\top)^{-2}A^\top \begin{bmatrix} H^{1/2} \\ 0 \end{bmatrix} \begin{bmatrix} H^{1/2} & 0 \end{bmatrix} \Phi_\infty \right) \\
= \text{Tr} \left( \left( \begin{bmatrix} H^{1/2} \\ 0 \end{bmatrix} \Phi_\infty (I - A^\top)^{-2}A^\top \begin{bmatrix} H^{1/2} \\ 0 \end{bmatrix} \right) \right) \\
= \sum_{j=1}^{d} \text{Tr} \left( \left( \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} (\Phi_\infty)_{j}(I - A^\top_j)^{-2}A^\top_j \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right) \right) \\
= \sum_{j=1}^{d} \text{Tr} \left( \left( \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} (\Phi_\infty^{1/2})_{j} \cdot (\Phi_\infty^{1/2})_{j}^\top (I - A^\top_j)^{-2}A^\top_j \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right) \right) 
\]

where \((\Phi_\infty)_{j}\) is the \(2 \times 2\) block of \(\Phi_\infty\) corresponding to the \(j^{th}\) eigensubspace of \(H\), \((\Phi_\infty^{1/2})_{j}\) denotes the \(2 \times 2d\) submatrix (i.e., 2 rows) of \(\Phi_\infty^{1/2}\) corresponding to the \(j^{th}\) eigensubspace and \(A_j\) denotes the \(j^{th}\) diagonal block of \(A\). Note that \((\Phi_\infty^{1/2})_{j}(\Phi_\infty^{1/2})_{j}^\top = (\Phi_\infty)_{j}\). It is very easy to observe that the second term in the dot product can be written in a similar manner, i.e.:

\[
\langle (I - A^\top)^{-2}A^\top \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \Phi_\infty \rangle \\
= \sum_{j=1}^{d} \text{Tr} \left( \left( \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} (\Phi_\infty^{1/2})_{j} \cdot (\Phi_\infty^{1/2})_{j}^\top A_j(I - A_j)^{-2}(\Phi_\infty^{1/2})_{j} \right) \right) 
\]
So, essentially, the expression in the left side of the lemma can be upper bounded by using Cauchy-Shwartz inequality:

\[ \text{Tr}\left( \left( \begin{bmatrix} \lambda_j^{1/2} & \Phi_\infty_j \end{bmatrix} \right) \cdot \left( \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right) \right) \]

\[ + \text{Tr}\left( \left( \begin{bmatrix} \lambda_j^{1/2} \end{bmatrix} \right) \cdot \left( \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right) \right) \]

\[ \leq 2 \left\| \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{(\Phi_\infty)_j} \cdot \left\| (I - A_j^\top)_{-2} A_j^\top \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{(\Phi_\infty)_j} \tag{B.64} \]

The advantage with the above expression is that we can now begin to employ psd upper bounds on the covariance of the steady state distribution \( \Phi_\infty \) and provide upper bounds on the expression on the right hand side. In particular, we employ the following bound provided by the taylor expansion that gives us an upper bound on \( \Phi_\infty \):

\[ \Phi_\infty \overset{\text{def}}{=} \begin{bmatrix} \dot{U}_{11} & \dot{U}_{12} \\ \dot{U}_{12} & \dot{U}_{22} \end{bmatrix} \preceq 5\sigma^2 U = 5\sigma^2 \begin{bmatrix} U_{11} & U_{12} \\ U_{12}^\top & U_{22} \end{bmatrix} \]

(using equation \([B.61]\))

This implies in particular that \( (\Phi_\infty)_j \preceq 5\sigma^2 U_j \) for every \( j \in [d] \) and hence, for any vector \( \|a\|_{(\Phi_\infty)_j} \leq \sqrt{5\sigma^2} \|a\|_{U_j} \). The important property of the matrix \( U \) that serves as a PSD upper bound is that it is diagonalizable using the basis of \( H \), thus allowing us to bound the computations in each of the eigen directions of \( H \).
\[
\sqrt{5\sigma^2} \left\| (I - A_j^\top)^{-2} A_j^\top \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{U_j} \quad \text{(B.65)}
\]

So, let us consider \( \begin{bmatrix} \lambda_j^{1/2} & 0 \end{bmatrix} A_j (I - A_j)^{-2} \) and write out the following series of equations:

\[
\begin{align*}
A_j = & \begin{bmatrix} 0 & \sqrt{\lambda_j (1 - \delta \lambda_j)} \\ 1 & -(1 - \delta \lambda_j) \\ c & -(c - q \lambda_j) \end{bmatrix} \\
I - A_j = & \begin{bmatrix} 1 & -(1 - \delta \lambda_j) \\ c & -(c - q \lambda_j) \end{bmatrix} \\
\det(I - A_j) = & (q - c \delta) \lambda_j \\
(I - A_j)^{-1} = & \frac{1}{(q - c \delta) \lambda_j} \begin{bmatrix} -(c - q \lambda_j) & 1 - \delta \lambda_j \\ -c & 1 \end{bmatrix} \\
\Rightarrow \begin{bmatrix} \lambda_j^{1/2} & 0 \end{bmatrix} A_j (I - A_j)^{-1} = & \frac{\sqrt{\lambda_j (1 - \delta \lambda_j)}}{(q - c \delta) \lambda_j} \begin{bmatrix} -c & 1 \end{bmatrix} \\
\Rightarrow \begin{bmatrix} \lambda_j^{1/2} & 0 \end{bmatrix} A_j (I - A_j)^{-2} = & \frac{\sqrt{\lambda_j (1 - \delta \lambda_j)}}{(q - c \delta) \lambda_j^2} \begin{bmatrix} -c(1 - c + q \lambda_j) & 1 - c + c \delta \lambda_j \end{bmatrix} \\
& = \frac{\sqrt{\lambda_j (1 - \delta \lambda_j)}}{(q - c \delta) \lambda_j^2} \\
& \quad \cdot \left( (1 - c + c \delta \lambda_j) \begin{bmatrix} -c & 1 \end{bmatrix} - c \lambda_j (q - c \delta) \begin{bmatrix} 1 & 0 \end{bmatrix} \right)
\end{align*}
\]

This implies,

\[
\left\| (I - A_j^\top)^{-2} A_j^\top \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{U_j} \leq \frac{\sqrt{\lambda_j (1 - \delta \lambda_j)}}{(q - c \delta) \lambda_j^2} (1 - c + c \delta \lambda_j) \left\| \begin{bmatrix} -c \\ 1 \end{bmatrix} \right\|_{U_j} \\
& + \frac{c \sqrt{\lambda_j (1 - \delta \lambda_j)}}{(q - c \delta) \lambda_j} \left\| \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right\|_{U_j} \quad \text{(B.66)}
\]

Next, let us consider \( \left\| \begin{bmatrix} -c \\ 1 \end{bmatrix} \right\|_{U_j}^2 \):

\[
\left\| \begin{bmatrix} -c \\ 1 \end{bmatrix} \right\|_{U_j}^2 = c^2 u_{11} + u_{22} - 2c \cdot u_{12}
\]
Note that $u_{11}, u_{12}, u_{22}$ share the same denominator, so let us evaluate the numerator $\text{nr}(c^2u_{11} - 2cu_{12} + u_{22})$. For this, we have, from equations (B.56), (B.54), (B.49) respectively: Furthermore,

$$
\text{nr}(u_{11}) = (1 + c - c\delta\lambda_j)(q - c\delta) - 2\delta\lambda_j(q - c\delta) + 2\delta^2\lambda_j
$$

$$
\text{nr}(u_{12}) = (1 + c - \lambda_j(q + c\delta))(q - c\delta) + \delta\lambda_j(q + c\delta)
$$

$$
\text{nr}(u_{22}) = (1 + c - c\delta\lambda_j)(q - c\delta) + 2cq\delta\lambda_j
$$

Combining these, we have:

$$
\begin{align*}
& c^2\text{nr}(u_{11}) - 2c \cdot \text{nr}(u_{12}) + \text{nr}(u_{22}) \\
& = (1 + c - c\delta\lambda_j)(1 - c)^2 + 2cq\lambda_j)(q - c\delta) - 2c^2\delta\lambda_j(q - c\delta) \\
& = (1 + c - c\delta\lambda_j)(1 - c)^2(q - c\delta) + 2c\lambda_j(q - c\delta)^2
\end{align*}
$$

Implying,

$$
\left\| \begin{bmatrix} -c \\ 1 \end{bmatrix} \right\|_{U_j}^2 = \frac{(1 + c - c\delta\lambda_j)(1 - c)^2(q - c\delta) + 2c\lambda_j(q - c\delta)^2}{1 - c^2 + c\lambda_j(q + c\delta)}
$$

In a very similar manner,

$$
\left\| \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right\|_{U_j}^2 = u_{11}
$$

$$
= \frac{(1 + c - c\delta\lambda_j)(q - c\delta) - 2\delta\lambda_j(q - c\delta) + 2\delta^2\lambda_j}{1 - c^2 + c\lambda_j(q + c\delta)}
$$

This implies, plugging into equation (B.66)

$$
\left\| (I - A_j^\top)^{-2}A_j^\top \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{U_j} \leq \frac{\sqrt{\lambda_j}(1 - \delta\lambda_j)}{((q - c\delta)\lambda_j)^2} \cdot (1 - c + c\delta\lambda_j) \sqrt{\frac{(1 + c - c\delta\lambda_j)(1 - c)^2(q - c\delta) + 2c\lambda_j(q - c\delta)^2}{1 - c^2 + c\lambda_j(q + c\delta)}}
$$

$$
+ \frac{c\sqrt{\lambda_j}(1 - \delta\lambda_j)}{((q - c\delta)\lambda_j)} \sqrt{\frac{(1 + c - c\delta\lambda_j)(q - c\delta) - 2\delta\lambda_j(q - c\delta) + 2\delta^2\lambda_j}{1 - c^2 + c\lambda_j(q + c\delta)}}
$$

(B.67)
Finally, we need,
\[
\begin{bmatrix}
H^{1/2} \\
0
\end{bmatrix}_{\Phi_{\infty}} \leq \sqrt{5\sigma^2} \begin{bmatrix}
H^{1/2} \\
0
\end{bmatrix}_U
\]
Again, this can be analyzed in each of the eigen directions \((\lambda_j, u_j)\) of \(H\) to yield:
\[
\begin{bmatrix}
\lambda_j^{1/2} \\
0
\end{bmatrix}_{u_j} = \sqrt{\lambda_j u_{11}}
= \sqrt{\lambda_j \cdot \frac{(1+c-c\delta \lambda_j)(q-c\delta) - 2\delta \lambda_j(q-c\delta) + 2\delta^2 \lambda_j}{1-c^2+c\lambda_j(q+c\delta)}}
\]
\(B.68\)
Now, we require to bound the product of equation (B.67) and (B.68):
\[
\| (I - A_j^T)^{-2} A_j^T \begin{bmatrix}
\lambda_j^{1/2} \\
0
\end{bmatrix}_{u_j} \|_U \cdot \begin{bmatrix}
\lambda_j^{1/2} \\
0
\end{bmatrix}_{u_j} = T_1 + T_2
\]
\(B.69\)
Where,
\[
T_1 = \frac{\lambda_j(1-\delta \lambda_j)}{((q-c\delta)\lambda_j)^2} \cdot (1+c+c\delta \lambda_j) \left( \sqrt{\frac{(1+c-c\delta \lambda_j)(1-c)^2(q-c\delta) + 2c\lambda_j(q-c\delta)^2}{1-c^2+c\lambda_j(q+c\delta)}} \right)
\]
\[
\cdot \left( \sqrt{\frac{(1+c-c\delta \lambda_j)(q-c\delta) - 2\delta \lambda_j(q-c\delta) + 2\delta^2 \lambda_j}{1-c^2+c\lambda_j(q+c\delta)}} \right)
\]
And,
\[
T_2 = \frac{c(1-\delta \lambda_j)}{q-c\delta} \cdot \frac{(1+c-c\delta \lambda_j)(q-c\delta) - 2\delta \lambda_j(q-c\delta) + 2\delta^2 \lambda_j}{1-c^2+c\lambda_j(q+c\delta)}
\]
We begin by considering \(T_1\):
\[
T_1 = \frac{\lambda_j(1-\delta \lambda_j)}{((q-c\delta)\lambda_j)^2} \cdot (1+c+c\delta \lambda_j) \left( \sqrt{\frac{(1+c-c\delta \lambda_j)(1-c)^2(q-c\delta) + 2c\lambda_j(q-c\delta)^2}{1-c^2+c\lambda_j(q+c\delta)}} \right)
\]
\[
\cdot \left( \sqrt{\frac{(1+c-c\delta \lambda_j)(q-c\delta) - 2\delta \lambda_j(q-c\delta) + 2\delta^2 \lambda_j}{1-c^2+c\lambda_j(q+c\delta)}} \right)
\]
\[
= \left( \frac{\lambda_j(1-\delta \lambda_j)}{((q-c\delta)\lambda_j)^2} \right) \cdot \left( \frac{1-c+c\delta \lambda_j}{1-c^2+c\lambda_j(q+c\delta)} \right).
\]
\[
\left( \sqrt{(1+c - c\delta \lambda_j)(q - c\delta)} - 2\delta \lambda_j(q - c\delta) + 2\delta^2 \lambda_j \right) \\
\leq \left( \frac{\lambda_j}{((q - c\delta)\lambda_j)^2} \right) \cdot \left( \frac{1 - c + c\delta \lambda_j}{1 - c^2 + c\lambda_j(q + c\delta)} \right) \\
\leq \frac{2(1 + c_3)}{c_2 \sqrt{2c_1 - c_1^2}} \sqrt{\kappa \bar{\kappa}}
\]

We will consider the four terms within the square root and bound them separately:

\[T_{11}^1 = \frac{(1 + c - c\delta \lambda_j)(1 - c)}{(q - c\delta)\lambda_j}\]

\[\leq \frac{2(1 - c)}{\lambda_j \cdot (q - c\delta)} \leq \frac{2(1 + c_3)}{\lambda_j \gamma} \leq \frac{2(1 + c_3)}{c_2 \sqrt{2c_1 - c_1^2}} \sqrt{\kappa \bar{\kappa}}
\]

Next,

\[T_{21}^1 = \frac{\sqrt{2\delta^2 \lambda_j} \sqrt{(1+c - c\delta \lambda_j)(1 - c)^2(q - c\delta)}}{(q - c\delta)^2 \lambda_j}
\]

\[= \frac{2\delta(1 - c)}{\sqrt{(q - c\delta)^2 \lambda_j}} \cdot \frac{1 - c}{q - c\delta}
\]

\[= \frac{2(1 + c_3)\delta}{\gamma} \cdot \frac{1}{\sqrt{(q - c\delta)\lambda_j}}
\]

\[\leq \frac{2(1 + c_3)\delta}{\gamma} \cdot \frac{1}{\sqrt{\gamma(1 - \alpha)\mu}}
\]

\[\leq \frac{2\sqrt{2}(1 + c_3)}{c_2^2(2 - c_1)} \cdot \bar{\kappa}
\]

Next,

\[T_{12}^1 = \frac{\sqrt{(1+c - c\delta \lambda_j)(q - c\delta)^3 \cdot 2c\lambda_j}}{(q - c\delta)^2 \lambda_j}
\]

\[\leq \frac{2\sqrt{2}}{c_2 \sqrt{2c_1 - c_1^2}} \cdot \sqrt{\kappa \bar{\kappa}}
\]
Finally,

\[ T_{2}^{22} = \frac{\sqrt{2\delta^2 \lambda_j \cdot 2c \lambda_j(q-c\delta)^2}}{(q-c\delta)^2 \lambda_j} \]

\[ \leq \frac{2\delta}{q-c\delta} \leq \frac{4}{c^2(2-c_1)} \cdot \tilde{\kappa} \]

Implying,

\[ T_1 \leq \left( \frac{1-c+c\delta \lambda_j}{1-c^2+c\lambda_j(q+c\delta)} \right) \cdot (T_{11}^{11} + T_{11}^{12} + T_{12}^{21} + T_{12}^{22}) \]

\[ \leq \left( \frac{1-c+c\delta \lambda_j}{1-c^2+c\lambda_j(q+c\delta)} \right) \cdot 2 \cdot (1+\sqrt{2}+c_3) \left( \frac{\sqrt{\kappa \tilde{\kappa}}}{c_2 \sqrt{2c_1-c_1^2}} + \sqrt{2} \frac{\tilde{\kappa}}{c_2^2(2-c_1)} \right) \]

\[ \leq \left( \frac{1}{1+c} + \frac{1}{2c} \right) \cdot 2 \cdot (1+\sqrt{2}+c_3) \left( \frac{\sqrt{\kappa \tilde{\kappa}}}{\sqrt{c_1 c_4}} + \frac{\sqrt{2} \tilde{\kappa}}{c_4} \right) \]

\[ \leq \frac{3}{c} \cdot (1+\sqrt{2}+c_3) \left( \frac{\sqrt{\kappa \tilde{\kappa}}}{\sqrt{c_1 c_4}} + \frac{\sqrt{2} \tilde{\kappa}}{c_4} \right) \]

Recall the bound on $1/c$ from equation [B.57]:

\[ \frac{1}{c} \leq \frac{1+\sqrt{c_1 c_4}}{1-c_4} \]

Implying,

\[ T_1 \leq \frac{3}{c} \cdot (1+\sqrt{2}+c_3) \left( \frac{\sqrt{\kappa \tilde{\kappa}}}{\sqrt{c_1 c_4}} + \frac{\sqrt{2} \tilde{\kappa}}{c_4} \right) \]

\[ \leq \frac{3}{c} \cdot (1+\sqrt{2}+c_3) \left( \frac{1}{\sqrt{c_1 c_4}} + \frac{\sqrt{2}}{c_4} \right) \sqrt{\kappa \tilde{\kappa}} \]

\[ \leq 3(1+\sqrt{2}+c_3) \left( \frac{1}{\sqrt{c_1 c_4}} + \frac{\sqrt{2}}{c_4} \right) \cdot \frac{1+\sqrt{c_1 c_4}}{1-c_4} \sqrt{\kappa \tilde{\kappa}} \]

\[ \leq 3(1+\sqrt{2}+\sqrt{(c_4/c_1)}) \left( \frac{1}{\sqrt{c_1 c_4}} + \frac{\sqrt{2}}{c_4} \right) \cdot \frac{1+\sqrt{c_1 c_4}}{1-c_4} \sqrt{\kappa \tilde{\kappa}} \]

(B.71)

Next, we consider $T_2$:

\[ T_2 = \frac{c(1-\delta \lambda_j)}{q-c\delta} \cdot \left( \frac{(1+c-c\delta \lambda_j)(q-c\delta)-2\delta \lambda_j(q-c\delta)+2\delta^2 \lambda_j}{1-c^2+c\lambda_j(q+c\delta)} \right) \]
\[
\leq \left( \frac{(1 + c - c\delta\lambda_j)(q - c\delta) - 2\delta\lambda_j(q - c\delta) + 2\delta^2\lambda_j}{(q - c\delta) \cdot (1 - c^2 + c\lambda_j(q + c\delta))} \right)
\leq \left( \frac{(1 + c - c\delta\lambda_j)(q - c\delta) + 2\delta^2\lambda_j}{(q - c\delta) \cdot (1 - c^2 + c\lambda_j(q + c\delta))} \right)
\]

We split \( T_2 \) into two parts:

\[
T_2^1 = \frac{(1 + c - c\delta\lambda_j)}{(1 - c^2 + c\lambda_j(q + c\delta))} \leq \frac{1}{1 - c} = \frac{1}{1 - \alpha + \alpha\beta} = \frac{1}{(1 + c_3)(1 - \alpha)} \leq \frac{2\sqrt{\kappa\tilde{\kappa}}}{(1 + c_3)c_2\sqrt{2c_1 - c_1^2}} \leq \frac{2\sqrt{\kappa\tilde{\kappa}}}{(1 + \sqrt{c_4/c_1})\sqrt{c_1c_4}} = \frac{2\sqrt{\kappa\tilde{\kappa}}}{\sqrt{c_1c_4} + c_4}
\]

Then,

\[
T_2^2 = \frac{2\delta^2\lambda_j}{(q - c\delta)(1 - c^2 + c\lambda_j(q + c\delta))} \leq \frac{\delta^2\lambda_j}{\gamma(1 - \alpha)c^2\lambda_j\delta} = \frac{\delta}{c^2\gamma(1 - \alpha)} = \frac{2\kappa}{c_4} \cdot \frac{1}{c^2}
\]

Implying,

\[
T_2 \leq 2 \cdot \left( \frac{\sqrt{\kappa\tilde{\kappa}}}{c_4 + \sqrt{c_1c_4}} + \frac{\kappa}{c^2c_4} \right) \leq 2 \cdot \left( \frac{1}{\sqrt{c_1c_4} + c_4} + \left( \frac{1 + \sqrt{c_1c_4}}{1 - c_4} \right)^2 \cdot \frac{1}{c_4} \right) \frac{\sqrt{\kappa\tilde{\kappa}}}{\sqrt{\kappa\tilde{\kappa}}}
\leq \frac{2}{c_4} \cdot \left( 1 + \left( \frac{1 + \sqrt{c_1c_4}}{1 - c_4} \right)^2 \right) \frac{\sqrt{\kappa\tilde{\kappa}}}{\sqrt{\kappa\tilde{\kappa}}}
\]

(B.72)

We add \( T_1 \) and \( T_2 \) and revisit equation (B.69):

\[
\left\| (I - A_j^\top)^{-2}A_j^\top \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{U_j} \cdot \left\| \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{U_j}
\]
\[ T_1 + T_2 \leq \left( \frac{2}{c_4} \left( 1 + \left( \frac{1 + \sqrt{c_1 c_4}}{1 - c_4} \right)^2 \right) + 3 \cdot \frac{1 + \sqrt{c_1 c_4}}{1 - c_4} \cdot \frac{1 + \sqrt{2 + \sqrt{c_4/c_1}}}{c_4} \cdot (\sqrt{2 + \sqrt{c_4/c_1}}) \right) \sqrt{\kappa \tilde{\kappa}} \]  

(B.73)

Then, we revisit equation (B.64):

\[
\left( \begin{bmatrix} H^{1/2} \\ \Phi_{\infty}^{1/2} \end{bmatrix}^\top \Phi_{\infty}^{1/2} (I - A)^{-2} A^\top \begin{bmatrix} H^{1/2} \\ 0 \end{bmatrix} \right) + \left( \Phi_{\infty}^{1/2} \begin{bmatrix} H^{1/2} \\ 0 \end{bmatrix} \right) \cdot \left( \begin{bmatrix} H^{1/2} \\ 0 \end{bmatrix} A(I - A)^{-2} \Phi_{\infty}^{1/2} \right) \\
\leq 2 \sum_{j=1}^{d} \left\| \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{(\Phi_{\infty})_j} \cdot \left\| (I - A_j^\top)^{-2} A_j^\top \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{(\Phi_{\infty})_j} \\
\leq 10 \sigma^2 \sum_{j=1}^{d} \left\| \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{U_j} \cdot \left\| (I - A_j^\top)^{-2} A_j^\top \begin{bmatrix} \lambda_j^{1/2} \\ 0 \end{bmatrix} \right\|_{U_j} \quad \text{(using equation (B.61))} \\
\leq 10 \sigma^2 \cdot d \cdot \left( \frac{2}{c_4} \left( 1 + \left( \frac{1 + \sqrt{c_1 c_4}}{1 - c_4} \right)^2 \right) + 3 \cdot \frac{1 + \sqrt{c_1 c_4}}{1 - c_4} \cdot \frac{1 + \sqrt{2 + \sqrt{c_4/c_1}}}{c_4} \cdot (\sqrt{2 + \sqrt{c_4/c_1}}) \right) \sqrt{\kappa \tilde{\kappa}} \\
\leq C \sigma^2 d \sqrt{\kappa \tilde{\kappa}} \tag{B.74}
\]

Where the equation in the penultimate line is obtained by summing over all eigen directions the bound implied by equation (B.73), and \( C \) is a universal constant. \( \square \)

Lemma 44.

\[
\left\langle \begin{bmatrix} H \\ 0 \end{bmatrix}, \mathbb{E} \left[ \Sigma_{t,n}^{\text{variance}} \otimes \Sigma_{t,n}^{\text{variance}} \right] \right\rangle \leq 5 \frac{\sigma^2 d}{n - t} + C \cdot \frac{\sigma^2 d}{(n - t)^2} \cdot \sqrt{\kappa \tilde{\kappa}} \\
+ C \cdot \frac{\sigma^2 d}{n - t} (\kappa \tilde{\kappa})^{1/4} \exp \left( - \frac{(n - t - 1)c_2 \sqrt{2c_1 - c_1^2}}{4 \sqrt{\kappa \tilde{\kappa}}} \right) \\
+ C \cdot \frac{\sigma^2 d}{(n - t)^2} \exp \left( -(n + 1) \frac{c_1 c_3}{\sqrt{\kappa \tilde{\kappa}}} \right) \cdot (\kappa \tilde{\kappa})^{7/2} \tilde{\kappa}
\]
\[ + C \cdot \sigma^2 d \cdot (\kappa \tilde{\kappa})^{7/4} \exp\left(-(n+1) \cdot \frac{c_2c_3\sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \tilde{\kappa}}}\right) \]

where, \(C\) is a universal constant.

**Proof.** We begin by recounting the expression for the covariance of the variance error of the tail-averaged iterate \(\tilde{\theta}_{t,n}\variance\) from equation (B.15):

\[
\mathbb{E}\left[\tilde{\theta}_{t,n}\variance \otimes \tilde{\theta}_{t,n}\variance\right] = \frac{1}{n-t} \left(I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T\right)(I - B)^{-1}\hat{\Sigma} \\
\quad - \frac{1}{(n-t)^2} \left((I - A_L)^{-2}A_L + (I - A_R^T)^{-2}A_R^T\right)(I - B)^{-1}\hat{\Sigma} \\
\quad + \frac{1}{(n-t)^2} \left((I - A_L)^{-2}A_L^{n+1-t} + (I - A_R^T)^{-2}(A_R^T)^{n+1-t}\right)(I - B)^{-1}\hat{\Sigma} \\
\quad - \frac{1}{(n-t)^2} \left(I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T\right)(I - B)^{-2}(B^{t+1} - B^{n+1})\hat{\Sigma} \\
\quad + \frac{1}{(n-t)^2} \sum_{j=t+1}^{n} ((I - A_L)^{-1}A_L^{n+1-j} + (I - A_R^T)^{-1}(A_R^T)^{n+1-j})(I - B)^{-1}B^j\hat{\Sigma} \\
\]

The goal is to bound \(\left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \mathcal{E}_i \right\rangle\), for \(i = 1, \ldots, 5\).

For the case of \(\mathcal{E}_1\), combining the fact that \(\mathbb{E}[\theta_\infty \otimes \theta_\infty] = (I - B)^{-1}\hat{\Sigma}\) and Lemma 41 we get:

\[
\left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \mathcal{E}_1 \right\rangle = \frac{1}{n-t} \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T)(I - B)^{-1}\hat{\Sigma} \right\rangle \\
= \frac{1}{n-t} \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I + (I - A_L)^{-1}A_L + (I - A_R^T)^{-1}A_R^T)\mathbb{E}[\theta_\infty \otimes \theta_\infty] \right\rangle \\
\leq 5 \frac{\sigma^2 d}{n-t} \tag{B.75} 
\]
For the case of $E_2$, we employ the result from Lemma 43 and this gives us:

$$
\left| \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, E_2 \right\rangle \right| \leq \frac{C \cdot \sigma^2 d \sqrt{\kappa \tilde{\kappa}}}{(n - t)^2}
$$

(B.76)

For $i = 3$, we have:

$$
\left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, E_3 \right\rangle = \frac{1}{(n - t)^2} \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I - A) \right\rangle \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, A^{n-t}(I - B)^{-1} \tilde{\Sigma} \right\rangle
$$

$$
= \frac{1}{(n - t)^2} \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, (I - A^T)^{-2} A^T \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, A^{n-t}(I - B)^{-1} \tilde{\Sigma} \right\rangle
$$

$$
+ \left\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, A(I - A)^{-2} (I - B)^{-1} \tilde{\Sigma} (A^T)^{n-t} \right\rangle
$$

$$
= \frac{4d}{(n - t)^2} \cdot \| (I - A^T)^{-2} A^T \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} \| \cdot \| A^{n-t}(I - B)^{-1} \tilde{\Sigma} \| (B.77)
$$

We will consider bounding $\| A^{n-t}(I - B)^{-1} \tilde{\Sigma} \|$:

$$
\| A^{n-t}(I - B)^{-1} \tilde{\Sigma} \| \leq \sum_{i=0}^{\infty} \| A^{n-t} B^i \tilde{\Sigma} \|
$$

$$
\leq \frac{12 \sqrt{2}}{\sqrt{1 - \alpha^2}} \kappa(n - t) \alpha^{(n-t-1)/2} \left( \sum_{i} \left( 1 - \frac{c_2 c_3 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa \tilde{\kappa}}} \right)^i \right) \| \tilde{\Sigma} \|
$$

(using Corollary 39)

$$
= \frac{12 \sqrt{2}}{\sqrt{1 - \alpha^2}} \kappa(n - t) \alpha^{(n-t-1)/2} \cdot \frac{\sqrt{\kappa \tilde{\kappa}}}{c_2 c_3 \sqrt{2c_1 - c_1^2}} \cdot \| \tilde{\Sigma} \|
$$

$$
= \frac{12 \sqrt{2} \sigma^2}{\sqrt{1 - \alpha^2}} \kappa(n - t) \alpha^{(n-t-1)/2} \cdot \frac{\sqrt{\kappa \tilde{\kappa}}}{c_2 c_3 \sqrt{2c_1 - c_1^2}} \cdot (q + c \delta)^2 \| H \|
$$

$$
\leq \frac{108 \sqrt{2} \sigma^2}{\sqrt{1 - \alpha^2}} \kappa(n - t) \alpha^{(n-t-1)/2} \cdot \frac{\sqrt{\kappa \tilde{\kappa}}}{c_2 c_3 \sqrt{2c_1 - c_1^2}} \cdot \delta^2 \| H \| (B.78)
$$

We also upper bound $\alpha$ as:

$$
\alpha = \frac{c_2 \sqrt{2c_1 - c_1^2}}{\frac{\sqrt{\kappa \tilde{\kappa}}}{c_2 c_3 \sqrt{2c_1 - c_1^2}} + \sqrt{2c_1 - c_1^2}}
$$
\[
\leq 1 - \frac{c_2 \sqrt{2c_1 - c_2^2}}{2 \sqrt{\kappa \tilde{\kappa}}} \\
= e^{-\frac{c_2 \sqrt{2c_1 - c_2^2}}{2 \sqrt{\kappa \tilde{\kappa}}}} \tag{B.79}
\]

Furthermore, for \(\| (I - A^\top)^{-2} A^\top \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} \|\), we consider a bound in each eigendirection \(j\) and accumulate the results subsequently:

\[
\| (I - A_j^\top)^{-2} A_j^\top \begin{bmatrix} \lambda_j & 0 \\ 0 & 0 \end{bmatrix} \| \\
\leq \frac{1}{(q - c \delta)^2} \cdot \frac{1 - \delta \lambda_j}{\lambda_j} \cdot \sqrt{(1 + c^2)(1 - c^2) + c^2 \lambda_j^2 (q^2 + \delta^2)}
\]

\(\text{(using Lemma 33)}\)

\[
\leq \frac{\sqrt{7}}{(q - c \delta)^2} \cdot \frac{1}{\lambda_j} \\
\leq \frac{\sqrt{7}}{(\gamma(1 - \alpha))^2} \cdot \frac{1}{\lambda_j} \\
\leq \frac{48(\kappa \tilde{\kappa})^2 \mu^2}{(c_1 c_4)^2} \cdot \frac{1}{\lambda_j} = \frac{48 \tilde{\kappa}^2}{(\delta c_4)^2} \frac{1}{\lambda_j}
\]

\[
\Rightarrow \| (I - A^\top)^{-2} A^\top \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} \| \leq \frac{48 \kappa^2}{(\delta c_4)^2} \cdot \frac{1}{\mu}
\]

Plugging this into equation (B.77), we obtain:

\[
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \mathcal{E}_3 \rangle \leq 41472 \frac{\sigma^2 d}{n - t} (\kappa \tilde{\kappa})^{1/4} \alpha^{(n - t - 1)/2} \frac{1}{c_3 c_4^2 (c_1 c_3)^{3/2}} \\
\leq C \frac{\sigma^2 d}{n - t} (\kappa \tilde{\kappa})^{1/4} \alpha^{(n - t - 1)/2} \\
\leq C \frac{\sigma^2 d}{n - t} (\kappa \tilde{\kappa})^{1/4} \exp \left[ \frac{(n - t - 1)c_2 \sqrt{2c_1 - c_2^2}}{4 \sqrt{\kappa \tilde{\kappa}}} \right] \tag{B.80}
\]

Next, let us consider \(\mathcal{E}_4\):

\[
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \mathcal{E}_4 \rangle
\]
\[
\begin{align*}
&= -\frac{1}{(n-t)^2}
\begin{bmatrix}
H & 0 \\
0 & 0
\end{bmatrix}, (I + (I - A_L)^{-1} A_L + (I - A_R^\top)^{-1} A_R^\top) (I - B)^{-2}(B^{t+1} - B^{n+1}) \tilde{\Sigma} \\
&= -\frac{1}{(n-t)^2}(I - A)^{-1}
\begin{bmatrix}
H & 0 \\
0 & 0
\end{bmatrix}, (I - D)(I - B)^{-2}(B^{t+1} - B^{n+1}) \tilde{\Sigma} \\
&= -\frac{1}{(q - c\delta)^2(n-t)^2} \left( \otimes_2 \begin{bmatrix}
-c(I - qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{bmatrix}, (I - B + \mathcal{R})(I - B)^{-2}B^{n+1} \tilde{\Sigma} \right)
\end{align*}
\]

(\text{using Lemma 32})

\[
\leq \frac{1}{(q - c\delta)^2(n-t)^2} \left( \otimes_2 \begin{bmatrix}
-c(I - qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{bmatrix}, (I - B + \mathcal{R})(I - B)^{-2}B^{n+1} \tilde{\Sigma} \right)
\]

\[
\leq \frac{1}{(q - c\delta)^2(n-t)^2} \cdot \left( \left( \otimes_2 \begin{bmatrix}
-c(I - qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{bmatrix}, (I - B)^{-1}B^{n+1} \tilde{\Sigma} \right) + \langle \mathcal{R}^\top \otimes_2 \begin{bmatrix}
-c(I - qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{bmatrix}, (I - B)^{-2}B^{n+1} \tilde{\Sigma} \right) \right)
\]

\[
= \frac{1}{(q - c\delta)^2(n-t)^2} \cdot \left( \left( \otimes_2 \begin{bmatrix}
-c(I - qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{bmatrix}, (I - B)^{-1}B^{n+1} \tilde{\Sigma} \right) + \langle \otimes_2 \begin{bmatrix}
\delta \\
q
\end{bmatrix} \otimes \left( \mathcal{M} - \mathcal{H}_L \mathcal{H}_R \right) (I - \delta H)H^{-1}(I - \delta H), (I - B)^{-2}B^{n+1} \tilde{\Sigma} \right) \right)
\]

\[
\leq \frac{1}{(q - c\delta)^2(n-t)^2} \cdot \left( \left( \otimes_2 \begin{bmatrix}
-c(I - qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{bmatrix}, (I - B)^{-1}B^{n+1} \tilde{\Sigma} \right) + \tilde{\kappa} \cdot \langle \tilde{\Sigma}/\sigma^2, (I - B)^{-2}B^{n+1} \tilde{\Sigma} \rangle \right) \tag{B.81}
\]

To bound \( \otimes_2 \begin{bmatrix}
-c(I - qH)H^{-1/2} \\
(I - \delta H)H^{-1/2}
\end{bmatrix} \), we will consider a bound along each eigendirection and accumulate the results:

\[
\| \otimes_2 \begin{bmatrix}
-c(q - \lambda_j)\lambda_j^{-1/2} \\
(1 - \delta \lambda_j)\lambda_j^{-1/2}
\end{bmatrix} \| \leq \frac{(c - q\lambda_j^2 + (1 - \delta \lambda_j)^2}{\lambda_j}
\]
\[
\left\| \otimes_2 \left[ \begin{array}{c} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{array} \right] \right\| \leq \frac{14}{\mu} \\
\leq 2 \cdot \frac{(1 + c^2) + (q^2 + \delta^2)\lambda_j^2}{\lambda_j} \\
\leq 2 \cdot \frac{2 + 5\delta^2\lambda_j^2}{\lambda_j} \leq 14
\]

Next, we bound \( \|B_k(I - B)^{-1}\tilde{\Sigma}\| \) (as a consequence of Lemma 37 with \( Q = \tilde{\Sigma} \)):

\[
\|B_k(I - B)^{-1}\tilde{\Sigma}\| \leq \frac{1}{\lambda_{\text{min}}(G)} \| G^\top B_k(I - B)^{-1}\tilde{\Sigma}\| \\
\leq \frac{1}{\lambda_{\text{min}}(G)} \sum_{l=k}^{\infty} \| G^\top B_k\tilde{\Sigma}\| \\
\leq \frac{\sqrt{\kappa K}}{c_2 c_3 \sqrt{2c_1 - c_1^2}} \kappa(G) \exp(-k\frac{c_3^2 \sqrt{2c_1 - c_1^2}}{\sqrt{\kappa K}}) \| \tilde{\Sigma}\| \\
\leq \frac{4\sigma^2 \kappa}{\sqrt{1 - \alpha^2}} \cdot \frac{\sqrt{\kappa K}}{c_1 c_3^2} \exp(-k\frac{c_1 c_3^2}{\sqrt{\kappa K}}) \cdot 9\delta^2 \| H\|_2 \\
\leq \frac{36\sigma^2 \kappa}{\sqrt{1 - \alpha^2}} \cdot \frac{\sqrt{\kappa K}}{c_1 c_3^2} \exp(-k\frac{c_1 c_3^2}{\sqrt{\kappa K}}) \cdot \delta
\]

This implies,

\[
\langle \left( \otimes_2 \left[ \begin{array}{c} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{array} \right] \right), (I - B)^{-1}B^{n+1}\tilde{\Sigma} \rangle \leq 504 \cdot \frac{\kappa}{\sqrt{1 - \alpha^2}} \cdot \frac{\sqrt{\kappa K}}{c_1 c_3^2} \exp\left(-n + 1\right) \frac{c_1 c_3^2}{\sqrt{\kappa K}} \cdot \delta \cdot \sigma^2 d
\]

Furthermore,

\[
\frac{\bar{\kappa}}{\sigma^2} \langle \tilde{\Sigma}, (I - B)^{-2}B^{n+1}\tilde{\Sigma} \rangle = \frac{\bar{\kappa}}{\sigma^2} \langle (I - B)^{-1}B^{(n+1)/2}\tilde{\Sigma}, (I - B)^{-1}B^{(n+1)/2}\tilde{\Sigma} \rangle \\
\leq \frac{\bar{\kappa}}{\sigma^2} \| (I - B)^{-1}B^{(n+1)/2}\tilde{\Sigma}\|^2 \cdot d \\
\leq 1296 \cdot \frac{\sigma^2 d}{1 - \alpha^2} \left( \frac{\kappa}{\sqrt{\kappa K}} \frac{\sqrt{\kappa K}}{c_1 c_3^2} \right)^2 \delta^2 \bar{\kappa} \exp(-n + 1) \frac{c_1 c_3^2}{\sqrt{\kappa K}}
\]

This implies that,

\[
\langle \left( \otimes_2 \left[ \begin{array}{c} -(cI - qH)H^{-1/2} \\ (I - \delta H)H^{-1/2} \end{array} \right] \right), (I - B)^{-1}B^{n+1}\tilde{\Sigma} \rangle + \frac{\bar{\kappa}}{\sigma^2} \langle \tilde{\Sigma}, (I - B)^{-2}B^{n+1}\tilde{\Sigma} \rangle
\]
\[
\leq 2592 \cdot \sigma^2 d \cdot \left( \frac{\sqrt{\kappa \tilde{k}}}{c_1 c_3^2} \right)^2 \delta^2 \kappa \exp(-(n + 1) \frac{c_1 c_3^2}{\sqrt{\kappa \tilde{k}}})
\]

\[
\leq 2592 \cdot \sigma^2 d \cdot \left( \frac{\sqrt{\kappa \tilde{k}}}{c_1 c_3^2} \right)^3 \exp(-(n + 1) \frac{c_1 c_3^2}{\sqrt{\kappa \tilde{k}}}) \cdot \delta^2 \kappa^2 \tilde{k} \tag{B.82}
\]

Finally, we also note the following:

\[
\frac{1}{(q - c \delta)} \leq \frac{1}{(\gamma(1 - \alpha))} \leq \frac{\mu}{(1 - \alpha)^2} \leq \frac{4\tilde{k}}{\delta c_4}
\]

Plugging equation \( \text{(B.82)} \) into equation \( \text{(B.81)} \), we get:

\[
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} , \mathcal{E}_4 \rangle = 2592 \cdot \frac{\sigma^2 d}{(n - t)^2 (q - c \delta)^2} \cdot \left( \frac{\sqrt{\kappa \tilde{k}}}{c_1 c_3^2} \right)^3 \exp(-(n + 1) \frac{c_1 c_3^2}{\sqrt{\kappa \tilde{k}}}) \cdot \delta^2 \kappa^2 \tilde{k}
\]

\[
\leq 41472 \cdot \frac{\sigma^2 d}{(n - t)^2} \cdot \frac{1}{c_4} \cdot \left( \frac{\sqrt{\kappa \tilde{k}}}{c_1 c_3^2} \right)^3 \exp(-(n + 1) \frac{c_1 c_3^2}{\sqrt{\kappa \tilde{k}}}) \cdot \kappa^2 \tilde{k}^3
\]

\[
= 41472 \cdot \frac{\sigma^2 d}{(n - t)^2} \cdot \frac{1}{c_4 (c_1 c_3^2)^3} \cdot \exp \left(- (n + 1) \frac{c_1 c_3^2}{\sqrt{\kappa \tilde{k}}} \right) \cdot \left( \kappa \tilde{k} \right)^{7/2} \tilde{k}
\]

\[
\leq C \cdot \frac{\sigma^2 d}{(n - t)^2} \cdot \exp \left(- (n + 1) \frac{c_1 c_3^2}{\sqrt{\kappa \tilde{k}}} \right) \cdot \left( \kappa \tilde{k} \right)^{7/2} \tilde{k} \tag{B.83}
\]

Next, we consider \( \mathcal{E}_5 \):

\[
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} , \mathcal{E}_5 \rangle = \frac{1}{(n - t)^2} \sum_{j=t+1}^{n} \left( \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} , \left( (I - A)_{-1} A^{n+j}_{-1} + (I - A_{-1}^T)^{-1} (A_{-1}^T)^{n+j} \right) (I - B)^{-1} B^j \hat{\Sigma} \right)
\]

\[
= \frac{1}{(n - t)^2} \sum_{j=t+1}^{n} \left( \langle (I - A)_{-1} A^T \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} , A^{n+j} (I - B)^{-1} B^j \hat{\Sigma} \rangle + \langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} A (I - A)^{-1}, (I - B)^{-1} B^j \hat{\Sigma} (A^T)^{n+j} \rangle \right)
\]

\[
\leq \frac{4d}{(n - t)^2} \sum_{j=t+1}^{n} \| (I - A^T)^{-1} A^T \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix} \| \cdot \| A^{n+j} (I - B)^{-1} B^j \hat{\Sigma} \| \tag{B.84}
\]
In a manner similar to bounding $\|A^{n-t}(I-B)^{-1}\hat{\Sigma}\|$ as in equation (B.78), we can bound $\|A^{n-j}(I-B)^{-1}B\hat{\Sigma}\|$ as:

$$
\|A^{n-j}(I-B)^{-1}B\hat{\Sigma}\| \leq \frac{108\sqrt{2}\sigma^2}{\sqrt{1-\alpha^2}}\kappa(n-j)\alpha^{(n-j-1)/2}\cdot \frac{\sqrt{\kappa\tilde{\kappa}}}{c_2c_3\sqrt{2c_1-c_1^2}} \cdot \exp\left(-\frac{j\cdot c_3\sqrt{2c_1-c_1^2}}{\sqrt{\kappa\tilde{\kappa}}}ight) \cdot \delta^2 \|H\|
$$

Furthermore, we will consider the bound $\|(I-A^\top)^{-1}A^\top \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}\|$ along one eigen direction (by employing equation (B.17)) and collect the results:

$$
\|(I-A^\top)^{-1}A^\top \begin{bmatrix} \lambda_j & 0 \\ 0 & 0 \end{bmatrix}\| \leq \frac{1+c^2}{q-c\delta} \leq \frac{2}{q-c\delta}
$$

$$
\leq \frac{2}{\gamma(1-\alpha)} \leq \frac{4\tilde{\kappa}}{\delta c_4}
$$

$$\Rightarrow \|(I-A^\top)^{-1}A^\top \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}\| \leq \frac{4\tilde{\kappa}}{\delta c_4}
$$

Plugging this into equation (B.84), and upper bounding the sum by $(n-t)$ times the largest term of the series:

$$
\langle \begin{bmatrix} H & 0 \\ 0 & 0 \end{bmatrix}, \mathcal{E}_5 \rangle \leq 6912\cdot \sigma^2d \cdot \frac{(\kappa\tilde{\kappa})^{7/4}}{c_3c_4(c_1c_3)^{3/2}} \exp\left(-\frac{n+1}{c_2c_3\sqrt{2c_1-c_1^2}}\right)
$$

$$
\leq C\cdot \sigma^2d \cdot (\kappa\tilde{\kappa})^{7/4} \cdot \exp\left(-\frac{n+1}{c_2c_3\sqrt{2c_1-c_1^2}}\right)
$$

(B.85)

Summing up equations (B.75), (B.76), (B.80), (B.83), (B.85), the statement of the lemma follows.

B.6 Proof of Theorem

Proof of Theorem 9 The proof of the theorem follows through various lemmas that have been proven in the appendix:

- Section B.2 provides the bias-variance decomposition and provides an exact tensor expression governing the covariance of the bias error (through Lemma 11) and the variance error (Lemma 13).
• Section B.4 provides a scalar bound of the bias error through Lemma 40. The technical contribution of this section (which introduces a new potential function) is in Lemma 12.

• Section B.5 provides a scalar bound of the variance error through Lemma 44. The key technical contribution of this section is in the introduction of a stochastic process viewpoint of the proposed accelerated stochastic gradient method through Lemmas 14, 41. These lemmas provide a tight characterization of the stationary distribution of the covariance of the iterates of the accelerated method. Lemma 43 is necessary to show the sharp burn-in (up to log factors), beyond which the leading order term of the error is up to constants the statistically optimal error rate $O(\sigma^2 d/n)$.

Combining the results of these lemmas, we obtain the following guarantee of Algorithm 3:

$$
\mathbb{E}[P(\hat{x}_{t,n})] - P(x^*) \leq C \cdot \frac{(\kappa \tilde{\kappa})^{9/4} d \kappa}{(n - t)^2} \cdot \exp \left( - \frac{t + 1}{9 \sqrt{\kappa \tilde{\kappa}}} \right) \cdot \left( P(x_0) - P(x^*) \right) \\
+ C \cdot \frac{(\kappa \tilde{\kappa})^{5/4} d \kappa \cdot \exp \left( - \frac{n}{9 \sqrt{\kappa \tilde{\kappa}}} \right) \cdot \left( P(x_0) - P(x^*) \right) + 5 \frac{\sigma^2 d}{n - t} \\
+ C \cdot \frac{\sigma^2 d}{(n - t)^2} \sqrt{\kappa \tilde{\kappa}} + C \cdot \sigma^2 d \cdot (\kappa \tilde{\kappa})^{7/4} \cdot \exp \left( - \frac{(n + 1)}{9 \sqrt{\kappa \tilde{\kappa}}} \right) \\
+ C \cdot \frac{\sigma^2 d}{n - t} (\kappa \tilde{\kappa})^{11/4} \exp \left( - \frac{(n - t - 1)}{30 \sqrt{\kappa \tilde{\kappa}}} \right) \\
+ C \cdot \frac{\sigma^2 d}{(n - t)^2} \cdot \exp \left( - \frac{(n + 1)}{9 \sqrt{\kappa \tilde{\kappa}}} \right) \cdot (\kappa \tilde{\kappa})^{7/2} \tilde{\kappa}
$$

Where, $C$ is a universal constant.
Appendix C

APPENDIX: UNDERSTANDING THE BEHAVIOR OF MOMENTUM WITH STOCHASTIC GRADIENTS

C.1 Suboptimality of HB: Proof of Proposition 17

Before proceeding to the proof, we introduce some additional notation. Let \( \theta^{(j)}_{t+1} \) denote the concatenated and centered estimates in the \( j \)th direction for \( j = 1, 2 \).

\[
\theta^{(j)}_{t+1} \overset{\text{def}}{=} \begin{bmatrix} w^{(j)}_{t+1} - (w^*)^{(j)} \\ w^{(j)}_t - (w^*)^{(j)} \end{bmatrix}, \quad j = 1, 2.
\]

Since the distribution over \( x \) is such that the coordinates are decoupled, we see that \( \theta^{(j)}_{t+1} \) can be written in terms of \( \theta^{(j)}_t \) as:

\[
\theta^{(j)}_{t+1} = \hat{A}^{(j)}_t \theta^{(j)}_t, \quad \text{with} \quad \hat{A}^{(j)}_t = \begin{bmatrix} 1 + \alpha - \delta(a^{(j)}_{t+1})^2 & -\alpha \\ -\alpha & 1 \end{bmatrix}.
\]

Let \( \Phi^{(j)}_{t+1} \overset{\text{def}}{=} \mathbb{E} \left[ \theta^{(j)}_{t+1} \otimes \theta^{(j)}_{t+1} \right] \) denote the covariance matrix of \( \theta^{(j)}_{t+1} \). We have \( \Phi^{(j)}_{t+1} = B^{(j)} \Phi^{(j)}_t \) with, \( B^{(j)} \) defined as

\[
B^{(j)} \overset{\text{def}}{=} \begin{bmatrix}
\mathbb{E} \left[ (1 + \alpha - \delta(a^{(j)})^2)^2 \right] & \mathbb{E} \left[ -\alpha(1 + \alpha - \delta(a^{(j)})^2) \right] & \mathbb{E} \left[ -\alpha(1 + \alpha - \delta(a^{(j)})^2) \right] & \alpha^2 \\
\mathbb{E} \left[ (1 + \alpha - \delta(a^{(j)})^2) \right] & 0 & -\alpha & 0 \\
\mathbb{E} \left[ (1 + \alpha - \delta(a^{(j)})^2) \right] & -\alpha & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}
\]
We prove Proposition 17 by showing that for any choice of stepsize and momentum, either of the two holds:

- $B^{(1)}$ has an eigenvalue larger than 1, or,

- the largest eigenvalue of $B^{(2)}$ is greater than $1 - \frac{500}{\kappa}$.

This is formalized in the following two lemmas.

**Lemma 45.** If the stepsize $\delta$ is such that $\delta \sigma_1^2 \geq \frac{2(1-\alpha^2)}{c+(c-2)\alpha}$, then $B^{(1)}$ has an eigenvalue $\geq 1$.

**Lemma 46.** If the stepsize $\delta$ is such that $\delta \sigma_1^2 < \frac{2(1-\alpha^2)}{c+(c-2)\alpha}$, then $B^{(2)}$ has an eigenvalue of magnitude $\geq 1 - \frac{500}{\kappa}$.

Given this notation, we can now consider the $j^{th}$ dimension without the superscripts; when needed, they will be made clear in the exposition. Denoting $x \overset{\text{def}}{=} \delta \sigma^2$ and $t \overset{\text{def}}{=} 1 + \alpha - x$, we have:

\[
B = \begin{bmatrix}
t^2 + (c - 1)x^2 & -\alpha t & -\alpha t & \alpha^2 \\
t & 0 & -\alpha & 0 \\
t & -\alpha & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}
\]

**C.1.1 Proof**

The analysis goes via computation of the characteristic polynomial of $B$ and evaluating it at different values to obtain bounds on its roots.

**Lemma 47.** The characteristic polynomial of $B$ is:

\[
D(z) = z^4 - (t^2 + (c - 1)x^2)z^3 + (2\alpha t^2 - 2\alpha^2)z^2 + (-t^2 + (c - 1)x^2)\alpha^2 z + \alpha^4.
\]
Proof. We first begin by writing out the expression for the determinant:

\[
\det(B - zI) = \begin{vmatrix}
  t^2 + (c - 1)x^2 - z & -at & -at & \alpha^2 \\
  t & -z & -\alpha & 0 \\
  t & -\alpha & -z & 0 \\
  1 & 0 & 0 & -z
\end{vmatrix}.
\]

expanding along the first column, we have:

\[
\det(B - zI) = (t^2 + (c - 1)x^2 - z)(\alpha^2z - z^3) - t(-at^2 + \alpha^2 tz) + t(-at(\alpha z) + z \cdot \alpha tz) - (z \cdot \alpha^2z - \alpha^4)
\]

\[
= (t^2 + (c - 1)x^2 - z)(\alpha^2z - z^3) - 2t(\alpha^2 tz - \alpha tz^2) - (\alpha^2z^2 - \alpha^4).
\]

Expanding the terms yields the expression in the lemma.

The next corollary follows by some simple arithmetic manipulations.

**Corollary 48.** Substituting \( z = 1 - \tau \) in the characteristic equation of Lemma 47, we have:

\[
D(1 - \tau) = \tau^4 + \tau^3(-4 + t^2 + (c - 1)x^2) + \tau^2(6 - 3t^2 - 3(c - 1)x^2 - 2\alpha^2 + 2\alpha t^2) + \tau(-4 + 3t^2 + 3(c - 1)x^2 + 4\alpha^2 - 4\alpha t^2 - (c - 1)x^2\alpha^2 + t^2\alpha^2) + (1 - t^2 - (c - 1)x^2 - 2\alpha^2 + 2\alpha t^2 + (c - 1)x^2\alpha^2 - t^2\alpha^2 + \alpha^4)
\]

\[
\begin{align*}
&= \tau^4 + \tau^3[-(3 + \alpha)(1 - \alpha) - 2x(1 + \alpha) + cx^2] \\
&+ \tau^2[(3 - 4\alpha - \alpha^2 + 2\alpha^3) - 2x(1 + \alpha)(2\alpha - 3) + x^2(2\alpha - 3c)] \\
&+ \tau[-(1 - \alpha)^2(1 - \alpha^2) - 2x(3 - \alpha)(1 - \alpha^2) + x^2(3c - 4\alpha + (2 - c)\alpha^2)] \\
&+ x(1 - \alpha)[2(1 - \alpha^2) - x(c + (c - 2)\alpha)].
\end{align*}
\]

(C.1)

**Proof of Lemma 45.** The first observation necessary to prove the lemma is that the characteristic polynomial \( D(z) \) approaches \( \infty \) as \( z \to \infty \), i.e., \( \lim_{z \to \infty} D(z) = +\infty \).

Next, we evaluate the characteristic polynomial at 1, i.e. compute \( D(1) \). This follows in a straightforward manner from Corollary 48 by substituting \( \tau = 0 \) in equation (C.1), and this yields,

\[
D(1) = (1 - \alpha)x \cdot \left( 2(1 - \alpha^2) - x(1 - \alpha) - (c - 1)x(1 + \alpha) \right).
\]
As $\alpha < 1$, $x = \delta\sigma^2 > 0$, we have the following by setting $D(1) \leq 0$ and solving for $x$:

$$x \geq \frac{2(1 - \alpha^2)}{c + (c - 2)\alpha}.$$ 

Since $D(1) \leq 0$ and $D(z) \geq 0$ as $z \to \infty$, there exists a root of $D(\cdot)$ which is $\geq 1$.  

**Remark 49.** The above characterization is striking in the sense that for any $c > 1$, increasing the momentum parameter $\alpha$ naturally requires the reduction in the step size $\delta$ to permit the convergence of the algorithm, which is not observed when fast gradient methods are employed in deterministic optimization. For instance, in the case of deterministic optimization, setting $c = 1$ yields $\delta\sigma^2_1 < 2(1 + \alpha)$. On the other hand, when employing the stochastic heavy ball method with $x^{(j)} = 2\sigma^2$, we have the condition that $c = 2$, and this implies, $\delta\sigma^2_1 < \frac{2(1 - \alpha^2)}{2} = 1 - \alpha^2$.

We now prove Lemma 46. We first consider the large momentum setting.

**Lemma 50.** When the momentum parameter $\alpha$ is set such that $1 - 450/\kappa \leq \alpha \leq 1$, $B$ has an eigenvalue of magnitude $\geq 1 - \frac{450}{\kappa}$.

**Proof.** This follows easily from the fact that $\det(B) = \alpha^4 = \prod_{j=1}^4 \lambda_j(B) \leq (\lambda_{\max}(B))^4$, thus implying $1 - 450/\kappa \leq \alpha \leq |\lambda_{\max}(B)|$.  

**Remark 51.** Note that the above lemma holds for any value of the learning rate $\delta$, and holds for every eigen direction of $H$. Thus, for “large” values of momentum, the behavior of stochastic heavy ball does degenerate to the behavior of stochastic gradient descent.

We now consider the setting where momentum is bounded away from 1.

**Corollary 52.** Consider $B^{(2)}$, by substituting $\tau = l/\kappa$, $x = \delta\lambda_{\min} = c(\delta\sigma^2_1)/\kappa$ in equation (C.1) and accumulating terms in varying powers of $1/\kappa$, we obtain:

$$G(l) \overset{\text{def}}{=} \frac{c^3(\delta\sigma^2_1)^2l^3}{\kappa^5} + \frac{l^4 - 2c(\delta\sigma^2_1)^2l^3(1 + \alpha) + (2\alpha - 3c)c^2(\delta\sigma^2_1)^2l^2}{\kappa^4} + \frac{-(3 + \alpha)(1 - \alpha)l^3 - 2(1 + \alpha)(2\alpha - 3)c(\delta\sigma^2_1)^2l^2 + (3c - 4\alpha + (2 - c)\alpha^2)c^2(\delta\sigma^2_1)^2l}{\kappa^3}.$$
\[
\begin{align*}
&\quad + \frac{(3 - 4\alpha - \alpha^2 + 2\alpha^3)l^2 - 2c(\delta\sigma_1^2)l(3 - \alpha)(1 - \alpha^2) - c^2(\delta\sigma_1^2)^2(1 - \alpha)(c + (c - 2)\alpha)}{\kappa^2} \\
&\quad + \frac{-(1 - \alpha)^2(1 - \alpha^2)l + 2c(\delta\sigma_1^2)(1 - \alpha)(1 - \alpha^2)}{\kappa} \\
&\quad \leq \frac{405(1 - \alpha^2)}{\kappa^2} + \frac{45 \cdot 450^2}{\kappa^4},
\end{align*}
\]

(C.2)

**Lemma 53.** Let \(2 < c < 3000\), \(0 \leq \alpha \leq 1 - \frac{450}{\kappa}\), \(l = 1 + \frac{2c(\delta\sigma_1^2)}{1 - \alpha}\). Then, \(G(l) \leq 0\).

**Proof.** Since \((\delta\sigma_1^2) \leq \frac{2(1 - \alpha^2)}{c + (c - 2)\alpha}\), this implies \(\frac{(\delta\sigma_1^2)}{1 - \alpha} \leq \frac{2(1 + \alpha)}{c + (c - 2)\alpha} \leq \frac{4}{c}\), thus implying, \(1 \leq l \leq 9\).

Substituting the value of \(l\) in equation (C.2), the coefficient of \(\mathcal{O}(1/\kappa)\) is \(-(1 - \alpha)^3(1 + \alpha)\).

We will bound this term along with \((3 - 4\alpha - \alpha^2 + 2\alpha^3)l^2/\kappa^2 = (1 - \alpha)^2(3 + 2\alpha)l^2/\kappa^2\) to obtain:

\[
\begin{align*}
\frac{-(1 - \alpha)^3(1 + \alpha)}{\kappa} + \frac{(1 - \alpha)^2(3 + 2\alpha)l^2}{\kappa^2} &\leq \frac{-(1 - \alpha)^3(1 + \alpha)}{\kappa} + \frac{405(1 - \alpha^2)}{\kappa^2} \\
&\leq \frac{(1 - \alpha)^2}{\kappa} \left(\frac{405}{\kappa} - (1 - \alpha^2)\right) \\
&\leq \frac{(1 - \alpha)^2}{\kappa} \left(\frac{405}{\kappa} - (1 - \alpha)\right) \leq -\frac{45 \cdot 450^2}{\kappa^4},
\end{align*}
\]

where, we use the fact that \(\alpha < 1, l \leq 9\). The natural implication of this bound is that the terms that are lower order, such as \(\mathcal{O}(1/\kappa^4)\) and \(\mathcal{O}(1/\kappa^5)\) will be negative owing to the large constant above. Let us verify that this is indeed the case by considering the terms having powers of \(\mathcal{O}(1/\kappa^4)\) and \(\mathcal{O}(1/\kappa^5)\) from equation (C.2):

\[
\begin{align*}
\frac{c^3(\delta\sigma_1^2)^2l^3}{\kappa^5} + \frac{l^4 - 2c(\delta\sigma_1^2)^3(1 + \alpha) + (2\alpha - 3c)c^2(\delta\sigma_1^2)^2l^2}{\kappa^4} &\leq \frac{c^3(\delta\sigma_1^2)^2l^3}{\kappa^5} + \frac{l^4 - 45 \cdot 450^2}{\kappa^4} \\
&\leq \frac{c^3}{\kappa^5} + \frac{(9^4 - (45 \cdot 450^2))}{\kappa^4} \leq \frac{9^3c + 9^4 - (45 \cdot 450^2)}{\kappa^4}
\end{align*}
\]

The expression above evaluates to \(\leq 0\) given an upperbound on the value of \(c\). The expression above follows from the fact that \(l \leq 9, \kappa \geq 1\).

Next, consider the terms involving \(\mathcal{O}(1/\kappa^3)\) and \(\mathcal{O}(1/\kappa^2)\), in particular,

\[
\begin{align*}
\frac{(3c - 4\alpha + (2 - c)\alpha^2)c^2(\delta\sigma_1^2)^2l}{\kappa^3} - \frac{c^2(\delta\sigma_1^2)^2(1 - \alpha)(c + (c - 2)\alpha)}{\kappa^2} &\leq \frac{c^2(\delta\sigma_1^2)^2}{\kappa^2} \left(\frac{l(3c + 2)}{\kappa} - (1 - \alpha)(c + (c - 2)\alpha)\right)
\end{align*}
\]
\[
\leq \frac{c^2(\delta \sigma_1^2)^2}{\kappa^2} \left( \frac{5cl}{\kappa} - (1 - \alpha)(c + (c - 2\alpha)) \right)
\]
\[
\leq \frac{c^2(\delta \sigma_1^2)^2}{\kappa^2} \left( \frac{5cl}{\kappa} - (1 - \alpha)c \right)
\]
\[
\leq \frac{c^3(\delta \sigma_1^2)^2}{\kappa^2} \left( \frac{5l}{\kappa} - \frac{450}{\kappa} \right)
\]
\[
\leq \frac{c^3(\delta \sigma_1^2)^2}{\kappa^2} \left( \frac{-405}{\kappa} \right) \leq 0.
\]

Next,
\[
\frac{-2(1 + \alpha)(2\alpha - 3)c(\delta \sigma_1^2)l^2}{\kappa^3}
\]
\[
\leq \frac{2(1 + \alpha)c(\delta \sigma_1^2)l}{\kappa^2} \left( \frac{-(2\alpha - 3)l}{\kappa} - (3 - \alpha)(1 - \alpha) \right)
\]
\[
\leq \frac{2(1 + \alpha)c(\delta \sigma_1^2)l}{\kappa^2} \left( \frac{3l}{\kappa} - \frac{2}{1 - \alpha} \right)
\]
\[
\leq \frac{2(1 + \alpha)c(\delta \sigma_1^2)l}{\kappa^2} \left( \frac{3 \cdot 27}{\kappa} - \frac{2 \cdot 450}{\kappa} \right) \leq 0.
\]

In both these cases, we used the fact that \( \alpha \leq 1 - \frac{450}{\kappa} \) implying \(-(1 - \alpha) \leq \frac{-450}{\kappa}\). Finally, other remaining terms are negative.

Before rounding up the proof of the proposition, we need the following lemma to ensure that our lower bounds on the largest eigenvalue of \( B \) indeed affect the algorithm’s rates and are true irrespective of where the algorithm is begun. Note that this allows our result to be much stronger than typical optimization lowerbounds that rely on specific initializations to ensure a component along the largest eigendirection of the update operator, for which bounds are proven.

**Lemma 54.** For any starting iterate \( w_0 \neq w^* \), the HB method produces a non-zero component along the largest eigen direction of \( B \).

**Proof.** We note that in a similar manner as other proofs, it suffices to argue for each dimension of the problem separately. But before we start looking at each dimension separately, let us
consider the $j$th dimension, and detail the approach we use to prove the claim: the idea is to examine the subspace spanned by covariance $E \left[ \theta^{(j)} \otimes \theta^{(j)} \right]$ of the iterates $\theta_0^{(j)}, \theta_1^{(j)}, \theta_2^{(j)}, \ldots$, for every starting iterate $\theta_0^{(j)} \neq \begin{bmatrix} 0 \\ 0 \end{bmatrix}^\top$ and prove that the largest eigenvector of the expected operator $B^{(j)}$ is not orthogonal to this subspace. This implies that there exists a non-zero component of $E \left[ \theta^{(j)} \otimes \theta^{(j)} \right]$ in the largest eigen direction of $B^{(j)}$, and this decays at a rate that is at best $\lambda_{\text{max}}(B^{(j)})$.

Since $B^{(j)} \in \mathbb{R}^{4 \times 4}$, we begin by examining the expected covariance spanned by the iterates $\theta_0^{(j)}, \theta_1^{(j)}, \theta_2^{(j)}, \theta_3^{(j)}$. Let $w_0^{(j)} - (w^*)^{(j)} = w_{-1}^{(j)} - (w^*)^{(j)} = k^{(j)}$. Now, this implies $\theta_0^{(j)} = k^{(j)} \begin{bmatrix} 1 \\ 1 \end{bmatrix}^\top$. Then,

$$\theta_1^{(j)} = k^{(j)} \widehat{A}_1^{(j)} \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \text{ with } \widehat{A}_1^{(j)} = \begin{bmatrix} 1 + \alpha - \delta \widehat{H}_1^{(j)} & -\alpha \\ 1 & 0 \end{bmatrix},$$

where $\widehat{H}_1^{(j)} = (a_1^{(j)})^2$.

This implies that $k$ just appears as a scale factor. This in turn implies that in order to analyze the subspace spanned by the covariance of iterates $\theta_0^{(j)}, \theta_1^{(j)}, \ldots$, we can assume $k^{(j)} = 1$ without any loss in generality. This implies, $\theta_0^{(j)} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}^\top$. Note that with this in place, we see that we can now drop the superscript $j$ that represents the dimension, since the analysis decouples across the dimensions $j \in \{1, 2\}$. Furthermore, let the entries of the vector $\theta_k$ be represented as $\theta_k \overset{\text{def}}{=} \begin{bmatrix} \theta_k_1 \\ \theta_k_2 \end{bmatrix}^\top$. Next, denote $1 + \alpha - \delta \widehat{H}_k = \hat{t}_k$. This implies,

$$\widehat{A}_k = \begin{bmatrix} \hat{t}_k & -\alpha \\ 1 & 0 \end{bmatrix}.$$ 

Furthermore,

$$\theta_1 = \widehat{A}_1 \theta_0 = \begin{bmatrix} \hat{t}_1 - \alpha \\ 1 \end{bmatrix}, \quad \theta_2 = \widehat{A}_2 \theta_1 = \begin{bmatrix} \hat{t}_2(\hat{t}_1 - \alpha) - \alpha \\ \hat{t}_1 - \alpha \end{bmatrix}, \quad \theta_3 = \widehat{A}_3 \theta_2 = \begin{bmatrix} \hat{t}_3(\hat{t}_2(\hat{t}_1 - \alpha) - \alpha) - \alpha(\hat{t}_1 - \alpha) \\ \hat{t}_2(\hat{t}_1 - \alpha) - \alpha \end{bmatrix}. \quad \text{(C.3)}$$

Let us consider the vectorized form of $\Phi_j = E [\theta_j \otimes \theta_j]$, and we denote this as vec($\Phi_j$). Note that vec($\Phi_j$) makes $\Phi_j$ become a column vector of size $4 \times 1$. Now, consider vec($\Phi_j$) for
\( j = 0, 1, 2, 3 \) and concatenate these to form a matrix that we denote as \( \mathbf{D} \), i.e.
\[
\mathbf{D} = \begin{bmatrix} \text{vec}(\Phi_0) & \text{vec}(\Phi_1) & \text{vec}(\Phi_2) & \text{vec}(\Phi_3) \end{bmatrix}.
\]

Now, since we note that \( \Phi_j \) is a symmetric \( 2 \times 2 \) matrix, \( \mathbf{D} \) should contain two identical rows implying that it has an eigenvalue that is zero and a corresponding eigenvector that is \( \begin{bmatrix} 0 & -1/\sqrt{2} & 1/\sqrt{2} & 0 \end{bmatrix}^\top \). It turns out that this is also an eigenvector of \( \mathbf{B} \) with an eigenvalue \( \alpha \). Note that \( \det(\mathbf{B}) = \alpha^4 \). This implies there are two cases that we need to consider: (i) when all eigenvalues of \( \mathbf{B} \) have the same magnitude (= \( \alpha \)). In this case, we are already done, because there exists at least one non zero eigenvalue of \( \mathbf{D} \) and this should have some component along one of the eigenvectors of \( \mathbf{B} \) and we know that all eigenvectors have eigenvalues with a magnitude equal to \( \lambda_{\max}(\mathbf{B}) \). Thus, there exists an iterate which has a non-zero component along the largest eigendirection of \( \mathbf{B} \). (ii) the second case is the situation when we have eigenvalues with different magnitudes. In this case, note that \( \det(\mathbf{B}) = \alpha^4 < (\lambda_{\max}(\mathbf{B}))^4 \) implying \( \lambda_{\max}(\mathbf{B}) > \alpha \). In this case, we need to prove that \( \mathbf{D} \) spans a three-dimensional subspace; if it does, it contains a component along the largest eigendirection of \( \mathbf{B} \) which will round up the proof. Since we need to understand whether \( \mathbf{D} \) spans a three dimensional subspace, we can consider a different (yet related) matrix, which we call \( \mathbf{R} \) and this is defined as:
\[
\mathbf{R} \overset{\text{def}}{=} \mathbb{E} \left( \begin{bmatrix} \theta_{01}^2 & \theta_{11}^2 & \theta_{21}^2 \\ \theta_{01}\theta_{02} & \theta_{11}\theta_{12} & \theta_{21}\theta_{22} \\ \theta_{02}^2 & \theta_{12}^2 & \theta_{22}^2 \end{bmatrix} \right).
\]

Given the expressions for \( \{\theta_j\}_{j=0}^3 \) (by definition of \( \theta_0 \) and using equation (C.3)), we can substitute to see that \( \mathbf{R} \) has the following expression:
\[
\mathbf{R} = \begin{bmatrix} 1 & \mathbb{E}[(\hat{t}_1 - \alpha)^2] & \mathbb{E}[(\hat{t}_2(\hat{t}_1 - \alpha) - \alpha)^2] \\ 1 & \mathbb{E}[\hat{t}_1 - \alpha] & \mathbb{E}[(\hat{t}_2(\hat{t}_1 - \alpha) - \alpha)(\hat{t}_1 - \alpha)] \\ 1 & 1 & \mathbb{E}[(\hat{t}_1 - \alpha)^2] \end{bmatrix}.
\]

If we compute and prove that \( \det(\mathbf{R}) \neq 0 \), we are done since that implies that \( \mathbf{R} \) has three non-zero eigenvalues.
This implies, we first define the following: let \( q_\gamma = (t - \gamma)^2 + (c-1)x^2 \). Then, \( \mathcal{R} \) can be expressed as:

\[
\det(\mathcal{R}) = \det \left( \begin{bmatrix}
1 & q_\alpha & q_0 q_\alpha - 2\alpha t (t - \alpha) + \alpha^2 \\
1 & t - \alpha & tq_\alpha - \alpha (t - \alpha) \\
1 & 1 & q_\alpha
\end{bmatrix} \right)
\]

\[
= \det \left( \begin{bmatrix}
1 & q_\alpha & q_0 q_\alpha - 2\alpha t (t - \alpha) + \alpha^2 \\
1 & t - \alpha & tq_\alpha - \alpha (t - \alpha) - (t - \alpha)q_\alpha \\
1 & 1 & 0
\end{bmatrix} \right)
\]

\[
= \det \left( \begin{bmatrix}
1 & q_\alpha - 1 & q_0 q_\alpha - 2\alpha t (t - \alpha) + \alpha^2 \\
1 & t - \alpha - 1 & tq_\alpha - \alpha (t - \alpha) - (t - \alpha)q_\alpha \\
1 & 0 & 0
\end{bmatrix} \right)
\]

\[
= \det \left( \begin{bmatrix}
0 & q_\alpha - 1 & q_0 q_\alpha - 2\alpha t (t - \alpha) + \alpha^2 \\
0 & t - \alpha - 1 & tq_\alpha - \alpha (t - \alpha) - (t - \alpha)q_\alpha \\
1 & 0 & 0
\end{bmatrix} \right)
\]

Note: (i) \( q_\alpha - 1 = (t - \alpha)^2 - 1 + (c-1)x^2 = (1-x)^2 - 1 + (c-1)x^2 = -2x + x^2 = -2x + cx^2 \).
(ii) \( t - \alpha - 1 = -x \)
(iii) \( \alpha(q_\alpha - (t-\alpha)) = \alpha((t-\alpha)^2 - (t-\alpha) + (c-1)x^2) = \alpha((1-x)(-x) + (c-1)x^2) = \alpha x(-1+cx) \)
(iv) \( q_0 - q_\alpha = t^2 - (t - \alpha)^2 = \alpha(2t - \alpha) = 2\alpha - \alpha^2 \).

Then,

\[
(2\alpha t - \alpha^2)q_\alpha - 2\alpha t (t - \alpha) + \alpha^2 = 2\alpha q_\alpha - (t-\alpha) + \alpha^2 (1 - q_\alpha)
\]

\[
= 2\alpha (-x + cx^2) - \alpha^2 (-2x + cx^2)
\]

\[
= -2\alpha x + 2x\alpha^2 + 2\alpha cx^2 - \alpha^2 x^2
\]

\[
= 2\alpha x(-t + \alpha) + c\alpha x^2(2t - \alpha)
\]

\[
= -2\alpha x(1-x) + 2\alpha x^2 (1-x) + \alpha^2 x^2
\]

\[
= 2\alpha x(1-x)(-1+cx) + \alpha^2 x^2.
\]
Then,

\[
\det(\mathcal{R}) = \det\left(\begin{bmatrix}
0 & x(cx - 2) & -2\alpha x(1 - x)(-1 + cx) + c\alpha^2 x^2 \\
0 & -x & \alpha x(cx - 1) \\
1 & 0 & 0
\end{bmatrix}\right)
= x^2\alpha \det\left(\begin{bmatrix}
0 & (cx - 2) & \alpha x + 2(1 - x)(cx - 1) \\
0 & -1 & cx - 1 \\
1 & 0 & 0
\end{bmatrix}\right)
= x^3\alpha \det\left(\begin{bmatrix}
0 & c & -2(c - 1) \\
0 & -1 & cx - 1 \\
1 & 0 & 0
\end{bmatrix}\right)
\]

Then,

\[
\det(\mathcal{R}) = x^3\alpha \left(c(-1 + cx) - 2(-1 + cx) + c\alpha\right)
= \alpha x^3 \left((c - 2)(-1 + cx) + c\alpha\right)
\]

Note that this determinant can be zero when

\[
\alpha = \frac{(c - 2)(1 - cx)}{c}. \tag{C.4}
\]

We show this is not possible by splitting our argument into two parts, one about the convergent regime of the algorithm (where, \(\delta\sigma_i^2 < \frac{2(1-\alpha^2)}{c+c(c-2)\alpha}\)) and the other about the divergent regime.

Let us first provide a proof for the convergent regime of the algorithm. For this regime, let the chosen \(\delta\) be represented as \(\delta^+\). Now, for the smaller eigen direction, \(x = \delta^+\lambda_{\text{min}} = c\delta^+\sigma_1^2/\kappa\). Suppose \(\alpha\) was chosen as per equation (C.4),

\[
\frac{c\alpha}{c - 2} = 1 - \frac{c^2\delta^+\sigma_1^2}{\kappa}
\implies \delta^+\sigma_1^2 = \frac{\kappa}{c^2} - \frac{\kappa\alpha}{c(c - 2)}.
\]
We will now prove that $\delta^+ \sigma_1^2 = \frac{\kappa (1 - \alpha)}{c} \geq \frac{2(1 - \alpha^2)}{c} \alpha$ is much larger than one allowed by the convergence of the HB updates, i.e., $\delta \sigma_2^2 < \frac{2(1 - \alpha^2)}{c + (c-2)\alpha} \leq \frac{2(1 - \alpha^2)}{c}$. In particular, if we prove that \( \frac{\kappa (1 - \alpha)}{c} > \frac{2(1 - \alpha^2)}{c} \) for any admissible value of $\alpha$, we are done.

\[
\frac{\kappa}{c} \left(1 - \frac{\alpha}{c-2}\right) > \frac{2(1 - \alpha^2)}{c} \\
\iff \frac{\kappa}{c} - \frac{\kappa \alpha}{c-2} > 2 - 2\alpha^2 \\
\iff \frac{\kappa}{c} - \frac{\kappa \alpha}{c-2} > 2 - 2\alpha^2 \\
\iff \kappa - \kappa \alpha > 2c - 2\alpha^2 \\
\iff 2\alpha^2 - \kappa \alpha + (\kappa - 2c) > 0.
\]

The two roots of this quadratic equation are $\alpha^+ = \frac{\kappa}{2c} - 1$ and $\alpha^- = 1$. Note that $\kappa \geq \tilde{\kappa} = c$; note that there is not much any method gains over SGD if $\kappa = O(c)$. And, for any $\kappa \geq 4c$, note, $\alpha^+ > \alpha^-$, indicating that the above equation holds true if $\alpha > \alpha^+ = \frac{\kappa}{2c} - 1$ or if $\alpha < \alpha^- = 1$. The latter condition is true and hence the proposition that $\delta^+ \sigma_1^2 > \frac{2(1 - \alpha^2)}{c + (c-2)\alpha}$ is true.

We need to prove that the determinant does not vanish in the divergent regime for rounding up the proof to the lemma.

Now, let us consider the divergent regime of the algorithm, i.e., when, $\delta \sigma_1^2 > \frac{2(1 - \alpha^2)}{c + (c-2)\alpha}$. Furthermore, for the larger eigendirection, the determinant is zero when $\delta \sigma_1^2 = \frac{1 - \frac{\alpha \alpha}{c}}{c} = \frac{1}{c} - \frac{\alpha}{c-2}$ (obtained by substituting $x = \delta \sigma_1^2$ in equation (C.4)). If we show that $\frac{2(1 - \alpha^2)}{c + (c-2)\alpha} > \frac{1}{c} - \frac{\alpha}{c-2}$ for all admissible values of $c$, we are done. We will explore this in greater detail:

\[
\frac{2(1 - \alpha^2)}{c + (c-2)\alpha} > \frac{1}{c} - \frac{\alpha}{c-2} \\
\iff 2(1 - \alpha^2) > 1 + \frac{c-2}{c} \alpha - \frac{c-2}{c} \alpha - \alpha^2 \\
\iff 1 - \alpha^2 > \frac{-4(c-1)\alpha}{c(c-2)} \\
\iff c^2 - 2c - \alpha^2 c^2 + 2c \alpha^2 \geq -4c\alpha + 4\alpha \\
\iff c^2 (1 - \alpha^2) - 2c(1 - \alpha^2 - 2\alpha) - 4\alpha \geq 0.
\]
considering the quadratic in the left hand size and solving it for $c$, we have:

$$c^\pm = \frac{2(1 - \alpha^2 - 2\alpha) \pm \sqrt{4(1 - \alpha^2 - 2\alpha)^2 + 16\alpha(1 - \alpha^2)}}{2(1 - \alpha^2)}$$

$$= \frac{(1 - \alpha^2 - 2\alpha) \pm \sqrt{(1 - \alpha^2 - 2\alpha)^2 + 4\alpha(1 - \alpha^2)}}{(1 - \alpha^2)}$$

$$= \frac{(1 - \alpha^2 - 2\alpha) \pm \sqrt{1 + \alpha^4 + 4\alpha^2 - 2\alpha^2 - 4\alpha + 4\alpha^3 + 4\alpha(1 - \alpha^2)}}{(1 - \alpha^2)}$$

This holds true iff

$$c \leq c^- = \frac{-2\alpha(1 + \alpha)}{1 - \alpha^2} = \frac{-2\alpha}{1 - \alpha},$$

or iff,

$$c \geq c^+ = \frac{2(1 - \alpha)}{1 - \alpha^2} = \frac{2}{1 + \alpha}.$$ 

Which is true automatically since $c > 2$. This completes the proof of the lemma.

We are now ready to prove Lemma 46.

**Proof of Lemma 46** Combining Lemmas 50 and 53, we see that no matter what stepsize and momentum we choose, $B^{(j)}$ has an eigenvalue of magnitude at least $1 - \frac{500}{\kappa}$ for some $j \in \{1, 2\}$. This proves the lemma.

**C.2 Equivalence of Algorithm 6 and ASGD**

We begin by writing out the updates of ASGD as written out in [54], which starts with two iterates $\hat{a}_0$ and $\hat{d}_0$, and from time $t = 0, 1, \ldots, T - 1$ implements the following updates:

\begin{align*}
\hat{b}_t &= \alpha_1 \hat{a}_t + (1 - \alpha_1)\hat{d}_t \\
\hat{a}_{t+1} &= \hat{b}_t - \delta_1 \nabla f_{t+1}(\hat{b}_t) \\
\hat{c}_t &= \beta_1 \hat{b}_t + (1 - \beta_1)\hat{d}_t
\end{align*}

(C.5) (C.6) (C.7)
Next, we specify the step sizes $\beta_1 = c_3^2 / \sqrt{\kappa \tilde{\kappa}}$, $\alpha_1 = c_3 / (c_3 + \beta)$, $\gamma_1 = \beta / (c_3 \lambda_{\min})$ and $\delta_1 = 1 / R^2$, where $\kappa = R^2 / \lambda_{\min}$. Note that the step sizes in the paper of [54] with $c_1$ in their paper set to 1 yields the step sizes above. Now, substituting equation (C.7) in equation (C.8) and substituting the value of $\gamma_1$, we have:

$$\hat{d}_{t+1} = \beta_1 \left( \frac{1}{c_3 \lambda_{\min}} \hat{\nabla} f_{t+1}(\hat{b}_t) \right) + (1 - \beta_1) \hat{d}_t = \beta_1 \left( \frac{\delta \kappa}{c_3} \hat{\nabla} f_{t+1}(\hat{b}_t) \right) + (1 - \beta_1) \hat{d}_t. \quad (C.9)$$

We see that $\hat{d}_{t+1}$ is precisely the update of the running average $\bar{w}_{t+1}$ in the ASGD method employed in this chapter.

We now update $\hat{b}_t$ to become $\hat{b}_{t+1}$ and this can be done by writing out equation (C.5) at $t+1$, i.e:

$$\hat{b}_{t+1} = \alpha_1 \hat{a}_{t+1} + (1 - \alpha_1) \hat{d}_{t+1} = \alpha_1 \left( \frac{\delta \kappa}{c_3} \hat{\nabla} f_{t+1}(\hat{b}_t) \right) + (1 - \alpha_1) \hat{d}_{t+1}. \quad (C.10)$$

By substituting the value of $\alpha_1$ we note that this is indeed the update of the iterate as a convex combination of the current running average and a short gradient step as written in this chapter. In this chapter, we set $c_3$ to be equal to 0.7, and any constant less than 1 works.

In terms of variables, we note that $\alpha$ in this chapter’s algorithm description maps to $1 - \beta_1$.

C.3 More details on experiments

In this section, we will present more details on our experimental setup.

C.3.1 Linear Regression

In this section, we will present some more results on our experiments on the linear regression problem. Just as in Appendix C.1, it is indeed possible to compute the expected error of all the algorithms among SGD, HB, NAG and ASGD, by tracking certain covariance matrices which evolve as linear systems. For SGD, for instance, denoting
\[ \Phi_{t}^{SGD} \overset{\text{def}}{=} \mathbb{E} \left[ (w_{t}^{SGD} - w^{*}) \otimes (w_{t}^{SGD} - w^{*}) \right] \], we see that \( \Phi_{t+1}^{SGD} = B \circ \Phi_{t}^{SGD} \), where \( B \) is a linear operator acting on \( d \times d \) matrices such that \( B \circ M \overset{\text{def}}{=} M - \delta HM - \delta MH + \delta^2 \mathbb{E} \left[ \langle x, Mx \rangle xx^\top \right] \).

Similarly, HB, NAG and ASGD also have corresponding operators (see Appendix C.1 for more details on the operator corresponding to HB). The largest magnitude of the eigenvalues of these matrices indicate the rate of decay achieved by the particular algorithm – smaller it is compared to 1, faster the decay.

We now detail the range of parameters explored for these results: the condition number \( \kappa \) was varied from \( \{2^4, 2^5, .., 2^{28}\} \) for all the optimization methods and for both the discrete and gaussian problem. For each of these experiments, we draw 1000 samples and compute the empirical estimate of the fourth moment tensor. For NAG and HB, we did a very fine grid search by sampling 50 values in the interval \((0, 1]\) for both the learning rate and the momentum parameter and chose the parameter setting that yielded the smallest \( \lambda_{\text{max}}(B) \) that is less than 1 (so that it falls in the range of convergence of the algorithm). As for SGD and ASGD, we employed a learning rate of \( 1/3 \) for the Gaussian case and a step size of 0.9 for the discrete case. The statistical advantage parameter of ASGD was chosen to be \( \sqrt{3\kappa}/2 \) for the Gaussian case and \( \sqrt{2\kappa}/3 \) for the Discrete case, and the a long step parameters of \( 3\kappa \) and \( 2\kappa \) were chosen for the Gaussian and Discrete case respectively. The reason it appears as if we choose a parameter above the theoretically maximal allowed value of the advantage parameter is because the definition of \( \kappa \) is different in this case. The \( \kappa \) we speak about for this experiment is \( \lambda_{\text{max}}/\lambda_{\text{min}} \) unlike the condition number for the stochastic optimization problem. In a manner similar to actually running the algorithms (the results of whose are presented in the main chapter), we also note that we can compute the rate as in equation (5.1) and join all these rates using a curve and estimate its slope (in the log scale). This result is indicated in table C.1.

Figure C.1 presents these results, where for each method, we did grid search over all parameters and chose parameters that give smallest \( \lambda_{\text{max}} \). Clearly SGD, HB and NAG all have linear dependence on condition number \( \kappa \), while ASGD has a dependence of \( \sqrt{\kappa} \).
Figure C.1: Expected rate of error decay (equation (5.1)) vs condition number for various methods for the linear regression problem. Left is for discrete distribution and right is for Gaussian distribution.

Table C.1: Slopes (i.e. $\gamma$) obtained by fitting a line to the curves in Figure C.1. A value of $\gamma$ indicates that the error decays at a rate of $\exp\left(\frac{-t}{\kappa^\gamma}\right)$. A smaller value of $\gamma$ indicates a faster rate of error decay.
C.3.2 Autoencoders for MNIST

We begin by noting that the learning rates tend to vary as we vary batch sizes, which is something that is known in theory \[55\]. Furthermore, we extend the grid especially whenever our best parameters of a baseline method tends to land at the edge of a grid. The parameter ranges explored by our grid search are:

**Batch Size 1**: (parameters chosen by running for 20 epochs)

- SGD: learning rate: \{0.01, 0.01\sqrt{10}, 0.1, 0.1\sqrt{10}, 1, \sqrt{10}, 5, 10, 20, 10\sqrt{10}, 40, 60, 80, 100\}.
- NAG/HB: learning rate: \{0.01\sqrt{10}, 0.1, 0.1\sqrt{10}, 1, \sqrt{10}, 10\}, momentum \{0, 0.5, 0.75, 0.9, 0.95, 0.97\}.
- ASGD: learning rate: \{2.5, 5\}, long step \{100, 1000\}, advantage parameter \{2.5, 5, 10, 0, 20\}.

**Batch Size 8**: (parameters chosen by running for 50 epochs)

- SGD: learning rate: \{0.001, 0.001\sqrt{10.0}, 0.01, 0.01\sqrt{10}, 0.1, 0.1\sqrt{10}, 1, \sqrt{10}, 5, 10, 10\sqrt{10}, 40, 60, 80, 100, 120, 140\}.
- NAG/HB: learning rate: \{5.0, 10.0, 20.0, 10\sqrt{10}, 40, 60\}, momentum \{0, 0.25, 0.5, 0.75, 0.9, 0.95\}.
- ASGD: learning rate \{40, 60\}. For a long step of 100, advantage parameters of \{1.5, 2, 2.5, 5, 10, 20\}. For a long step of 1000, we swept over advantage parameters of \{2.5, 5, 10\}.

C.3.3 Deep Residual Networks for CIFAR-10

In this section, we will provide more details on our experiments on cifar-10, as well as present some additional results. We used a weight decay of 0.0005 in all our experiments. The grid
search parameters we used for various algorithms are as follows. Note that the ranges in which parameters such as learning rate need to be searched differ based on batch size. Furthermore, we tend to extrapolate the grid search whenever a parameter (except for the learning rate decay factor) at the edge of the grid has been chosen; this is done so that we always tend to lie in the interior of the grid that we have searched on. Note that for the purposes of the grid search, we choose a hold out set from the training data and add it in to the training data after the parameters are chosen, for the final run.

**Batch Size 8:** Note: (i) parameters chosen by running for 40 epochs and picking the grid search parameter that yields the smallest validation 0/1 error. (ii) The validation set decay scheme that we use is that if the validation error does not decay by at least 1% every three passes over the data, we cut the learning rate by a constant factor (which is grid searched as described below). The minimal learning rate to use is fixed to be $6.25 \times 10^{-5}$, so that we do not decay far too many times and curtail progress prematurely.

- SGD: learning rate: $\{0.0033, 0.01, 0.033, 0.1, 0.33\}$, learning rate decay factor $\{5, 10\}$.
- NAG/HB: learning rate: $\{0.001, 0.0033, 0.01, 0.033\}$, momentum $\{0.8, 0.9, 0.95, 0.97\}$, learning rate decay factor $\{5, 10\}$.
- ASGD: learning rate $\{0.01, 0.0330, 0.1\}$, long step $\{1000, 10000, 50000\}$, advantage parameter $\{5, 10\}$, learning rate decay factor $\{5, 10\}$.

**Batch Size 128:** Note: (i) parameters chosen by running for 120 epochs and picking the grid search parameter that yields the smallest validation 0/1 error. (ii) The validation set decay scheme that we use is that if the validation error does not decay by at least 0.2% every four passes over the data, we cut the learning rate by a constant factor (which is grid searched as described below). The minimal learning rate to use is fixed to be $1 \times 10^{-3}$, so that we do not decay far too many times and curtail progress prematurely.

- SGD: learning rate: $\{0.01, 0.03, 0.09, 0.27, 0.81\}$, learning rate decay factor $\{2, \sqrt{10}, 5\}$. 
• NAG/HB: learning rate: \{0.01, 0.03, 0.09, 0.27\}, momentum \{0.5, 0.8, 0.9, 0.95, 0.97\},
  learning rate decay factor \{2, \sqrt{10}, 5\}.

• ASGD: learning rate \{0.01, 0.03, 0.09, 0.27\}, long step \{100, 1000, 10000\}, advantage parameter \{5, 10, 20\}, learning rate decay factor \{2, \sqrt{10}, 5\}.

As a final remark, for any comparison across algorithms, such as, (i) ASGD vs. NAG, (ii) ASGD vs HB, we fix the starting learning rate, learning rate decay factor and decay schedule chosen by the best grid search run of NAG/HB respectively and perform a grid search over the long step and advantage parameter of ASGD. In a similar manner, when we compare (iii) SGD vs NAG or, (iv) SGD vs. HB, we choose the learning rate, learning rate decay factor and decay schedule of SGD and simply sweep over the momentum parameter of NAG or HB and choose the momentum that offers the best validation error.

We now present plots of training function value for different algorithms and batch sizes.

**Effect of minibatch sizes:** Figure C.2 plots training function value for batch sizes of 128 and 8 for SGD, HB and NAG. We notice that in the initial stages of training, NAG obtains substantial improvements compared to SGD and HB for batch size 128 but not for batch size 8. Towards the end of training however, NAG starts decreasing the training function value rapidly for both the batch sizes. The reason for this phenomenon is not clear. Note however, that at this point, the test error has already stabilized and the algorithms are just overfitting to the data.

**Comparison of ASGD with momentum methods:** We now present the training error plots for ASGD compared to HB and NAG in Figures C.3 and C.4 respectively. As mentioned earlier, in order to see a clear trend, we constrain the learning rate and decay schedule of ASGD to be the same as that of HB and NAG respectively, which themselves were learned using grid search. We see similar trends as in the validation error plots from Figures 5.5 and 5.6. Please see the figures and their captions for more details.
Figure C.2: Training loss for batch sizes 128 and 8 respectively for SGD, HB and NAG.

Figure C.3: Training function value for ASGD compared to HB for batch sizes 128 and 8 respectively.
Figure C.4: Training function value for ASGD compared to NAG for batch size 128 and 8 respectively.
Appendix D

APPENDIX: SGD’S FINAL ITERATE – MINIMAX OPTIMALITY AND STEPSIZE SCHEMES

D.1 Preliminaries

Before presenting the lemmas establishing the behavior of SGD under various learning rate schemes, we introduce some notation. We recount that the SGD update rule denoted through:

$$w_t = w_{t-1} - \eta_t \hat{\nabla} f(w_{t-1})$$

We then write out the expression for the stochastic gradient $\hat{\nabla} f(w_{t-1})$.

$$\hat{\nabla} f(w_{t-1}) = x_t x_t^\top (w_{t-1} - w^*) - \epsilon_t x_t,$$

where, given the stochastic gradient corresponding to an example $(x_t, y_t) \sim \mathcal{D}$, with $y_t = \langle w^*, x_t \rangle + \epsilon_t$, the above stochastic gradient expression naturally follows. Now, in order to analyze the contraction properties of the SGD update rule, we require the following notation:

$$P_t = I - \eta_t x_t x_t^\top.$$

**Lemma 55.** [For e.g. Appendix A.2.2 from [55]] **Bias-Variance tradeoff:** Running SGD for $T$-steps starting from $w_0$ and a stepsize sequence $\{\eta_t\}_{t=1}^T$ presents a final iterate $w_T$ whose excess risk is upper-bounded as:

$$\langle H, \mathbb{E}[(w_T - w^*) \otimes (w_T - w^*)] \rangle \leq 2 \left( \langle H, \mathbb{E}[P_T \cdots P_1 (w_0 - w^*) \otimes (w_0 - w^*) P_1 \cdots P_T] \rangle + \langle H, \sum_{\tau=1}^T \eta_\tau^2 \cdot \mathbb{E}[P_T \cdots P_{\tau+1} n_\tau \otimes n_\tau P_{\tau+1} \cdots P_T] \rangle \right),$$

where, $P_t = I - \eta_t x_t x_t^\top$ and $n_t = \epsilon_t x_t$. Note that $\mathbb{E}[n_t | \mathcal{F}_{t-1}] = 0$ and $\mathbb{E}[n_t \otimes n_t | \mathcal{F}_{t-1}] \preceq \sigma^2 H$, where, $\mathcal{F}_{t-1}$ is the filtration formed by all samples $(x_1, y_1) \cdots (x_{t-1}, y_{t-1})$ until time $t$. 
Proof. One can view the contribution of the above two terms as ones stemming from SGD’s updates, which can be written as:

\[ w_t = w_{t-1} - \eta_t \hat{\nabla}f(w_{t-1}) \]

\[ w_t - w^* = (I - \eta_t x_t)(w_{t-1} - w^*) + \eta_t n_t \]

\[ w_t - w^* = P_t \cdots P_1 (w_0 - w^*) + \sum_{\tau=1}^{T} P_t \cdots P_{\tau+1} \eta_{\tau} n_\tau \]

From the above equation, the result of the lemma follows straightforwardly. Now, in order to bound the total error, note that the original stochastic process associated with SGD’s updates can be decoupled into two (simpler) processes, one being the noiseless process (which corresponds to reducing the dependence on the initial error, and is termed “bias”), i.e., where, the recurrence evolves as:

\[ w^\text{bias}_t - w^* = P_t (w^\text{bias}_{t-1} - w^*) \quad (D.1) \]

The second recursion corresponds to the dependence on the noise (termed as variance), wherein, the process is initiated at the solution, i.e. \( w^\text{var}_0 = w^* \) and is driven by the noise \( n_t \). The update for this process corresponds to:

\[ w^\text{var}_t - w^* = P_t (w^\text{var}_{t-1} - w^*) + \eta_t n_t \]

with \( w^\text{var}_0 = w^* \) (D.2)

We represent by \( B_t \) the covariance of the \( t \)th iterate of the bias process, i.e.,

\[ B_t = \mathbb{E} \left[ (w^\text{bias}_t - w^*) (w^\text{bias}_t - w^*)^T \right] \]

\[ = \mathbb{E} \left[ P_t B_{t-1} P_t^T \right] = \mathbb{E} \left[ P_t \cdots P_1 B_0 P_1 \cdots P_t \right] \]

The quantity that routinely shows up when bounding SGD’s convergence behavior is the covariance of the variance error, i.e. \( V_t := \mathbb{E} [(w^\text{var}_t - w^*) \otimes (w^\text{var}_t - w^*)] \). This implies the following (simplified) expression for \( V_t \):

\[ V_t = \mathbb{E} [(w^\text{var}_t - w^*) \otimes (w^\text{var}_t - w^*)] \]
\[
\mathbb{E}\left[\left(\sum_{\tau=1}^{t} P_{\tau} \cdots P_{\tau+1} \cdot (\eta_{\tau} n_{\tau})\right) \otimes \left(\sum_{\tau'=1}^{t} P_{\tau'} \cdots P_{\tau'+1} \cdot (\eta'_{\tau'} n'_{\tau'})\right)\right]
\]
\[
= \sum_{\tau, \tau'} \mathbb{E}[P_{\tau} \cdots P_{\tau+1} (\eta_{\tau} n_{\tau}) \otimes (\eta'_{\tau'} n'_{\tau'}) P_{\tau'+1} \cdots P_{\tau'}]
\]
\[
= \sum_{\tau=1}^{T} \eta_{\tau} \mathbb{E}[P_{\tau} \cdots P_{\tau+1} n_{\tau} \otimes n_{\tau} P_{\tau+1} \cdots P_{\tau'}]
\]

Firstly, note that this naturally implies that the sequence of covariances \( V_{\tau}, \tau = 1, \cdots, T \) initialized at (say), the solution, i.e., \( V_{0} = 0 \) naturally grows to its steady state covariance, i.e.,

\[ V_{1} \preceq V_{2} \preceq \cdots \preceq V_{\infty}. \]

See Lemma 3 of \cite{53} for more details. Furthermore, what naturally follows in relating \( V_{t} \) to \( V_{t-1} \) is:

\[ V_{t} \preceq \mathbb{E}[P_{t} V_{t-1} P_{t}^{\top}] + \eta_{t}^{2} \sigma^{2} H. \] (D.3)

\[ \square \]

**Lemma 56** (Lemma 5 of \cite{53}). Running SGD with a (constant) stepsize sequence \( \eta < 1/R^2 \) achieves the following steady-state covariance:

\[ V_{\infty} \preceq \frac{\eta \sigma^{2}}{1 - \eta R^{2}} I. \]

**Lemma 57.** Suppose \( \eta = 1/2R^{2} \), and \( V_{0} = \frac{n \sigma^{2}}{1 - n R^{2}} I = 2 \eta \sigma^{2} I \). For any sequence of learning rates \( \eta_{t} \leq \eta = 1/2R^{2} \forall \ t \in \{1, \cdots, t\} \), then,

\[ V_{t} \preceq 2 \eta \sigma^{2} I \quad \forall \quad t. \]

**Proof.** We will prove the lemma using an inductive argument. The base case, i.e. \( t = 0 \) follows from the problem statement. Note also that for SGD, \( V_{0} = 0 \) implying the statement naturally follows. If, say, \( V_{t} \) satisfies the equation above, from equation (D.3), we have the following covariance for \( V_{t+1} \):

\[ V_{t+1} \preceq \mathbb{E}[P_{t} V_{t} P_{t}^{\top}] + \eta_{t}^{2} \sigma^{2} H \]
\begin{align*}
  &= \mathbb{E} \left[ (I - \eta_t x_t x_t^\top) V_t (I - \eta_t x_t x_t^\top) \right] + \eta_t^2 \sigma^2 H \\
  \leq& \ 2 \eta \sigma^2 \mathbb{E} \left[ (I - \eta_t x_t x_t^\top)(I - \eta_t x_t x_t^\top) \right] + \eta_t^2 \sigma^2 H \\
  \leq& \ 2 \eta \sigma^2 I - 4 \eta_t \eta \sigma^2 H + 2 \eta_t^2 \eta \sigma^2 R^2 H + \eta_t^2 \sigma^2 H \\
  \leq& \ 2 \eta \sigma^2 I - 2 \eta_t \eta \sigma^2 H + \eta_t^2 \sigma^2 H \\
  =& \ 2 \eta \sigma^2 I + \eta_t \cdot (\eta_t - 2 \eta) \sigma^2 H \\
  \leq& \ 2 \eta \sigma^2 I,
\end{align*}

from which the lemma follows. \qed

Lemma 58. (Reduction from Multiplicative noise oracle) Let $V_t$ be the (expected) covariance of the variance error. Then, the recursion that connects $V_{t+1}$ to $V_t$ can be expressed as:

$$V_{t+1} \preceq (I - \eta_t H)V_t (I - \eta_t H) + 2 \eta_t^2 \sigma^2 H$$

Proof. From equation (D.3), we already know that the evolution of the co-variance of the variance error follows:

\begin{align*}
  V_{t+1} &\preceq \mathbb{E} \left[ P_t V_t P_t^\top \right] + \eta_t^2 \sigma^2 H \\
  &\preceq \mathbb{E} \left[ (I - \eta_t H)V_t (I - \eta_t H) \right] + \eta_t^2 \mathbb{E} \left[ x_t x_t^\top V_t x_t x_t^\top \right] + \eta_t^2 \sigma^2 H \\
  &\preceq (I - \eta_t H)V_t (I - \eta_t H) + \eta_t^2 \|V_t\|_2 R^2 H + \eta_t^2 \sigma^2 H \\
  &= (I - \eta_t H)V_t (I - \eta_t H) + \eta_t^2 \cdot 2 \eta \sigma^2 R^2 H + \eta_t^2 \sigma^2 H \\
  &\preceq (I - \eta_t H)V_t (I - \eta_t H) + 2 \eta_t^2 \sigma^2 H.
\end{align*}

Where the steps follow from Lemma 57 and owing from the fact that $\eta_t \leq \eta = 1/2R^2 \ \forall \ t$. \qed

Note: Basically, one could analyze an auxiliary process driven by noise with variance off by a factor of two and convert the analysis into one involving exact (deterministic) gradients.
Lemma 59. Bias decay - strongly convex case\ Let the minimal eigenvalue of the Hessian $\mu = \lambda_{\text{min}}(H) > 0$. Consider the bias recursion as in equation (D.1) with the stepsize set as $\eta = 1/(2R^2)$. Then,

$$\mathbb{E} \left[ \|w_{t}^{\text{bias}} - w^*\|_2^2 \right] \leq (1 - 1/(2\kappa))\mathbb{E} \left[ \|w_{t-1}^{\text{bias}} - w^*\|_2^2 \right]$$

Proof. The proof follows through straightforward computations:

$$\mathbb{E} \left[ \|w_{t}^{\text{bias}} - w^*\|_2^2 \right] \leq \mathbb{E} \left[ \|w_{t-1}^{\text{bias}} - w^*\|_2^2 \right] - 2\eta\mathbb{E} \left[ \|w_{t-1}^{\text{bias}} - w^*\|_H^2 \right] + \eta^2 R^2 \mathbb{E} \left[ \|w_{t-1}^{\text{bias}} - w^*\|_H^2 \right]$$

$$= \mathbb{E} \left[ \|w_{t-1}^{\text{bias}} - w^*\|_2^2 \right] - \eta\mathbb{E} \left[ \|w_{t-1}^{\text{bias}} - w^*\|_H^2 \right]$$

$$\leq (1 - \eta\mu)\mathbb{E} \left[ \|w_{t-1}^{\text{bias}} - w^*\|_2^2 \right],$$

where, the first line follows from the fact that $\mathbb{E} \left[ \|x_t\|_2^2 x_t x_t^\top \right] \preceq R^2 H$ and the result follows through the definition of $\kappa$. \hfill \Box

Lemma 60. Reduction of the bias recursion with multiplicative noise to one resembling the variance recursion\ Consider the bias recursion that evolves as

$$B_t = \mathbb{E} \left[ (w_t - w^*)(w_t - w^*)^\top \right] = \mathbb{E} \left[ (I - \gamma_t x_t x_t^\top)B_{t-1}(I - \gamma_t x_t x_t^\top) \right],$$

where, $B_0 = (w_0 - w^*)(w_0 - w^*)^\top$. Then, the following recursion holds $\forall \gamma_t \leq 1/R^2$:

$$B_t \preceq (I - \gamma_t H)B_{t-1}(I - \gamma_t H) + \gamma_t^2 R^2 \|w_0 - w^*\|_2^2 H.$$

Proof. The result follows owing to the following computations:

$$B_t = \mathbb{E} \left[ (w_t - w^*)(w_t - w^*)^\top \right]$$

$$= \mathbb{E} \left[ (I - \gamma_t x_t x_t^\top)B_{t-1}(I - \gamma_t x_t x_t^\top) \right]$$

$$\preceq (I - \gamma_t H)B_{t-1}(I - \gamma_t H) + \gamma_t^2 \mathbb{E} \left[ \|x_t^\top B_{t-1} x_t\|_2 \right]$$

$$\preceq (I - \gamma_t H)B_{t-1}(I - \gamma_t H) + \gamma_t^2 \mathbb{E} \left[ \|B_{t-1}\|_2 \right] R^2 H$$

$$\preceq (I - \gamma_t H)B_{t-1}(I - \gamma_t H) + \gamma_t^2 \mathbb{E} \left[ \|w_{t-1} - w^*\|_2^2 \right] R^2 H$$

$$\preceq (I - \gamma_t H)B_{t-1}(I - \gamma_t H) + \gamma_t^2 \mathbb{E} \left[ \|w_0 - w^*\|_2^2 \right] R^2 H.$$
with the last inequality holding true if the squared distance to the optimum doesn’t grow as a part of the recursion. We prove that this indeed is the case below:

\[
E \left[ \| w_{t-1} - w^* \|^2 \right] = E \left[ \| w_{t-2} - \gamma_{t-1} x_{t-1} x_{t-1}^T - w^* \|^2 \right] \\
\leq E \left[ \| w_{t-2} - w^* \|^2 \right] - 2 \gamma_{t-1} E \left[ \| w_{t-2} - w^* \|^2_H \right] + \gamma_{t-1}^2 R^2 \sigma^2 \| w_{t-2} - w^* \|^2_H \\
\leq E \left[ \| w_{t-2} - w^* \|^2 \right] - \gamma_{t-1} E \left[ \| w_{t-2} - w^* \|^2_H \right] \\
\leq E \left[ \| w_{t-2} - w^* \|^2 \right].
\]

Recursively applying the above argument yields the desired result.

**Note:** This result implies that the bias error (in the smooth non-strongly convex case of the least squares regression with multiplicative noise) can be bounded by employing a similar lemma as that of the variance, where one can look at the quantity \( R^2 \cdot \| w_0 - w^* \|^2 \) as the analog of the variance \( \sigma^2 \) that drives the process.

**Lemma 61. Reduction of multiplicative noise to additive noise oracle for lower-bounds** Under the assumption that the covariance of noise \( \Sigma = \sigma^2 H \), the following statement holds. Let \( V_t \) be the (expected) covariance of the variance error. Then, the recursion that connects \( V_{t+1} \) to \( V_t \) can be expressed as:

\[
V_{t+1} = E \left[ (I - \eta H) V_t (I - \eta H) \right] + \eta^2 \sigma^2 H
\]

Then,

\[
V_{t+1} \succeq (I - \eta H) V_t (I - \eta H) + \eta^2 \sigma^2 H
\]

**Proof.** Let us consider firstly, the setting of (bounded) additive noise. Here, we have:

\[
\nabla f(w_t) = H(w_t - w^*) + \zeta_t, \text{ with } E[\zeta_t | w_t] = 0, \text{ and } E[\zeta_t \zeta_t^T | w_t] = \sigma^2 H.
\]

Then, updates leading up to time \( t + 1 \) can be written as:

\[
w_{t+1} - w^* = \prod_{\tau=1}^{t+1} (I - \eta_{\tau} H)(w_0 - w^*) + \sum_{\tau' = 1}^{t+1} \eta_{\tau'} \prod_{\tau = \tau' + 1}^{t+1} (I - \eta_{\tau} H) \zeta_{\tau'}
\]
This implies the covariance of the variance error is:

\[ \tilde{V}_{t+1} = \mathbb{E} \left[ \left( \sum_{\tau' = 1}^{t+1} \eta_{\tau'} \prod_{\tau = \tau' + 1}^{t+1} (I - \eta_{\tau} H) \zeta_{\tau'} \right) \otimes \left( \sum_{\tau'' = 1}^{t+1} \eta_{\tau''} \prod_{\tau = \tau'' + 1}^{t+1} (I - \eta_{\tau} H) \zeta_{\tau''} \right) \right] \]

\[ = \sum_{\tau' = 1}^{t+1} \eta_{\tau'}^2 \mathbb{E} \left[ \prod_{\tau = \tau' + 1}^{t+1} (I - \eta_{\tau} H) \zeta_{\tau'} \otimes \zeta_{\tau'} \prod_{\tau = t+1}^{t+1} (I - \eta_{\tau} H) \right] \]

\[ = (I - \eta_{t+1} H)V_t(I - \eta_{t+1} H) + \eta_{t+1}^2 \sigma^2 H. \]

Now, let us consider the statement of the lemma:

\[ V_{t+1} = \mathbb{E} \left[ (I - \eta_{t+1} x_{t+1} x_{t+1}^\top) V_t(I - \eta_{t+1} x_{t+1} x_{t+1}^\top) \right] + \eta_{t+1}^2 \sigma^2 H \]

\[ = (I - \eta_{t+1} H)V_t(I - \eta_{t+1} H) + \eta_{t+1}^2 \mathbb{E} \left[ (x_{t+1} x_{t+1}^\top - H)V_t(x_{t+1} x_{t+1}^\top - H) \right] + \eta_{t+1}^2 \sigma^2 H \]

\[ \succeq (I - \eta_{t+1} H)V_t(I - \eta_{t+1} H) + \eta_{t}^2 \sigma^2 H. \]

Unrolling the above argument, we see that \( V_{t+1} \succeq \tilde{V}_{t+1} \), implying that the process driven by the multiplicative noise oracle can be lower bounded (in a PSD sense) by one that employs deterministic gradients with additive noise.

\[ \square \]

\subsection*{D.2 Proofs of results in Section 6.4.1}

\textbf{Theorem 62.} Consider the additive noise oracle setting, where, we have access to stochastic gradients satisfying:

\[ \hat{\nabla} f(w) = \nabla f(w) + \zeta = H(w - w^*) + \zeta, \]

where,

\[ \mathbb{E} [\zeta|w] = 0, \text{ and, } \mathbb{E} [\zeta \zeta^\top|w] = \sigma^2 H \]

The following lower bounds hold on the final iterate of a Stochastic Gradient procedure with access to the above stochastic gradients when using polynomially decaying stepsizes.

\textit{Strongly convex case:} Suppose \( \mu > 0 \). For any condition number \( \kappa \), there exists a problem instance with initial suboptimality \( f(w_0) - f(w^*) \leq \sigma^2 d \) such that, for any \( T \geq \kappa^2 \), and for
all $a, b \geq 0$ and $0.5 \leq \alpha \leq 1$, and for the learning rate scheme $\eta_t = \frac{a}{b+t} \alpha$, we have

$$
\mathbb{E}[f(w_T)] - f(w^*) \geq \exp\left(-\frac{T}{\kappa \log T}\right) \left(f(w_0) - f(w^*)\right) + \frac{\sigma^2 d}{64} \frac{\kappa}{T}.
$$

**Smooth case:** For any fixed $T > 1$, there exists a problem instance such that, for all $a, b \geq 0$ and $0.5 \leq \alpha \leq 1$, and for the learning rate scheme $\eta_t = a b + t \alpha$, we have

$$
\mathbb{E}[f(w_T)] - f(w^*) \geq \left(L \cdot \|w_0 - w^*\|^2 + \sigma^2 d \right) \cdot \frac{1}{\sqrt{T \log T}}.
$$

**Proof. Strongly convex case:** The problem instance is simple. Consider the case where the inputs are such that in every example $x$, there is only one co-ordinate that is non-zero. Furthermore, let each co-ordinate be Gaussian with mean zero and variance for the first $d/2$ co-ordinates be $d\kappa/3$ whereas the rest be 1. This implies $H = \begin{bmatrix} d\kappa/3 & \cdots \\ \cdots & 1 \end{bmatrix}$, where the first $d/2$ diagonal entries are equal to $\kappa/3$ and the remaining $d/2$ diagonal entries are equal to 1 and all the off diagonal entries are equal to zero. Furthermore, consider the noise to be additive (and independent of $x$) with mean zero. Finally, let us denote by $v_t^{(i)} \overset{\text{def}}{=} \mathbb{E}\left[\left(w_t^{(i)} - (w^*)^{(i)}\right)^2\right]$ the variance in the $i$th direction at time step $t$. Let the initialization be such that $v_0^{(i)} = 3\sigma^2/\kappa$ for $i = 1, 2, ..., d/2$ and $v_0^{(i)} = \sigma^2$ for $i = d/2 + 1, ..., d$. This means that the variances for all directions with eigenvalue $\kappa$ remain equal as $t$ progresses and similarly for all directions with eigenvalue 1. We have

$$
v^{(1)}_T \overset{\text{def}}{=} \mathbb{E}\left[\left(w_T^{(1)} - (w^*)^{(1)}\right)^2\right] = \prod_{j=1}^{T} (1 - \eta_j \kappa/3)^2 v_0^{(1)} + \kappa \sigma^2/3 \sum_{j=1}^{T} \eta_j^2 \prod_{i=j+1}^{T} \left(1 - \eta_i \kappa/3\right)^2 \text{ and}
$$

$$
v^{(d)}_T \overset{\text{def}}{=} \mathbb{E}\left[\left(w_T^{(d)} - (w^*)^{(d)}\right)^2\right] = \prod_{j=1}^{T} (1 - \eta_j)^2 v_0^{(d)} + \sigma^2 \sum_{j=1}^{T} \eta_j^2 \prod_{i=j+1}^{T} (1 - \eta_i)^2.
$$

We consider a recursion for $v_t^{(i)}$ with eigenvalue $\lambda_i$ ($\kappa$ or 1). By the design of the algorithm, we know

$$
v_{t+1}^{(i)} = (1 - \eta_t \lambda_i)^2 v_t^{(i)} + \lambda_i \sigma^2 \eta_t^2.
$$
Let \( s(\eta, \lambda) = \frac{\lambda \sigma^2 \eta^2}{1 - (1 - \eta \lambda)^2} \) be the solution to the stationary point equation \( x = (1 - \eta \lambda)^2 + \lambda \sigma^2 \eta^2 \).

Intuitively if we keep using the same learning rate \( \eta \), then \( v_t^{(i)} \) is going to converge to \( s(\eta, \lambda_i) \). Also note that \( s(\eta, \lambda) \approx \sigma^2 \eta/2 \) when \( \eta \lambda \ll 1 \).

We first prove the following claim showing that eventually the variance in direction \( i \) is going to be at least \( s(\eta_T, \lambda_i) \).

**Remark 1.** Suppose \( s(\eta_t, \lambda_i) \leq v_0^{(i)} \), then \( v_t^{(i)} \geq s(\eta_t, \lambda_i) \).

**Proof.** We can rewrite the recursion as

\[
v^{(i)}_{t+1} - s(\eta_t, \lambda_i) = (1 - \eta_t \lambda_i)^2 (v^{(i)}_t - s(\eta_t, \lambda_i)).
\]

In this form, it is easy to see that the iteration is a contraction towards \( s(\eta_t, \lambda_i) \). Further, \( v^{(i)}_{t+1} - s(\eta_t, \lambda_i) \) and \( v^{(i)}_t - s(\eta_t, \lambda_i) \) have the same sign. In particular, let \( t_0 \) be the first time such that \( s(\eta_t, \lambda_i) \leq v_0^{(i)} \) (note that \( \eta_t \) is monotone and so is \( s(\eta_t, \lambda_i) \)), it is easy to see that \( v^{(i)}_t \geq v_0^{(i)} \) when \( t \leq t_0 \). Therefore we know \( v^{(i)}_{t_0} \geq s(\eta_{t_0}, \lambda_i) \), by the recursion this implies \( v^{(i)}_{t_0+1} \geq s(\eta_{t_0}, \lambda_i) \). The claim then follows from a simple induction.

If \( s(\eta_T, \lambda_i) \geq v_0^{(i)} \) for \( i = 1 \) or \( i = d \) then the error is at least \( \sigma^2 d/2 \geq \kappa \sigma^2 d/T \) and we are done. Therefore we must have \( s(\eta_T, \kappa) \leq v_0^{(1)} = 3 \sigma^2/\kappa \), and by Claim 1 we know \( v^{(1)}_T \geq s(\eta_T, \kappa) \geq \sigma^2 \eta_T/2 \). The function value is at least

\[
\mathbb{E} [f(w_T)] - f(w^*) \geq \frac{d \cdot \kappa \cdot v^{(1)}_T}{12} \geq \frac{d \kappa \sigma^2 \eta_T}{12}.
\]

To make sure \( \mathbb{E} [f(w_T)] - f(w^*) \leq \frac{d \sigma^2}{64T} \) we must have \( \eta_T \leq \frac{1}{64T} \). Next we will show that when this happens, \( v^{(d)}_T \) must be large so the function value is still large.

We will consider two cases, in the first case, \( b \geq T^\alpha \). Since \( \frac{1}{16T} \geq \eta_T = \frac{a}{b + T^\alpha} \geq \frac{a}{2b} \), we have \( \frac{a}{b} \leq \frac{1}{8T} \). Therefore \( v^{(d)}_T \geq (1 - \frac{a}{b})^2 T v^{(d)}_0 \geq \sigma^2 / 2 \), so the function value is at least \( \mathbb{E}[f(w_t)] \geq \frac{d \cdot v^{(d)}_T}{4} \geq \frac{d \sigma^2}{4}, \) and we are done.

In the second case, \( b < T^\alpha \). Since \( \frac{1}{16T} \geq \eta_T = \frac{a}{b + T^\alpha} \geq \frac{a}{2b T^\alpha} \), we have \( a \leq \frac{1}{8} T^{\alpha-1} \). The sum of learning rates satisfy
\[ \sum_{i=1}^{T} \eta_i \leq \sum_{i=1}^{T} \frac{\alpha}{i^\alpha} \leq \sum_{i=1}^{T} \frac{1}{8} i^{-1} \leq 0.125 \log T. \]

Here the second inequality uses the fact that \( T^{\alpha-1} i^{-\alpha} \leq i^{-1} \) when \( i \leq T \). Similarly, we also know \( \sum_{i=1}^{T} \eta_i^2 \leq \sum_{i=1}^{T} (0.125)^2 i^{-2} \leq \pi^2 / 384 \). Using the approximation \((1 - u)^2 \geq \exp(-2u - 4u^2)\) for \( u < 1/4 \), we get \( v_T^{(d)} \geq \exp(-2 \sum_{i=1}^{T} \eta_i - 4 \sum_{i=1}^{T} \eta_i^2) v_0^{(d)} \geq \sigma^2 / 5T^{3/4} \), so the function value is at least \( E[f(w_t)] \geq \frac{d}{2} \cdot v_T^{(d)} \geq \frac{d \sigma^2}{10T^{3/4}} \geq \frac{\kappa d \sigma^2}{3T} \). This concludes the second case and proves the strongly convex part of the theorem.

**Smooth case:** The proof of this part is quite similar to that of the strongly convex case above but with a subtle change in the initialization. In order to make this clear, we will do the proof from scratch without borrowing anything from the previous argument. Let

\[
H = \begin{bmatrix}
1 & \cdots \\
\vdots & \ddots \\
d & \frac{\kappa}{d} & \cdots \\
\end{bmatrix},
\]

where the first \( \frac{d}{2} \) diagonal entries are equal to 1 and the remaining \( \frac{d}{2} \) diagonal entries are equal to \( \frac{\kappa}{d} \) and all the off diagonal entries are equal to zero. We will use \( \kappa = \frac{1}{\sqrt{T}} \). Let us denote by \( v_t^{(i)} \) \( \defeq \mathbb{E} \left[ \left( w_t^{(i)} - (w^*)^{(i)} \right)^2 \right] \) the variance in the \( i^{th} \) direction at time step \( t \). Let the initialization be such that \( v_0^{(i)} = \sigma^2 / \kappa \) for \( i = 1, 2, \ldots, d/2 \) and \( v_0^{(i)} = \sigma^2 \) for \( i = d/2 + 1, \ldots, d \). This means that the variances for all directions with eigenvalue \( \kappa \) remain equal as \( t \) progresses and similarly for all directions with eigenvalue 1. We have

\[
v_T^{(1)} \defeq \mathbb{E} \left[ \left( w_T^{(1)} - (w^*)^{(1)} \right)^2 \right] = \prod_{j=1}^{T} \left( 1 - \eta_j \kappa / 3 \right)^2 v_0^{(1)} + \kappa \sigma^2 / 3 \sum_{j=1}^{T} \eta_j^2 \prod_{i=j+1}^{T} \left( 1 - \eta_i \kappa / 3 \right)^2 \quad \text{and}
\]

\[
v_T^{(d)} \defeq \mathbb{E} \left[ \left( w_T^{(d)} - (w^*)^{(d)} \right)^2 \right] = \prod_{j=1}^{T} \left( 1 - \eta_j \right)^2 v_0^{(d)} + \sigma^2 \sum_{j=1}^{T} \eta_j^2 \prod_{i=j+1}^{T} \left( 1 - \eta_i \right)^2.
\]

We consider a recursion for \( v_t^{(i)} \) with eigenvalue \( \lambda_i \) (1 or \( \frac{1}{\kappa} \)). By the design of the algorithm, we know

\[
v_{t+1}^{(i)} = (1 - \eta \lambda_i)^2 v_t^{(i)} + \lambda_i \sigma^2 \eta_t^2.
\]

Let \( s(\eta, \lambda) = \frac{\lambda \sigma^2 \eta_t^2}{1 - (1 - \eta \lambda)^2} \) be the solution to the stationary point equation \( x = (1 - \eta \lambda)^2 + \lambda \sigma^2 \eta_t^2 \).
Intuitively if we keep using the same learning rate $\eta$, then $v_T^{(i)}$ is going to converge to $s(\eta, \lambda_i)$. Also note that $s(\eta, \lambda) \approx \sigma^2 \eta/2$ when $\eta \lambda \ll 1$.

If $s(\eta_T, \lambda_i) \geq v_T^{(i)}$ for $i = 1$ or $i = d$ then the error is at least $\sigma^2 d/2\kappa \geq \kappa \sigma^2 d/T$ and we are done. Therefore we must have $s(\eta_T, \kappa) \leq v_T^{(1)} = 3\sigma^2 / \kappa$, and by Claim 1 we know $v_T^{(1)} \geq s(\eta_T, \kappa) \geq \sigma^2 \eta_T / 2$. The function value is at least

$$\mathbb{E}[f(w_T)] - f(w^*) \geq \frac{d}{2} \cdot v_T^{(1)} \geq \frac{d\sigma^2 \eta_T}{4}.$$ 

To make sure $\mathbb{E}[f(w_T)] - f(w^*) \leq \frac{d\sigma^2}{64T \log T}$ we must have $\eta_T \leq \frac{\kappa}{16T \log T}$. Next we will show that when this happens, $v_T^{(d)}$ must be large so the function value is still large.

We will consider two cases, in the first case, $b \geq T \alpha$. Since $\frac{\kappa}{16T \log T} \geq \eta_T = \frac{a}{b+T \alpha} \geq \frac{a}{2b}$, we have $\frac{a}{b} \leq \frac{\kappa}{8T \log T}$. Therefore $v_T^{(d)} \geq (1 - \frac{a}{b}) 2^T v_0^{(d)} \geq \sigma^2 / 2$, so the function value is at least

$$\mathbb{E}[f(w_t)] - f(w^*) \geq \frac{d}{2} \cdot \frac{1}{\kappa} \cdot v_T^{(d)} \geq \frac{d\sigma^2}{4\kappa} \geq \frac{\kappa d\sigma^2}{T},$$

and we are done.

In the second case, $b < T \alpha$. Since $\frac{\kappa}{16T \log T} \geq \eta_T = \frac{a}{b+T \alpha} \geq \frac{a}{2T \alpha}$, we have $a \leq \frac{1}{8 \log T} \kappa T^{-1}$. The sum of learning rates satisfy

$$\sum_{i=1}^{T} \eta_i \leq \sum_{i=1}^{T} \frac{a}{i^{\alpha}} \leq \sum_{i=1}^{T} \frac{1}{8 \log T i^{\kappa i^{-1}}} \leq 0.125 \kappa.$$

Here the second inequality uses the fact that $T^{\alpha - 1 - i^{-\alpha}} \leq i^{-\alpha}$. Similarly, we also know

$$\sum_{i=1}^{T} \eta_i^2 \leq \sum_{i=1}^{T} \left(0.125 \kappa / \log T\right)^2 i^{-2} \leq \pi^2 \kappa^2 / 384.$$

Using the approximation $(1 - u)^2 \geq \exp(-2u - 4u^2)$ for $u < 1/4$, we get $v_T^{(d)} \geq \exp(-2 \sum_{i=1}^{T} \frac{\eta_i}{\kappa} - 4 \sum_{i=1}^{T} \frac{\eta_i^2}{\kappa^2} v_0^{(d)} \geq \sigma^2 / 5$, so the function value is at least $\mathbb{E}[f(w_t)] \geq \frac{d}{2} \cdot \frac{1}{\kappa} \cdot v_T^{(d)} \geq \frac{d \sigma^2}{10 \kappa} \geq \frac{d \sigma^2}{10 \sqrt{T}}$. This concludes the second case and proves the strongly convex part of the theorem. Since $\|H\| \cdot \|w_0 - w^*\|^2 = d\sigma^2$, we have

$$\mathbb{E}[f(w_T)] - f(w^*) \geq \sigma^2 d \cdot \min \left(\frac{\kappa}{T \log T}, \frac{1}{10 \sqrt{T}}\right) \geq (L \cdot \|w_0 - w^*\|^2 + \sigma^2 d) \cdot \frac{1}{\sqrt{T \log T}}.$$  

This proves the theorem. □

Proof of Theorem 18. The proof of Theorem 18 follows straightforwardly when combining the result of Lemma 61 and Theorem 62. □
D.3 Proofs of results in Section 6.4.2

Theorem 63. Consider the additive noise oracle setting, where we have access to stochastic gradients satisfying:

\[ \hat{\nabla} f(w) = \nabla f(w) + \zeta = H(w - w^*) + \zeta, \]

where,

\[ \mathbb{E}[\zeta|w] = 0, \text{ and } \mathbb{E}[\zeta^T\zeta|w] \preceq \hat{\sigma}^2 H \]

Running Algorithm 7 with an initial stepsize of \( \eta_1 = \frac{1}{R^2} \), starting from the solution, i.e. \( w_0 = w^* \) allows the algorithm to obtain the following dependence on the variance error:

\[ \mathbb{E}[f(w^\text{par})] - f(w^*) \leq 2\frac{d\hat{\sigma}^2 \log T}{T} \]

Proof. The learning rate scheme is as follows. Divide the total time horizon \( T \) into \( \log T \) phases, each of length \( \frac{T}{\log T} \). In the \( \ell \)th phase, the learning rate is set to be \( \frac{1}{2\ell} R^2 \). The variance in the \( k \)th coordinate can be bounded as

\[
\begin{align*}
\nu^{(k)}_T &\leq \prod_{j=1}^{T} \left(1 - \eta_j \lambda^{(k)}\right)^2 \nu^{(k)}_0 + \lambda^{(k)} \hat{\sigma}^2 \sum_{j=1}^{T} \eta_j \prod_{i=j+1}^{T} \left(1 - \eta_i \lambda^{(k)}\right)^2 \\
&\leq \exp \left(-2 \sum_{j=1}^{T} \eta_j \lambda^{(k)}\right) \nu^{(k)}_0 \\
&\quad + \lambda^{(k)} \hat{\sigma}^2 \sum_{\ell=1}^{\log T} \frac{1}{2^{2\ell}(R^2)^2} \sum_{j=1}^{T/\log T} \left(1 - \frac{\lambda^{(k)}}{2^{2\ell}(R^2)}\right)^{2j} \prod_{u=\ell+1}^{\log T} \left(1 - \frac{\lambda^{(k)}}{2^u R^2}\right)^{T/\log T} \\
&\leq \exp \left(-\frac{2\lambda^{(k)}}{R^2} \cdot \frac{T}{\log T}\right) \nu^{(k)}_0 + \lambda^{(k)} \hat{\sigma}^2 \sum_{\ell=1}^{\log T} \frac{1}{2^{2\ell}(R^2)^2} \frac{2^\ell R^2}{\lambda^{(k)}} \prod_{u=\ell+1}^{\log T} \exp \left(-\frac{\lambda^{(k)} T}{2^u R^2 \log T}\right) \\
&\leq \exp \left(-\frac{2\lambda^{(k)}}{R^2} \cdot \frac{T}{\log T}\right) \nu^{(k)}_0 + \sum_{\ell=1}^{\log T} \frac{\hat{\sigma}^2}{2^\ell R^2} \prod_{u=\ell+1}^{\log T} \exp \left(-\frac{\lambda^{(k)} T}{2^u R^2 \log T}\right). \quad (D.4)
\end{align*}
\]

Let \( \ell^* \overset{\text{def}}{=} \max \left(0, \log \left(\frac{\lambda^{(k)}}{R^2} \cdot \frac{T}{\log T}\right)\right) \). We now split the summation in the second term in (D.4) into two parts and bound each of them below.

\[
\begin{align*}
\sum_{\ell=1}^{\ell^*} \frac{\hat{\sigma}^2}{2^\ell R^2} \prod_{u=\ell+1}^{\ell^*} \exp \left(-\frac{\lambda^{(k)} T}{2^u R^2 \log T}\right) &\leq \sum_{\ell=1}^{\ell^*} \frac{\hat{\sigma}^2}{2^\ell R^2} \prod_{u=\ell+1}^{\ell^*} \exp \left(-\frac{\lambda^{(k)} T}{2^u R^2 \log T}\right) \\
&\leq \sum_{\ell=1}^{\ell^*} \frac{\hat{\sigma}^2}{2^\ell R^2} \prod_{u=\ell+1}^{\ell^*} \exp \left(-\frac{\lambda^{(k)} T}{2^u R^2 \log T}\right).
\end{align*}
\]
\[
\leq \sum_{\ell=1}^{\ell^*} \frac{\hat{\sigma}^2}{2^\ell R^2} \prod_{u=\ell+1}^{\ell^*} \exp(-2^{\ell^*-u}) \leq \sum_{\ell=1}^{\ell^*} \frac{\hat{\sigma}^2}{2^\ell R^2} \exp(-2^{\ell^*-\ell})
\]

\[
\leq \frac{\hat{\sigma}^2}{2^{\ell^*} R^2} \sum_{\ell=1}^{\ell^*} 2^{\ell^*-\ell} \exp(-2^{\ell^*}-\ell) \leq \frac{\hat{\sigma}^2}{2^{\ell^*} R^2} \leq \frac{\hat{\sigma}^2}{\lambda(k)} \cdot \log \frac{T}{T}. \tag{D.5}
\]

For the second part, we have

\[
\sum_{\ell=\ell^*+1}^{\log T} \frac{\hat{\sigma}^2}{2^\ell R^2} \prod_{u=\ell+1}^{\log T} \exp\left(-\frac{\lambda(k) T}{2^u R^2 \log T}\right) \leq \sum_{\ell=\ell^*+1}^{\log T} \frac{\hat{\sigma}^2}{2^\ell R^2} \leq \sum_{\ell=\ell^*+1}^{\log T} \frac{\hat{\sigma}^2}{2^\ell R^2} \leq \frac{\hat{\sigma}^2}{\lambda(k)} \cdot \log \frac{T}{T}. \tag{D.6}
\]

Plugging (D.5) and (D.6) into (D.4), we obtain

\[
v^{(k)} T \leq \exp \left(-\frac{2\lambda(k)}{R^2} \cdot \frac{T}{\log T} \right) v^{(k)} 0 + \frac{2\hat{\sigma}^2}{\lambda(k)} \cdot \log \frac{T}{T}.
\]

The function suboptimality can now be bounded as

\[
\mathbb{E} [f(w^\text{var}_T)] - f(w^*) = \sum_{k=1}^{d} \lambda^{(k)} \cdot v^{(k)}_T
\]

\[
\leq \sum_{k=1}^{d} \lambda^{(k)} \left( \exp\left(-\frac{2\lambda(k)}{R^2} \cdot \frac{T}{\log T} \right) v^{(k)}_0 + \frac{2\hat{\sigma}^2}{\lambda(k)} \cdot \log \frac{T}{T} \right).
\]

\[
\mathbb{E} [f(w^\text{var}_T)] - f(w^*) \leq \sum_{k=1}^{d} \left( \frac{L \log T}{T} v^{(k)}_0 + 2\hat{\sigma}^2 \cdot \frac{\log T}{T} \right) = 2 \left( \hat{\sigma}^2 d \right) \frac{\log T}{T}.
\]

\[
\Box
\]

**Proof of Theorem 19.** *Smooth case:* The result follows by instantiating \(\hat{\sigma}^2\) in Theorem 63 with \(2\sigma^2\) (Lemma 58) and \(R^2 \|w_0 - w^*\|^2_2\) (Lemma 60) and appealing to Lemma 55.

**Strongly convex case:** As with the smooth case, the result relies on instantiating \(\hat{\sigma}^2\) in Theorem 63 with \(2\sigma^2\) (Lemma 58) and using Lemma 59 and then appealing to Lemma 55. \(\Box\)

**Proposition 64.** Consider the additive noise oracle setting, where, we have access to stochastic gradients satisfying:

\[
\tilde{\nabla} f(w) = \nabla f(w) + \zeta = H(w - w^*) + \zeta,
\]
where,

$$E[\zeta|\mathbf{w}] = 0, \text{ and, } E[\zeta^\top|\mathbf{w}] \preceq \sigma^2 \mathbf{H}$$

There exists a stepsize scheme with which, by starting at the solution (i.e. $\mathbf{w}_0 = \mathbf{w}^*$) the algorithm obtains the following dependence on the variance error, under the assumption that $\mu > 0$ and $\kappa \geq 2$.

$$E[f(\mathbf{w}^\text{var}_T)] - f(\mathbf{w}^*) \leq 50 \log_2 \kappa \cdot \frac{\sigma^2 d}{T}.$$

Proof. The learning rate scheme is as follows.

We first break $T$ into three equal sized parts. Let $A = T/3$ and $B = 2T/3$. In the first $T/3$ steps, we use a constant learning rate of $1/R^2$. Note that at the end of this phase, (since $T > \kappa$) the dependence on the initial error decays geometrically. In the second $T/3$ steps, we use a polynomial decay learning rate $\eta_{A+t} = \frac{1}{\mu(\kappa+t/2)}$. In the third $T/3$ steps, we break the steps into $\log_2(\kappa)$ equal sized phases. In the $\ell$th phase, the learning rate to be used is $\frac{5 \log_2(\kappa)}{2^\ell \mu T}$. Note that the learning rate in the first phase depends on strong convexity and that in the last phase depends on smoothness (since the last phase has $\ell = \log \kappa$).

Recall the variance in the $k$th coordinate can be upper bounded by

$$v_{T}^{(k)} \overset{\text{def}}{=} E \left[ \left( \mathbf{w}_T^{(k)} - (\mathbf{w}^*)^{(1)} \right)^2 \right] \leq \prod_{j=1}^{T} \left(1 - \eta_j \lambda^{(k)}\right)^2 v_0^{(1)} + \lambda^{(k)} \sigma^2 \sum_{j=1}^{T} \eta_j^2 \prod_{i=j+1}^{T} \left(1 - \eta_i \lambda^{(k)}\right)^2 \leq \exp \left(-2 \sum_{j=1}^{T} \eta_j \lambda^{(k)}\right) v_0^{(1)} + \lambda^{(k)} \sigma^2 \sum_{j=1}^{T} \eta_j^2 \exp \left(-2 \sum_{i=j+1}^{T} \eta_i \lambda^{(k)}\right).$$

We will show that for every $k$, we have

$$v_{T}^{(k)} \leq \frac{v_0^{(k)}}{T^3} + \frac{50 \log_2 \kappa}{\lambda^{(k)} T} \cdot \sigma^2,$$

which directly implies the theorem.

We will consider the first $T/3$ steps. The guarantee that we will prove for these iterations is: for any $t \leq A$, $v_t^{(k)} \leq (1 - \lambda^{(k)}/R^2)^2 v_0^{(k)} + \frac{\sigma^2}{R^2}$. 

This can be proved easily by induction. Clearly this is true when $t = 0$. Suppose it is true for $t - 1$, let’s consider step $t$. By recursion of $v_t^{(k)}$ we know
\[
v_t^{(k)} = (1 - \lambda^{(k)}/R^2)^2 v_{t-1}^{(k)} + \lambda^{(k)} \sigma^2/(R^2)^2
\]
\[
\leq (1 - \lambda^{(k)}/R^2)^{2t} v_0^{(k)} + \frac{\sigma^2}{R^2} ((1 - \lambda^{(k)}/R^2)^2 + \lambda^{(k)}/R^2)
\]
\[
\leq (1 - \lambda^{(k)}/R^2)^{2t} v_0^{(k)} + \frac{\sigma^2}{R^2}.
\]
Here the second step uses induction hypothesis and the third step uses the fact that $(1 - x)^2 + x \leq 1$ when $x \in [0, 1]$. In particular, since $(1 - \lambda^{(k)}/R^2)^{2T/3} \leq (1 - 1/\kappa)^{2T/3} \leq (1 - 1/\kappa)^{3k\log T} = 1/T^3$, we know at the end of the first phase, $v_A^{(k)} \leq v_0^{(k)}/T^3 + \frac{\sigma^2}{R^2}$.

In the second $T/3$ steps, the guarantee would be: for any $t \leq T/3$, $v_{A+t}^{(k)} \leq v_0^{(k)}/T^3 + 2\eta_{A+t}\sigma^2$.

We will again prove this by induction. The base case ($t = 0$) follows immediately from the guarantee for the first part. Suppose this is true for $A + t - 1$, let us consider $A + t$, again by recursion we know
\[
v_{A+t}^{(k)} = (1 - \lambda^{(k)}/\eta_{A+t-1})^2 v_{A+t-1}^{(k)} + \lambda^{(k)} \sigma^2/\eta_{A+t-1}
\]
\[
\leq v_0^{(k)}/T^3 + 2\eta_{A+t-1}\sigma^2 \left((1 - \lambda^{(k)}/\eta_{A+t-1})^2 + \frac{1}{2}\lambda^{(k)}\eta_{A+t-1}\right)
\]
\[
\leq v_0^{(k)}/T^3 + 2\eta_{A+t-1}\sigma^2 (1 - \frac{1}{2}\mu\eta_{A+t-1}) \leq v_0^{(k)}/T^3 + 2\eta_{A+t}\sigma^2.
\]
Here the last line uses the fact that $2\eta_{A+t}(1 - \frac{1}{2}\mu\eta_{A+t-1}) \leq 2\eta_{A+t}\sigma^2$, which is easy to verify by our choice of $\eta$. Therefore, at the end of the second part, we have $v_{B}^{(k)} \leq v_0^{(k)}/T^3 + \frac{2\sigma^2}{\mu(\kappa+T/6)}$.

Finally we will analyze the third part. Let $\hat{T} = T/3 \log_2 \kappa$, we will consider the variance $v_{B+\ell T}^{(k)}$ at the end of each phase. We will make the following claim by induction:

**Remark 2.** Suppose $2\ell \cdot \mu \leq \lambda^{(k)}$, then
\[
v_{B+\ell T}^{(k)} \leq v_{B}^{(k)} \exp(-3\ell) + 2\hat{T}\eta_{B}^{2}\lambda^{(k)}\sigma^2.
\]

**Proof.** We will prove this by induction. When $\ell = 0$, clearly we have $v_{B}^{(k)} \leq v_{B}^{(k)}$ so the claim is true. Suppose the claim is true for $\ell - 1$, we will consider what happens after the algorithm
uses $\eta_\ell$ for $\hat{T}$ steps. By the recursion of the variance we have

$$v^{(k)}_{\ell \hat{T}} \leq v^{(k)}_{(\ell-1) \hat{T}} \cdot \exp(-2\eta_\ell \cdot \lambda^{(k)} \hat{T}) + \hat{T} \eta_\ell^2 \lambda^{(k)} \sigma^2.$$  

Since $2^\ell \mu \leq \lambda^{(k)}$, we know $\exp(-2\eta_\ell \cdot \lambda^{(k)} \hat{T}) \leq \exp(-3)$. Therefore by induction hypothesis we have

$$v^{(k)}_{B+\ell \hat{T}} \leq v^{(k)}_{B} \exp(-3\ell) + \exp(-3) \cdot 2\hat{T} \eta^{2}_{\ell-1} \lambda^{(k)} + \hat{T} \eta^2_\ell \lambda^{(k)} \leq v^{(k)}_{B} \exp(-3\ell) + 2\hat{T} \eta^2_\ell \lambda^{(k)}.$$  

This finishes the induction.

By Claim 2, Let $\ell^*$ denote the number satisfying $2^\ell \cdot \mu \leq \lambda^{(k)} < 2^\ell+1 \cdot \mu$, by this choice we know $\mu/\lambda^{(k)} \geq \frac{1}{2} \exp(-3\ell^*)$ we have

$$v^{(k)}_{T} \leq v^{(k)}_{B+\ell^* \hat{T}} \leq v^{(k)}_{B} \exp(-3\ell^*) + 2\hat{T} \eta^2_{\ell^*} \lambda^{(k)} \sigma^2$$

$$\leq \frac{v^{(k)}_{B}}{T^3} + \frac{24\sigma^2}{\lambda^{(k)} T} + \frac{50 \log_2 \kappa}{3 \lambda^{(k)} T} \cdot \sigma^2.$$  

Therefore, the function value is bounded by $E \left[ f(w^{\text{var}}_T) \right] - f(w^*) = \sum_{i=1}^{d} \lambda^{(k)} v^{(k)}_{T} \leq \frac{50 \log_2 \kappa}{T} \cdot \sigma^2 d.$

Proof of Proposition 20. The proof of the proposition works similar to the proof of the strongly convex case of Theorem 19, wherein, we combine the result of Proposition 64 with Lemma 59 and Lemma 55 to obtain the result.

D.4 Proofs of results in Section 6.4.3

All of our counter-examples in this section are going to be the same simple function. Let the inputs $x$ be such that only a single co-ordinate be active on each example. We refer to this case as the “discrete” case. Furthermore, let each co-ordinate be a Gaussian with mean 0 and variance for the first $d/2$ directions being $dk/3$ and the final $d/2$ directions being 1.
Furthermore, consider the noise to be additive (and independent of $x$) with mean zero. This indicates that $R^2 = \kappa$ for this problem.

Intuitively, we will show that in order to have a small error in the first eigendirection (with eigenvalue $\kappa$), one need to set a small learning rate $\eta_t$ which would be too small to achieve a small error in the second eigendirection (with eigenvalue 1). As a useful tool, we will decompose the variance in the two directions corresponding to $\kappa$ eigenvalue and 1 eigenvalue respectively as follows:

$$v_T^{(1)} \overset{def}{=} E \left[ \left( w_T^{(1)} - (w^*)^{(1)} \right)^2 \right] = \prod_{j=1}^{T} (1 - \eta_j \kappa)^2 v_0^{(1)} + \kappa \sigma^2 \sum_{j=1}^{T} \eta_j^2 \prod_{i=j+1}^{T} (1 - \eta_i \kappa)^2 \geq \exp \left( -2 \sum_{j=1}^{T} \eta_j \kappa \right) v_0^{(1)} + \kappa \sigma^2 \sum_{j=1}^{T} \eta_j^2 \exp \left( -2 \sum_{i=j+1}^{T} \eta_i \kappa \right) \quad \text{and} \quad (D.8)$$

$$v_T^{(2)} \overset{def}{=} E \left[ \left( w_T^{(2)} - (w^*)^{(2)} \right)^2 \right] = \prod_{j=1}^{T} (1 - \eta_j)^2 v_0^{(2)} + \sigma^2 \sum_{j=1}^{T} \eta_j^2 \prod_{i=j+1}^{T} (1 - \eta_i)^2 \geq \exp \left( -2 \sum_{j=1}^{T} \eta_j \right) v_0^{(2)} + \sigma^2 \sum_{j=1}^{T} \eta_j^2 \exp \left( -2 \sum_{i=j+1}^{T} \eta_i \right). \quad (D.9)$$

**Theorem 65.** Consider the additive noise oracle setting, where, we have access to stochastic gradients satisfying:

$$\hat{\nabla} f(w) = \nabla f(w) + \zeta = H(w - w^*) + \zeta,$$

where,

$$E [\zeta | w] = 0, \ and, \ E [\zeta \zeta^T | w] = \sigma^2 H$$

There exists a universal constant $C > 0$, and a problem instance, such that for SGD algorithm with any $\eta_t \leq 1/2 \kappa$ for all $t$, we have

$$\limsup_{T \to \infty} E \left[ f(w_T) - f(w^*) \right] \geq \kappa \frac{\kappa}{\log(\kappa + 1)}.$$

1Learning rate more than $2/\kappa$ will make the algorithm diverge.
Proof. Fix $\tau = \kappa/C \log(\kappa + 1)$ where $C$ is a universal constant that we choose later. We need to exhibit that the lim sup is larger than $\tau$. For simplicity we will also round $\kappa$ up to the nearest integer.

Let $T$ be a given number. Our goal is to exhibit a $\tilde{T} > T$ such that
\[
\frac{f(w_{\tilde{T}}) - f(w^*)}{\sigma^2/T} \geq \tau.
\]
Given the step size sequence $\eta_t$, consider the sequence of numbers
\[
T_0 = T, T_1, \ldots, T_\kappa
\]
such that $T_i$ is the first number that
\[
\frac{1}{\kappa} \leq \sum_{t=T_{i-1}+1}^{T_i} \eta_t \leq \frac{3}{\kappa}.
\]
Note that such a number always exists because all the step sizes are at most $2/\kappa$. We will also let $\Delta_i$ be $T_i - T_{i-1}$. Firstly, from \[D.8\] and \[D.9\], we see that $\sum_t \eta_t = \infty$. Otherwise, the bias will never decay to zero. If $f(w_{T_{i-1} + \Delta_i}) - f(w^*) > \frac{\tau \sigma^2 d}{T_{i-1} + \Delta_i}$ for some $i = 1, \ldots, \kappa$, we are done. If not, we obtain the following relations:
\[
\frac{\sigma^2}{\Delta_i} \leq \sigma^2 \sum_{t=1}^{\Delta_i} \eta_{T_0 + t} \leq \frac{\exp(3)}{\kappa} \cdot \mathbb{E} \left[ (w_{T_0 + \Delta_i}^{(1)} - (w^*)^{(1)})^2 \right] \\
\leq \exp(3) (f(w_{T_0 + \Delta_i}) - f(w^*)) \leq \frac{\exp(3) \tau \sigma^2}{T_0 + \Delta_i} \\
\Rightarrow T_0 \leq (\exp(3) \tau - 1) \Delta_i.
\]
Here the second inequality is based on \[D.8\]. We will use $C_1$ to denote $\exp(3)$. Similarly, we have
\[
\frac{\sigma^2}{\Delta_2} \leq \sigma^2 \sum_{t=1}^{\Delta_2} \eta_{T_1 + t} \leq \frac{C_1}{\kappa} \cdot \mathbb{E} \left[ (w_{T_1 + \Delta_2}^{(1)} - (w^*)^{(1)})^2 \right] \leq C_1 (f(w_{T_1 + \Delta_2}) - f(w^*)) \leq \frac{C_1 \tau \sigma^2}{T_1 + \Delta_2} \\
\Rightarrow T_1 \leq (C_1 \tau - 1) \Delta_2 \Rightarrow T_0 \leq \frac{(C_1 \tau - 1)^2}{C_1 \tau} \Delta_2.
\]
Repeating this argument, we can show that
\[
T = T_0 \leq \frac{(C_1 \tau - 1)^i}{(C_1 \tau)^{i-1}} \Delta_i \quad \text{and} \quad T_i \leq \frac{(C_1 \tau - 1)^{j-i}}{(C_1 \tau)^{j-i-1}} \Delta_j \quad \forall \ i < j.
\]
We will use $i = 1$ in particular, which specializes to
\[
T_1 \leq \frac{(C_1 \tau - 1)^{j-1}}{(C_1 \tau)^{j-2}} \Delta_j \quad \forall \ j \geq 2.
\]
Using the above inequality, we can lower bound the sum of $\Delta_j$ as
\[
\sum_{j=2}^{\kappa} \Delta_j \geq T_1 \cdot \sum_{j=2}^{\kappa} \frac{(C_1 \tau)^{j-2}}{(C_1 \tau - 1)^{j-1}} \geq T_1 \cdot \frac{1}{C_1 \tau} \cdot \sum_{j=2}^{\kappa} \left(1 + \frac{1}{C_1 \tau}\right)^{j-2} \\
\geq T_1 \cdot \frac{1}{C_1 \tau} \cdot \exp\left(\frac{\kappa}{(C_1 \tau)}\right).
\]
(D.10)

This means that
\[
\mathbb{E}\left[f\left(\mathbf{w}_{T_i}\right)\right] - f(\mathbf{w}^*) \geq \frac{d}{2} \cdot \mathbb{E}\left[\left(\mathbf{w}_{T_i}^{(2)} - (\mathbf{w}^*)^{(2)}\right)^2\right] \geq \exp\left(-6\sigma^2 d \cdot \sum_{i=1}^{\Delta_1} \eta_{T+i}\right) \\
\geq \frac{\exp\left(-6\sigma^2 d\right)}{\Delta_1} \geq \frac{\exp\left(-6\sigma^2 d\right)}{T_1} \geq \frac{\exp\left(\kappa/(C_1 \tau) - 3\right)}{C_1 \tau} \cdot \frac{\sigma^2 d}{\sum_{j=2}^{\kappa} \Delta_j},
\]
where we used (D.10) in the last step. Rearranging, we obtain
\[
\frac{\mathbb{E}\left[f(\mathbf{w}_{T_\kappa})\right] - f(\mathbf{w}^*)}{(\sigma^2 d/T_\kappa)} \geq \frac{\exp\left(\kappa/(C_1 \tau) - 3\right)}{C_1 \tau}.
\]

If we choose a large enough $C$ (e.g., $3C_1$), the right hand side is at least $\frac{\exp\left(C/C_1 \log(\kappa + 1) - 3\right)}{\kappa} \geq \kappa$.

\[\square\]

**Proof of Theorem 21.** Theorem 21 follows as a straightforward consequence of Theorem 65 and Lemma 61.

**D.5 Details of experimental setup**

**D.5.1 Synthetic 2-d Quadratic Experiments**

As mentioned in the main chapter, we consider four condition numbers namely $\kappa \in \{10, 50, 250, 1250\}$. We run all experiments for a total of $25 \times \kappa_{\text{max}} = 25 \times 1250$ iterations. The two eigenvalues of the Hessian are $\kappa$ and 1 respectively, and noise level is $\sigma^2 = 1$ and we average our results with ten random seeds. All our grid search results are conducted on a $8 \times 8$ grid of learning rates $\times$ decay factor and whenever a best run lands at the edge of the grid, the grid is extended so that we have the best run in the interior of the grid search.
For the $O(1/t)$ learning rate, we search for decay parameter over 8 points log-spaced between $\{1/(500\kappa), 500000/\kappa\}$. The starting learning rate is searched over 8 points logarithmically spaced between $\{0.005/(\kappa), 50000.0/\kappa\}$.

For the $O(1/\sqrt{t})$ learning rate, the decay parameter is searched over 8 logarithmically spaced points between $\{1/(100\kappa), 10000000/\kappa\}$. The starting learning rate is searched between $\{1/50000, 100\}$ with 8 logarithmically spaced points.

For the exponential learning rate schemes, the decay parameter is searched between $\{1/(8000 \ast \kappa), 100/\kappa\}$. The learning rate is searched between $\{1/100000, 0.5\}$.

D.5.2 Non-Convex experiments on cifar-10 dataset with a 44-layer residual net

As mentioned in the main chapter, for all the experiments, we use the Nesterov’s Accelerated gradient method implemented in pytorch with a momentum set to 0.9 and batchsize set to 128, total number of training epochs set to 100, $\ell_2$ regularization set to 0.0005.

With regards to learning rates, we consider 10 values geometrically spaced as $\{1, 0.6, \cdots, 0.01\}$. To set the decay factor for any of the schemes such as 6.5, 6.6 and 6.7, we use the following rule. Suppose we have a desired learning rate that we wish to use towards the end of the optimization (say, something that is 100 times lower than the starting learning rate, which is a reasonable estimate of what is typically employed in practice), this can be used to obtain a decay factor for the corresponding decay scheme. In our case, we found it advantageous to use an additively spaced grid for the learning rate $\gamma_t$, i.e., one which is searched over a range $\{0.0001, 0.0002, \cdots, 0.0009, 0.001, \cdots, 0.009\}$ at the $80^{th}$ epoch, and cap off the minimum possible learning rate to be used to be 0.0001 to ensure that there is progress made by the optimization routine. For any of the experiments that yield the best performing gridsearch parameter that falls at the edge of the grid, we extend the grid to ensure that the finally chosen hyperparameter lies in the interior of the grid. All our gridsearches are run such that we separate a tenth of the training dataset as a validation set and

\footnote{https://github.com/pytorch}
train on the remaining 9/10\textsuperscript{th} dataset. Once the best grid search parameter is chosen, we train on the entire training dataset and evaluate on the test dataset and present the result of the final model (instead of choosing the best possible model found during the course of optimization).
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