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Polar ice cores preserve information about past changes in climate and ice dynamics. Studying changes that have occurred in the past improves understanding of Earth’s climate system. Large climate changes, such as the most recent glacial-interglacial transition, provide opportunities to detect a strong signal in changes within the climate system. In this thesis I develop new techniques for interpreting information from ice-core records in order to create robust reconstructions of past climate change. The South Pole ice-core record spans the last 54 ka, encompassing the entirety of the last glacial-interglacial change. I make use of high-resolution data from the South Pole ice core to apply new techniques for interpreting ice-core water-isotope data. I use a novel inverse approach to simultaneously constrain records of temperature, accumulation, and ice-sheet vertical strain from multiple ice-core measurements. The temperature reconstruction improves upon previous ice-core estimates for deglacial warming in East Antarctica and reconciles a longstanding discrepancy between data and model estimates of Antarctic temperature change. I use a simple climate model to examine the physical processes underlying large changes in climate. This thesis improves our understanding of Antarctic climate change over glacial-interglacial transitions.
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Chapter 1

INTRODUCTION

Emma Carolyn Kahle
1.1 Introduction

In this thesis I describe new methods for reconstructing past climate variability from ice-core records. I have developed these methods and present them here with water-isotope data from the South Pole ice core. In this chapter I provide background information on the use of water-isotope records in ice cores as well as the South Pole ice core project. I then describe the structure of this thesis and provide an overview of each of the following chapters. Chapters two and three are independent manuscripts, while chapter four is an application of this work for the purpose of this thesis. Lastly, I describe how each of these chapters comes together to create a coherent body of work, and I provide some recommendations for future work building on this thesis.

1.1.1 Water Isotopes in Ice Cores

The focus of this thesis is the interpretation of water stable-isotopes from ice-core records. Starting with the first studies of polar snow and ice cores, water-isotope ratios have long been integral to the analysis of climate variability (Langway, 1958; Gonfiantini and Picciotto, 1959; Dansgaard, 1964). Water isotopes in precipitation record the integrated experience of fractionation of water vapor as it moves through the atmosphere to higher latitudes (Dansgaard, 1954; Craig, 1961; Dansgaard, 1964). Ultimately, at middle and high latitudes, water isotopes in precipitation reflect the condensation temperature of the air (Merlivat and Jouzel, 1979; Jouzel and Merlivat, 1984). Because of this connection, there is a strong linear correlation between mean-annual site temperature and water-isotope ratios across polar ice sheets (Dansgaard, 1964; Lorius and Merlivat, 1977; Johnsen et al., 1989). Based on this relationship, variations in water isotopes measured in ice cores have been interpreted as a proxy for temperature variations back in time (Jouzel et al., 1982; Dansgaard et al., 1993; Jouzel et al., 2003; Masson-Delmotte et al., 2004).

The relative amount of heavy and light isotopologues in a water sample is reported in delta
notation, defined as the deviation in per mil ($\%_o$) from their relative abundance in a standard water. Traditionally for water isotopes, Vienna Standard Mean Ocean Water (VSMOW) is used as the standard. The delta notation is defined as:

$$\delta_{sample} = \left( \frac{R_{sample}}{R_{VSMOW}} - 1 \right) \times 1000,$$

where $R$ is the ratio of heavy to light isotopologue. The two traditional water isotope ratios measured in ice cores, $\delta^{18}O$ and $\deltaD$, reflect the ratios of $R = \frac{^{18}O}{^{16}O}$ and $R = \frac{^2H}{^1H}$, respectively. With recent improvements in measurement capabilities, $\delta^{17}O$, reflecting $R = \frac{^{17}O}{^{16}O}$, can now be measured as well (Barkan and Luz, 2005; Landais et al., 2008; Schoenemann et al., 2011; Steig et al., 2014).

Although numerous studies have used water isotopes as a paleothermometer, this approach remains subject to some uncertainty because the isotope-temperature relationship is not necessarily constant through time (Jouzel et al., 1997). Many of the factors that influence this relationship, including the seasonality of snowfall and the rate-dependent fractionation of vapor in clouds, are poorly known and have likely changed in the past (Cuffey and Patterson, 2010). In locations where ice-core borehole thermometry is possible, the temperature profile of the ice sheet has been used to calibrate the isotope-temperature relationship back in time (Dahl-Jensen and Johnsen, 1986; Cuffey et al., 1994, 1995; Johnsen et al., 1995; Dahl-Jensen et al., 1998; Cuffey et al., 2016). At sites where abrupt temperature changes have occurred, measurements of gas stable-isotopes, such as $\delta^{15}N$ of $N_2$ trapped in air bubbles, can be used to estimate the magnitude of these temperature changes (Severinghaus et al., 1998; Lang et al., 1999; Severinghaus and Brook, 1999; Landais et al., 2004, 2006; Buizert et al., 2014). However, these methods are applicable only at certain ice-core sites, and additional approaches are required to constrain past temperature at other sites.

Water-isotope diffusion, a recent development in ice-core water-isotope analysis, provides a novel approach to constraining past temperature. After deposition, the inherently noisy iso-
tope signal in precipitation is altered by molecular vapor diffusion through interconnected air pathways in the firn layer (Langway, 1967; Johnsen, 1977; Whillans and Grootes, 1985; Cuffey and Steig, 1998). This process is temperature-dependent and damps the high-frequency power in the isotope signal, affecting its spectral characteristics (Johnsen et al., 1999, 2000). The extent of diffusion is quantified as the diffusion length. Below the firn, diffusion length continues to be affected by vertical strain due to ice flow (Gkinis et al., 2014). There is also continued diffusion within the solid ice, but this diffusion is orders of magnitude slower than firn diffusion and becomes important only towards the bottom of ice sheets where ice temperatures are higher and where older ice has had more time to diffuse.

Although the fundamental theory of water-isotope diffusion is well-established, only with recent ice-core measurement advances has water-isotope diffusion length been analyzed over the length of an entire core. With the development of continuous-flow analysis systems, entire ice cores can now be measured at very high resolution (Sigg et al., 1994; Huber and Leuenberger, 2005; Gkinis et al., 2010, 2011; Jones et al., 2017a). This high-resolution data enables spectral analysis of water-isotope diffusion for an entire ice core record (Simonsen et al., 2011; Gkinis et al., 2014; Jones et al., 2017b; Kahle et al., 2018). These new high-resolution data provide opportunities for many new types of water-isotope analysis, such as the work described in this thesis.

1.1.2 The South Pole Ice Core

The South Pole ice core (SPC14) was drilled and recovered over three field seasons between 2014 and 2016. I assisted in two of the field seasons as a core processor. The core reached a depth of 1751 m, corresponding to an age of approximately 54,000 years, surpassing the original goal of 1500 m and 40,000 years (Winski et al., 2019). SPC14 was the first core longer than 2000 m drilled south of 82°S, filling an important spatial gap in the collection of deep Antarctic ice cores. Further, SPC14 is located in a unique region of the East Antarctic plateau that is influenced by storm systems coming across West Antarctica. With a combination
of low mean-annual temperature (-49°C), relatively high accumulation rate (8 cm water-equivalent yr\(^{-1}\)), and low impurities in the ice, the site has ideal conditions for trace gas and chemistry analysis, the driving goal of the ice-core project. The relatively high accumulation rate also provides the highest temporal-resolution record from East Antarctica (Casey et al., 2014).

Due to its location on the flank of an ice divide, SPC14 lacks complete constraints on certain glaciological characteristics. While logistical support was readily available at the nearby South Pole station, the core was drilled at a non-ideal site about 200 km away from an ice divide. The modern surface ice velocity is 10 m yr\(^{-1}\), meaning that ice at depth originated at the surface many kilometers upstream (Casey et al., 2014). When interpreting the climate record preserved in the ice, an advection correction must be made to account for differences in the modern ice-core site and the origin of the ice at the surface (Fudge et al., 2019; Lilien et al., 2018). The advection of ice also produces heating from horizontal strain, complicating any potential record of temperature from borehole thermometry. Furthermore, the advection creates some uncertainty in modeling the vertical strain experienced by the ice in the core, particularly at depth where influence from the bed topography is important. The methods that I apply in this thesis are well suited to the strengths (relatively high-accumulation) and weaknesses (complications with vertical-strain history and with borehole thermometry) of the SPC14 location.

The water-isotope measurements on SPC14 were completed at the INSTAAR lab at the University of Colorado, Boulder. A continuous flow analysis system connected to a Picarro L2130-i CRDS instrument was used to measure \(\delta^{18}O\) and \(\delta D\) through the entire core at an effective resolution of 2 measurements per cm (Jones et al., 2017a). I participated in these measurements at CU, and we produced an extremely high-quality water-isotope record, refining the measurement system already developed for the WAIS Divide ice core. \(\delta^{17}O\) was also measured continuously on a Picarro L2140-i instrument below a depth of 556 m and was validated with discrete measurements at IsoLab at the University of Washington (Steig
et al., in prep). I used these high-resolution measurements to estimate water-isotope diffusion length for all three water-isotope ratios through the entire core.

1.2 Structure of Thesis

In this thesis I investigate the climatic and glaciological information recorded in the South Pole ice core through the use of novel techniques. Building on previous work (Gkinis et al., 2014; Jones et al., 2017b), Chapter 2 describes an automated method for estimating the diffusion-length parameter from water-isotope data. While the foundation of this thesis is the water-isotope measurements, I also use information from the ice and gas timescales (Winski et al., 2019; Epifanio et al., in prep). Chapter 3 describes a method for combining these data sets in order to constrain climate variables (temperature and accumulation rate) as well as glaciologic variables (vertical strain) from the ice-core record. Though these methods are demonstrated on SPC14, a similar approach could be applied to other ice cores with similar measurements. As an application of my results, Chapter 4 uses a climate model to investigate the implications of my climate reconstructions within the broader context of atmospheric dynamics.

1.2.1 Overview Chapter 2

This chapter establishes the methodology that I use in analyzing the SPC14 water-isotope record. Previous studies use other effective approaches, but lack the combination of efficiency, objectivity, and flexibility (Gkinis et al., 2014; Jones et al., 2017b). Given recent improvements in techniques to measure water-isotopes at extremely high resolution (Jones et al., 2017a), a new approach was needed to estimate diffusion lengths regardless of how the water-isotope data were measured. In this chapter, I develop an automated method for estimating diffusion length efficiently and effectively from any water-isotope data set. The method isolates the effects of smoothing by lab measurements from the smoothing that
occurred in the ice sheet.

First, I demonstrate the need for such a method by considering water-isotope data sets measured by different techniques from both Greenland and Antarctic ice cores. The spectral characteristics of these different data sets vary due to different measurement techniques. I propose several candidate models to describe the noise generated from measurements. These models isolate the natural diffusion signal and estimate the diffusion length realized in the ice sheet. To evaluate the proposed models, I compare their resulting diffusion-length estimates against one another, against the results of a manual method in Jones et al. (2017b), and against synthetic data with known diffusion-length.

Ultimately, I recommend a three-function model for estimating diffusion length. The automation of this approach yields high-resolution diffusion-length records. A high-resolution record is necessary for recovering relatively small-scale features in the record, which is important for comparison with other firn-related ice-core data sets, such as the total air content. Such comparisons improve understanding of firn processes at a particular ice-core site. More broadly, high-resolution diffusion-length records can be compared with the output of synthetic diffusion-length records from firn models to improve our general understanding of firn processes.

1.2.2 Overview Chapter 3

In this chapter I use the SPC14 diffusion-length record, estimated with the approach in Chapter 2, to reconstruct past climatic and glaciologic conditions at the South Pole site. To constrain past temperature and accumulation rate, I combine the diffusion-length record with the Δage, another data set related to firn processes (Epifanio et al., in prep). Because the diffusion length also depends on the vertical strain in the ice sheet, I use the annual-layer thickness data to provide sufficient constraints on the ice thinning function (Winski et al., 2019). This combination of data sets provides three known variables to solve completely for
three unknown variables through the length of the record.

I use a statistical inverse approach to combine these data sets using a simple forward model (e.g. Mosegaard and Sambridge (2002); Steen-Larsen et al. (2010)). The forward model consists of a firn-densification model, an isotope-diffusion model, and the simple relationship between accumulation rate, annual-layer thickness, and thinning function. I use this forward model in a Monte-Carlo approach, evaluating the results of many possible model inputs, to determine a set of solutions for the input parameters that best match the data sets. The result is an ensemble of reconstructions for temperature, accumulation rate, and ice thinning for SPC14. I discuss the sensitivity of these results to the method itself as well as to each of the data sets included in the optimization.

The mean and standard deviation of the reconstruction ensemble provide comparisons against naive expectations about each of these data sets. Comparison of the temperature reconstruction against the water-isotope record provides an independent scaling of the isotope-temperature relationship through time. Contrary to previous work suggesting that the relationship should be fairly constant in central Antarctica (Jouzel et al., 2003), my results suggest that the relationship may vary significantly between glacial and interglacial conditions, at least at a site such as the South Pole. Furthermore, the glacial-interglacial temperature change, a key target of paleoclimate sensitivity studies (Genthon et al., 1987; Lorius et al., 1990), is approximately 6°C. This change is less than previous estimates from East Antarctic ice cores in the range of 8-11°C (Parrenin et al., 2013), which rely on linear scaling of water isotopes without a direct, independent temperature calibration. A change of 6°C is more in line with results from modern general circulation models (GCMs), which estimate a change of about 5-8.5°C (Crowley and North, 1981; Masson-Delmotte et al., 2006).

The thinning-function reconstruction suggests that the output of a 1-dimensional ice flow model overestimates the vertical strain at the bottom of the core. This overestimation is likely due to insufficient constraints on the bedrock topography upstream along the flowline reaching the core site. A two-dimensional ice flow model suggests that details in upstream
bedrock topography can account for the discrepancy between the simple model output and my reconstruction. The thinning function affects the reconstruction of the accumulation rate, which is important as an input for firn-densification models and as a climate variable in its own right. Together, this set of results provides an important interpretation of the SPC14 record.

1.2.3 Overview Chapter 4

This chapter uses a climate model to examine the physical mechanisms underlying glacial-interglacial climate changes. This work is motivated by the agreement between estimates of glacial-interglacial temperature change from GCM results and from the temperature construction from Chapter 3. I use a climate model as a tool to analyze the factors within the climate system that determine the temperature response to a glacial-interglacial-like change.

An aquaplanet GCM provides a mid-complexity model to simulate changes in highly idealized topography and atmospheric CO$_2$ levels within a comprehensive scheme of atmospheric physics. I simulate the responses of three different Antarctic topography configurations to glacial-interglacial CO$_2$ changes of 180ppm to 280ppm. I examine the response of the model results in temperature, energy balance, cloud cover, and winds. The responses of these variables agree well with previous work examining Antarctic topography change in GCMs. The response to combined changes in topography and CO$_2$ indicates that lower elevation enhances polar amplification of surface warming due to a fundamental gradient in the stability of air with height even without the presence of a surface temperature inversion.

This result that topography impacts polar amplification is important for understanding past Antarctic temperature changes and for comparison between model results and data reconstructions. The gradient in the stability of air with height provides a basic explanation for why Antarctic polar amplification is damped compared to the Arctic, where the mean topography is lower. Other factors related to albedo and atmospheric circulation that differentiate
the Antarctic from the Arctic may be important as well, but the stability of the atmosphere provides a simple basis for explaining the difference in polar amplification between hemispheres. This result is also important for interpreting ice-core data from sites at different elevations.

1.2.4 Overview Appendix A

Although the theory behind water-isotope diffusion has long been established (Johnsen, 1977), a comprehensive description of all the math involved is absent from the literature. In Appendix A, I compile detailed derivations related to firn diffusion to supplement the existing literature. I combine the fundamental physics of the advection-diffusion equation with various approaches taken by previous papers, textbooks, and online resources. This collection describes multiple approaches to the same problems, which leads to a deeper understanding of the underlying physical processes through multiple perspectives. The work presented in this section is not novel, but is an important synthesis of these derivations all in one place.

I provide derivations for three different equations related to water-isotope diffusion. First, I present two different approaches to deriving an expression for the diffusivity of water molecules within the firn (Johnsen, 1977; Whillans and Grootes, 1985). I compare the final formulations of each approach, and, despite their differences, I show that they are equivalent. Second, I compare an analytical and a statistical approach to solving the advection-diffusion equation in the context of firn diffusion (Strang, 2006; Lasaga, 2014). Again, though the methods are different they arrive at the same solution. Finally, I describe a statistical derivation for the diffusion length, which provides intuitive insight into the meaning of the parameter (Lasaga, 2014). For each of these derivations, I expand on the details provided in the original, clarifying all necessary steps and assumptions.
1.3 Synthesis

The work developed in this thesis presents an integrated approach to combine multiple data sets and models to constrain information from an ice-core record. Like other types of proxy records in the earth system, ice cores preserve useful information about the past. However, interpretation of that information requires understanding the proxy systems and constraining the environmental influences on those systems to extract the desired information (Evans et al., 2013). The challenge in this interpretation is in how to most effectively combine measured information with modeled information to tease apart the original environmental influences. I use the South Pole ice core to show how our understanding of the ice-core proxy system can be applied to measured data sets to extract information about the past.

To constrain information from an ice core, the first step is to maximize the information obtained from available measurements. Water-isotope records from ice cores have long been used for their correlation with temperature, but additional information exists within the spectral content of those records. Expanding on previous work that established the theory and analysis of water-isotope diffusion records (Johnsen et al., 2000; Gkinis et al., 2014; Jones et al., 2017b), the Appendix provides full details of the physical theory, and Chapter 2 shows how the spectral information from environmental influences can be separated from that originating from lab measurements. The diffusion length is a unique parameter in ice-core analysis because it connects processes that occur in the firn to processes that occur in the rest of the ice sheet. In addition to the diffusion-length record, other work on SPC14 (e.g. Winski et al. (2019); Epifanio et al. (in prep); Fudge et al. (2019)) also provides important information needed to fully constrain the proxy record.

Armed with as much information as possible about the ice-core proxy system, the next step is to use models to combine the different sources of information. Models of firn processes and ice-sheet dynamics connect our understanding of past environmental processes with the data sets measured in the core. Individually, no measurement can fully constrain all processes
described in the models, but multiple measurements together provide sufficient information. Chapter 3 shows how multiple data sets can be combined with simple models to solve for past environmental processes. This inverse approach is common in geophysical problems where we want to know the initial conditions that led to the measurable results (Mosegaard and Tarantola, 2002). The inverse approach described here shares some strategy with previous ice-core work analyzing borehole thermometry and diffusion of gases in the firn (e.g. Cuffey et al. (2016); Landais et al. (2006)). However, this approach combines a novel collection of data sets that bridges the gap between firn and solid-ice processes to create a self-consistent reconstruction of climate and glaciologic variables.

The final step in interpreting the ice-core record involves relating the climate reconstruction to GCM experiments in order to understand the broader dynamical implications of the reconstructions. Zooming out from the relatively small-scale processes that influence the firn and ice dynamics at a particular ice-core site, the temperature reconstruction itself provides a useful constraint on the larger-scale climate dynamics. Many studies have applied such a strategy in order to interpret the climate-dynamics implications of ice-core data (Masson-Delmotte et al., 2006; Bradley et al., 2013; Otto-Bliesner et al., 2013; Steig et al., 2015). Chapter 4 describes an analysis of glacial-interglacial changes in a climate model as a way to further interpret the climate implications from the SPC14 reconstruction.

1.4 Recommendations for Future Work

The work presented here provides a foundation to interpreting the information contained within the South Pole ice core and establishes new methods for analyzing ice-core data. To improve analysis of high-resolution diffusion-length records, more work is necessary to further understand the detailed physics that drive water-isotope diffusion in the firn. For South Pole and other ice-core sites, comparison of diffusion-length records with other firn-related data sets, such as total air content, can improve understanding of how firn-densification processes change through time. Detailed firn-densification models can provide important comparisons
by producing synthetic diffusion-length records derived under particular climate conditions. Models that detail firn microphysics (Horlings, 2019) as well as model frameworks that combine multiple firn-densification models (Stevens et al., 2020; Gkinis et al., 2019) are important tools in this work.

This thesis focuses on the South Pole ice-core record, but in the future, the inverse approach in Chapter 3 can be modified to constrain reconstructions using data sets from new or previously-drilled ice-core records. Due to differences such as mean-annual temperature, accumulation rate, and specifics of ice dynamics, different ice-core sites may differ in which pieces of information are well-constrained. While SPC14 has high-quality diffusion-length and timescale data sets, other sites may have useful borehole thermometry or well-constrained models of vertical strain. An inverse approach using diffusion length to combine information from firn and ice-sheet processes could be modified to take advantage of different well-constrained information at a particular site.

Further work with climate models can improve the interpretation of climate dynamics from the SPC14. The work in this thesis focuses on highly idealized glacial-interglacial changes in an aquaplanet GCM. These results highlight that even in the absence of a surface temperature inversion, the stability of the atmosphere decreases with height and thus damps polar amplification of warming. Future model experiments are needed to evaluate the impact of the absence of a surface inversion on the stability of the atmosphere at different heights. Experiments with and without surface inversions can help determine the relative importance of an inversion in contributing to damping polar amplification over Antarctic topography.
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Chapter 2

A GENERALIZED APPROACH TO ESTIMATING DIFFUSION LENGTH OF STABLE WATER ISOTOPES FROM ICE-CORE DATA

Emma C. Kahle, Christian Holme, Tyler R. Jones, Vasileios Gkinis, and Eric J. Steig


Diffusion of water vapor in the porous firn-layer of ice sheets damps high-frequency variations in water-isotope profiles. Through spectral analysis, the amount of diffusion can be quantified as the “diffusion length,” the mean cumulative diffusive-displacement of water molecules relative to their original location at time of deposition. In this study, we use two types of ice-core data, obtained from either continuous-flow analysis or discrete sampling, to separate diffusional effects occurring in the ice sheet from those arising through analytical processes in the laboratory. In both Greenlandic and Antarctic ice cores, some characteristics of the power spectral density of a dataset depend on the water-isotope measurement process. Due to these spectral characteristics, currently established approaches for diffusion estimation do not work equally well for newer, continuously-measured datasets with lower instrument noise levels. We show how smoothing within the continuous-flow analysis system can explain these spectral differences. We propose two new diffusion-estimation techniques, which can be
applied to either continuously- or discretely-measured datasets. We evaluate these techniques and demonstrate their viability for future use. The results of this study have the potential to improve climate interpretation of ice-core records as well as models of firn densification and diffusion.
2.1 Introduction

Water-isotope data have long been used as a climate proxy, based on the temperature-dependent distillation of water isotopes in the atmosphere (Epstein et al., 1951; Dansgaard, 1954, 1964). Post-depositional processes occurring in an ice sheet alter the original climate signal recorded in the water-isotope ratios. The most dominant alteration to the signal occurs due to diffusion in the firn column, snowfall in the upper tens of meters of an ice sheet that has yet to be fully compressed into ice. Because firn is permeable, water molecules diffuse in the vapor phase along gradients of concentration and temperature (Johnsen, 1977; Whillans and Grootes, 1985). In ice-core research, using water-isotope data to analyze the diffusion process yields information about past firn conditions, including surface temperature, as well as ice-sheet thinning history (Gkinis et al., 2014). Further, if high-frequency climate information, as existed at the ice sheet surface, is to be reconstructed from water-isotope data, a diffusion correction must be applied (Jones et al., 2018).

The diffusion process damps the high-frequency climate variations recorded in a water-isotope profile. The amount of diffusion can be characterized as the “diffusion length,” which represents the mean cumulative diffusive-displacement in the vertical direction of water molecules relative to their original location in the firn at the time of deposition. Through spectral analysis, the diffusion length can be estimated for a section of data based on the damping of its high frequencies. Estimates of diffusion length have been made for many ice cores in both Greenland and Antarctica (Simonsen et al., 2011; Gkinis et al., 2014; van der Wel et al., 2015; Jones et al., 2017a; Holme et al., 2018), typically yielding diffusion lengths on the order of ∼5 to 10 cm at the base of the firn column.

Existing methods for estimating diffusion length do not work equally well for all datasets. In particular, new data obtained using continuous-flow analysis systems with high-precision laser spectrometers have somewhat different spectral characteristics than those obtained by older measurement methods (Jones et al., 2017a). These differences affect the estimation
of diffusion lengths, and therefore can also affect climate reconstructions. In this paper, we discuss the spectral structure of continuously-measured data, including possible sources of additional noise that are not present in discretely-measured data and perhaps not perceptible in continuously-measured data with lower instrument precision. We then describe two new approaches for determining diffusion length that can be applied to any high-resolution water-isotope dataset. We use new and previously-published data from ice cores in Greenland and Antarctica to demonstrate the effectiveness of these approaches, and we discuss the broader implications of these improved methods.

2.2 Isotope Diffusion Theory

Water-isotope vapor diffusion occurs in the firn column, where interconnected air pathways allow water vapor to diffuse. At the base of the firn column, firn densification ultimately traps individual air bubbles in solid ice (i.e. the bubble close-off depth), causing vapor diffusion to cease. Solid-phase diffusion continues below the firn layer but is orders of magnitude slower than vapor diffusion in the firn. Vertical strain (compaction of the firn layer and ice thinning by extensional flow) acts to progressively reduce the diffusion length. The accumulated solid-ice diffusion begins to compete with the vertical strain only at depth within the ice sheet where the ice is warmer due to geothermal heating. For ice-core sites like NEEM and WAIS Divide, solid ice diffusion is not detected until ages greater than 50ka (Gkinis et al., 2014).

The effects of diffusion, firn compaction, and ice thinning on the isotope profile can be described by Fick’s second law:

\[
\frac{\partial \delta}{\partial t} = D \frac{\partial^2 \delta}{\partial z^2} - \dot{\varepsilon} z \frac{\partial \delta}{\partial z},
\]

(2.1)

where \( \delta \) is the isotope ratio, \( D \) is the diffusivity coefficient, \( z \) is the vertical coordinate assuming an origin fixed on a sinking layer of firn, and \( \dot{\varepsilon} z \) is the vertical strain rate (Johnsen, 1977; Whillans and Grootes, 1985). The term \( \dot{\varepsilon} z \) can be thought of as the vertical velocity.
The diffusion length $\sigma$ can be calculated from the diffusivity $D$ and the vertical strain rate $\dot{\epsilon}$ by:

$$\frac{d\sigma^2}{dt} - 2\dot{\epsilon}(t)\sigma^2 = 2D(t).$$

(2.2)

Note that the diusivity $D(t)$ at a given depth in the firn is less than the diffusivity of water vapor in air and the instantaneous value of $D(t)$ is given as follows (following Johnsen et al. (2000)):

$$D = \frac{m p D_a}{RT \alpha \tau} \left( \frac{1}{\rho} - \frac{1}{\rho_{ice}} \right)$$

(2.3)

where $m$ is the molar weight of water, $p$ is the saturation pressure over ice at absolute temperature $T$, $D_a$ is the diffusivity in air, $R$ is the gas constant, $\alpha$ is the fractionation factor, $\tau$ is the tortuosity factor of the firn, $\rho$ is density of the firn, and $\rho_{ice}$ is the density of ice. The diffusivity is different for $\delta^{18}O$ and $\delta D$ because $D_a$ and $\alpha$ are different for each isotope ratio.

As shown by Johnsen (1977), and subsequently used in many studies (Whillans and Grootes, 1985; Cuffey and Steig, 1998; Johnsen et al., 2000; Simonsen et al., 2011; Gkinis et al., 2014; van der Wel et al., 2015; Jones et al., 2017a; Holme et al., 2018), the solution to Equation 2.1 has the same form as the well-known solution to the heat equation. This solution for the isotope profile at time $t$ and depth $z$ is given by:

$$\delta(z, t) = S(t) \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{\infty} \delta(z, 0) \exp \left( -\frac{(z - u)^2}{2\sigma^2} \right) du,$$

(2.4)

A complete derivation of this solution is available in textbooks (e.g. Lasaga (2014)). The factor $S(t)$ is the total thinning a layer has experienced due to ice flow from $t = 0$ to $t = t'$:

$$S(t') = \exp \left( \int_0^{t'} \dot{\epsilon}(t) dt \right).$$

(2.5)
Equation 2.4 is equivalent to the convolution of the initial isotope profile, $\delta(z,0)$, with a Gaussian filter of standard deviation equal to the diffusion length $\sigma$ (Johnsen et al., 2000):

$$G = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(\frac{-z^2}{2\sigma^2}\right).$$  \tag{2.6}

### 2.3 Water-Isotope Data

Traditionally, water-isotope data are measured discretely by cutting small sections of the core (\~1 to 50 cm) to produce a sample. The isotope ratio of each discrete sample is determined by mass spectrometry (Johnsen et al., 1972; Brand et al., 2009; Schoenemann et al., 2011) or with newer laser spectroscopy instruments (Kerstel et al., 1999; Lis et al., 2008; Gupta et al., 2009). In the past decade, it has also become common for ice-core water-isotope measurements to be made using continuous-flow analysis (CFA) systems. CFA systems allow for continuous injection of a stream of water-vapor sample from a continuously melted ice stick into the cavity of a laser spectrometer, yielding data of high resolution and precision (Gkinis et al., 2011a; Emanuelsson et al., 2015; Jones et al., 2017b). A typical nominal resolution for CFA datasets is 0.5 cm.

Various CFA systems exist; in this work we consider datasets measured with two different CFA systems (Gkinis et al., 2010, 2011a; Jones et al., 2017b). We use previously-published data from the WAIS Divide ice core (WDC) (Jones et al., 2017a) and sections of data from a new ice core at the South Pole (SPC), both measured with the CFA system at the Institute of Arctic and Alpine Research (INSTAAR) at the University of Colorado. Details of the SPC ice-core project are given in Casey et al. (2014). A Picarro L2130-i laser spectrometer was used for $\delta^{18}O$ and $\delta D$ measurements; details are given in Jones et al. (2017b). We use the first 2800 m of WDC, corresponding to approximately the last 30,000 years. We use two sections of SPC, one from the Holocene and one from the last glacial period. For comparison, we use data from NEEM and Dome F (Gkinis et al., 2011a; Svensson et al., 2015) measured on a second CFA system at the University of Copenhagen. We also use discrete datasets from
Table 2.1: Summary of the datasets used in this paper and plotted in Figure 2.2. *Second section of SPC is plotted in Figure 2.4.

<table>
<thead>
<tr>
<th>Core</th>
<th>Analysis Method</th>
<th>Depths (m)</th>
<th>Resolution (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dome C</td>
<td>discrete</td>
<td>308-318</td>
<td>0.025</td>
</tr>
<tr>
<td>NEEM</td>
<td>discrete</td>
<td>174-194</td>
<td>0.025</td>
</tr>
<tr>
<td>EDML</td>
<td>discrete</td>
<td>123-173</td>
<td>0.05</td>
</tr>
<tr>
<td>WDC</td>
<td>discrete</td>
<td>260-290</td>
<td>0.05</td>
</tr>
<tr>
<td>GRIP</td>
<td>discrete</td>
<td>753-776</td>
<td>0.025</td>
</tr>
<tr>
<td>NGRIP</td>
<td>discrete</td>
<td>1300-1320</td>
<td>0.05</td>
</tr>
<tr>
<td>Dome F</td>
<td>continuous</td>
<td>302-307</td>
<td>0.005</td>
</tr>
<tr>
<td>NEEM</td>
<td>continuous</td>
<td>1382-1399</td>
<td>0.005</td>
</tr>
<tr>
<td>SPC</td>
<td>continuous</td>
<td>450-500</td>
<td>0.005</td>
</tr>
<tr>
<td>SPC</td>
<td>continuous</td>
<td>1060-1075*</td>
<td>0.005</td>
</tr>
<tr>
<td>WDC</td>
<td>continuous</td>
<td>450-500</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Greenlandic and Antarctic ice cores, including GRIP, EDML, NEEM, WDC, NGRIP, and Dome C (Oerter et al., 2004; Gkinis et al., 2011a; Gkinis, 2011b; Steig et al., 2013; Gkinis et al., 2014; Holme et al., 2018). These datasets are summarized in Table 2.1.

### 2.4 Estimating Diffusion Length from Ice-Core Data

To estimate the extent of diffusion from ice-core data, we begin with the description of isotope diffusion outlined above. The computation of the convolution that yields Equation 2.4 can be performed in the frequency domain, using the convolution theorem:

\[
\delta(z, t) = \delta(z, 0) \ast G \Rightarrow \hat{\delta}(z, t) = \hat{\delta}(z, 0) \cdot \hat{G},
\]

where * represents convolution and ^ represents the Fourier transform. The Fourier transform of a Gaussian is itself a Gaussian, and therefore the transfer function of the
The diffusion process is given by:

\[ F(G) = \hat{G} = \exp\left(-\frac{k^2\sigma^2}{2}\right), \quad (2.8) \]

where \( k = 2\pi f \) and \( f \) is the frequency of the signal.

Combining Equations 2.7 and 2.8, the expected loss in the amplitude of the signal at frequency \( f \) is given by:

\[ \Gamma = \Gamma_0 \exp\left(-\frac{k^2\sigma^2}{2}\right), \quad (2.9) \]

where \( \Gamma_0 \) and \( \Gamma \) are the amplitudes of the signal at frequency \( f \), before and after diffusion. Based on Equation 2.9, we can compute the expected power spectral density (PSD) of an ice-core section as:

\[ P = P_0 \exp\left(-k^2\sigma^2\right), \quad (2.10) \]

where \( P_0 \) and \( P \) are the PSDs of the signal before and after diffusion. We assume that \( P_0 \) is constant (white noise) over short core sections, as discussed and justified in Johnsen et al. (2000) and Gkinis et al. (2014).

Spectral estimates of ice-core data sections will also be affected by noise generated during the laboratory measurement process. Taking this effect into account, the idealized model for the PSD of ice-core data is given by:

\[ P = P_0 \exp\left(-k^2\sigma^2\right) + |\hat{\eta}|^2 \quad (2.11) \]

where \( |\hat{\eta}|^2 \) is the measurement noise.

The diffusion length \( \sigma \) can be calculated by optimizing the fit between Equation 2.11 and the PSD of a section of ice-core data. Repeating this method over consecutive, windowed sections of data yields diffusion-length estimates through the length of an ice-core record. Various spectral-estimation techniques can be used to produce the PSD of the data. In this work, we use Burg’s spectral estimation algorithm (Burg, 1975), following the approach of Gkinis et al. (2014). Burge’s method is preferable for this application because it is based
on a predictive autoregressive model and ice-core data are intrinsically autoregressive. In Figure 2.1 we give examples of estimated PSDs of a data section from the Dome F ice core for both $\delta^{18}$O and $\delta^D$ (Svensson et al., 2015). The record was measured using the CFA approach presented in Gkinis et al. (2011a) with a nominal resolution of 0.5 cm. Note that the differences in the sloping of the spectra of $\delta^{18}$O and $\delta^D$ are due to differences in how the CFA system affects each isotope ratio.

Based on Equation 2.11, two strategies emerge for estimating diffusion lengths from high-resolution ice-core data. A first-order approach is to use the first term of Equation 2.11 as the power spectral model $P$ and tune $\sigma$ to fit the power spectral estimate $P'$ in a least squares sense in a range of low frequencies $[2,f_c]$ (Jones et al., 2017a). The value of $f_c$ is manually chosen such that $P'$ is dominated by the diffusion signal in this range of frequencies; as a result, measurement noise does not significantly affect the quality of the fit. A second approach is to include the noise signal $|\hat{\eta}|^2$ in the fit, using a 2-function model and thus fitting the model of $P$ as described in Equation 2.11 to the spectral estimate $P'$ across the full range.

Figure 2.1: First-order (black curve) and 2-function models applied to the PSD of a section of Dome F data from 302-307 m depth. For the 2-function model we use both white noise (green curve) and red noise (red curve).
of frequencies. The advantage of the latter technique compared to the first-order approach is that it does not involve the subjective step of manually choosing the value of $f_c$. However, considering the full frequency range requires an accurate model for the measurement noise; otherwise, biases in the estimation of the diffusion length $\sigma$ can emerge.

In Figure 2.1, both approaches are applied to the Dome F data section. For the first-order approach, we select $f_c = 20$ cycles/m (black line). For the 2-function model (green line), we first assume the measurement noise $|\hat{\eta}|^2$ is white. However, this approach results in a slight misfit in the range of frequencies 10-25 cycles/m. Next, assuming that the measurement noise is slightly red, as presented in Gkinis et al. (2011a, 2014) and Holme et al. (2018), we obtain a more satisfactory fit (red line). Red noise behavior is expected due to smoothing and memory effects in the measurement system. The spectral model used for the latter case is:

$$
P = P_0 e^{-k^2 \sigma^2} + \frac{\zeta^2 \Delta}{\left|1 - a_1 \exp(-i k \Delta)\right|^2},
$$

where $a_1$, the AR-1 coefficient, and $\zeta^2$, the variance of the red noise, are variable parameters in the fit. The AR-1 coefficient determines the strength of correlation between two consecutive points in the series. For the $\delta^{18}$O PSD in the left panel, the values for $\sigma$ obtained with these different fitting approaches are 5.42, 5.11 and 5.34 cm, respectively. Although all three fits appear similar in the frequency range where the diffusive damping occurs, the anomalous value of 5.11 for the white-noise case illustrates how the misfit of the model can affect the estimation of diffusion length.

For some datasets, the problem of the misfit can lead to large errors in the estimation of diffusion length. Using the same section of ice from Dome F, but this time considering the $\delta$D signal, we observe a larger misfit (right panel). While the first-order approach using the cut-off frequency still produces a satisfactory fit to the part of the spectrum dominated by the diffusion signal, the 2-function model assuming white noise fails to yield an adequate fit. As seen in the spectrum, the power in the data in the range of frequencies 15-25 cycles/m deviates strongly from the expected model. Assuming red noise, the fit is significantly better.
with an AR-1 coefficient $\alpha_1 = 0.64$, a value significantly higher than that used for the fit of the $\delta^{18}$O signal. The resulting diffusion-length values for each fit on the $\delta^D$ PSD are 4.82, 2.79, and 4.62 cm, respectively. The 2-function model with the white noise assumption clearly does not effectively fit the data, while the red noise assumption and the first-order approach each fit the diffusion-damped frequencies well. Considering the inherent subjectivity of the cut-off frequency selection in the first-order approach and an evident misfit of the red-noise 2-function model (in the frequency range 15-25 cycles/m), it is not possible to judge which of the latter two diffusion-length estimates is more accurate.

### 2.5 Understanding PSDs of Different Ice-Core Datasets

In Figure 2.2 we present a collection of estimated PSDs from sections of various ice-core records and measurement techniques (discrete and CFA). The data have been normalized, showing the consistent effects of diffusive damping of high frequencies as well as measurement noise. Differences in measurement noise level can be explained by differences in the precision of the instrument used as well as by differences in data processing. In some cases, in the range of frequencies between $\sim$10 and 25 cycles/m (vertical dashed lines), the PSD deviates from the model of Equation 2.12, as in the $\delta^D$ section presented from Dome F. We plot $\delta^D$ for each dataset, except where only $\delta^{18}$O is available (NGRIP, WDC discrete), since those data tend to exhibit the deviation more strongly than the $\delta^{18}$O data.

In general, the PSDs of data from CFA systems tend to deviate from the theoretical spectrum (Equation 2.12) more strongly than those of discretely-measured data. This creates a problem for the estimation of diffusion length from CFA data. Figure 2.3 illustrates this problem on data sections from WDC and SPC, which exhibit greater deviation than the continuous Dome F and NEEM data. Even assuming $|\hat{\eta}|^2$ to be red noise, the misfit of the 2-function model on the WDC and SPC sections is greater than that on the Dome F $\delta^D$ data shown in Figure 2.1. This suggests that differences in the CFA systems used play a significant role in affecting the spectra. Various CFA systems may affect measured data slightly differently. For
Figure 2.2: Estimated PSDs for discretely-measured (left panel) and continuously-measured (right panel) datasets. All data has been normalized by dividing by its standard deviation before making the spectral estimate. δD is plotted for all datasets, except where not available (NGRIP and WDC discrete). Discrete cores tend to follow the model of Equation 2.12, while continuous cores tend to deviate from that model between frequencies of 10 and 25 cycles/m and beyond (range highlighted by vertical dashed lines on each panel). Note the relatively constant value (i.e., white noise) of the PSDs for the discretely-measured data between 10 and 25 cycles/m.

Example, the Copenhagen CFA system used for Dome F and NEEM uses a lower-precision (older-generation) Picarro instrument (Picarro L2120-i) than the INSTAAR system (L2130-i) used for WDC and SPC. Further, the Copenhagen CFA vaporizes the sample differently, which may result in a smaller smoothing effect on the data. Importantly, there is no evidence that the character of the deviation from Equation 2.12 changes with measurement time, for a given measurement system. We use replicate ice samples from the same section of ice core measured on the INSTAAR CFA system at different times. Figure 2.4 plots the PSDs from measurements of SPC from 1060 m to 1075 m depth. The blue and red curves show the original and replicate measurements, respectively. The PSDs do not differ significantly.

The influence of the CFA system on the spectral properties of the data may arise in a number of components of the system. Liquid-phase mixing takes place throughout the tubing of the CFA system. In particular, liquid water reservoirs, such as degassing and filtering units, may
enhance these effects. Attenuation of the signal due to mixing in the vapor phase can also be significant. Sample vaporization takes place at an operating pressure of $\sim 1$ atm (Gkinis et al., 2011a; Jones et al., 2017b), while the operating pressure within the instrument cavity is only $\sim 65$ mbar (Crosson, 2008). Under the higher pressure, significant smoothing occurs between the time of vaporization and the time of injection into the cavity. Additionally, memory effects arise from the particular nature of hydrogen bonding of the water molecule. Due to this intermolecular bonding, water molecules may adsorb to surfaces within the system downstream of the point of vaporization, potentially affecting subsequent measurements (Aemisegger et al., 2012). Some studies suggest the length, strength, and number of hydrogen bonds per molecule are different between $\text{H}_2\text{O}$ and $\text{HDO}$ (Soper et al., 2008), which helps explain the stronger memory effects observed in the $\delta^D$ signal in comparison to the $\delta^{18}O$ signal.

The influence of the CFA system on the spectral properties of the data may arise in a number of places, as meltwater from an ice sample is transferred through tubing and various reservoirs (Gkinis et al., 2011a). For example, when sample water is pumped into the debubbler (a 2
Figure 2.4: PSDs from replicate measurements of the same depths of SPC from 1060-1075 m. The blue curve shows the measurement from the original piece of ice. The red curve shows the measurement of a different sample from the same ice depth.
ml open-top vial that allows air bubbles to escape), some smoothing occurs. Also, smoothing occurs in the vapor phase when the sample is vaporized under relatively high pressure before it is injected into the Picarro instrument. The volumes of these reservoirs for the liquid and vapor phases affect how much smoothing occurs in a particular CFA system. Memory effects occur within the laser cavity of the Picarro instrument (Aemisegger et al., 2012). Because a stream of vapor is continuously pumped through the cavity, the isotopic memory from previous vapor, probably due to adsorption of water molecules to the cavity walls, will affect subsequent measurements.

We examine whether the effect of diffusive system smoothing can explain the spectral characteristics in continuous data PSDs by comparing real data to synthetic data with simulated smoothing. To characterize the smoothing of the system, we introduce an isotopic step-change into the INSTAAR CFA system, using ice that has been prepared in the laboratory from isotopically-distinct waters. The response of the system to the step change can be described as the product of two lognormal cumulative distribution functions (CDF):

\[
\delta_{\text{step}}(t) = C_1 \cdot \left[ 1 + \text{erf} \left( \frac{\ln(t) - \mu_1}{\sigma_1 \sqrt{2}} \right) \right] \cdot \left[ 1 + \text{erf} \left( \frac{\ln(t) - \mu_2}{\sigma_2 \sqrt{2}} \right) \right] + C_2,
\]

(2.13)

where \( t \) is time, \( \mu_1 \) and \( \mu_2 \) are the position of the distributions, \( \sigma_1 \), and \( \sigma_2 \) are the standard deviations of the CDFs and \( C_1 \) and \( C_2 \) are scaling factors.

To estimate the extent of system smoothing, we fit Equation 2.13 to the isotopic step-change, as shown in panels a) and b) of Figure 2.5. The resulting system-smoothing parameters are shown in Table 2.2. These are representative values and will vary slightly due to small changes in the system through time. The impulse response function calculated by the derivative of the step response is shown in panel c) of Figure 2.5 for both \( \delta^{18}\text{O} \) and \( \delta D \). The \( \delta D \) response is slightly wider, which suggests it is smoothed more within the system, confirming the result of Jones et al. (2017b). This difference may explain why the PSD of \( \delta D \) deviates more strongly from Equation 2.12 than the PSD of \( \delta^{18}\text{O} \). To simulate system smoothing, we apply the impulse response function as a filter on synthetic data.
Figure 2.5: The characterization of the CFA system response to an isotopic step change. Panels a) and b) show the transfer function of Equation 2.13 fit to the isotopic step-change of the laboratory-prepared ice sample. The estimated parameters are listed in Table 2.2. Panel c) shows the normalized impulse response functions for $\delta^{18}$O and $\delta$D plotted with respect to a normalized depth (assuming an average melt rate of 2.5 cm/min).
Table 2.2: The parameters characterizing the CFA system smoothing as estimated from the fit in Figure 2.5.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$C_1$ [%]</th>
<th>$C_2$ [%]</th>
<th>$\mu_1$ [sec]</th>
<th>$\mu_2$ [sec]</th>
<th>$\sigma_1$ [sec]</th>
<th>$\sigma_2$ [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta^{18}$O</td>
<td>59.76</td>
<td>-44.31</td>
<td>3.65</td>
<td>12.58</td>
<td>0.502</td>
<td>75.48</td>
</tr>
<tr>
<td>$\delta$D</td>
<td>626.67</td>
<td>-349.61</td>
<td>3.70</td>
<td>597.30</td>
<td>0.512</td>
<td>1647.79</td>
</tr>
</tbody>
</table>

We generate synthetic data by performing the following steps. First, to simulate data that represent the isotopic signal in surface snow, we generate an AR-1 process with a resolution of 0.1 cm and add white noise ($\varepsilon_n$) as:

$$\delta_n = a_1 \cdot \delta_{n-1} + \varepsilon_n.$$  \hspace{1cm} (2.14)

The parameters involved in the generation of synthetic data are chosen such that the resulting $\delta_{final}$ time series visually resembles the WDC data (in this example from the depth interval 450 – 467 m). Typical values for the autoregressive coefficient $a_1$ lie around $a_1 = 0.3$, while the standard deviation of $\varepsilon_n$ is approximately 11 [%] and 87.6 [%] for $\delta^{18}$O and $\delta$D, respectively.

Next, we introduce firn diffusion by convolving $\delta_n$ with a Gaussian filter ($\mathcal{G}$) with a standard deviation $\sigma$ equal to 5.61 cm and 5.08 cm for $\delta^{18}$O and $\delta$D, respectively:

$$\delta_{ice} = \delta_n \ast \mathcal{G}_{firn}.$$  \hspace{1cm} (2.15)

Using the results of the step-response test we account for the smoothing imposed by the CFA system and perform one more convolution operation where the transfer function is the impulse response of the CFA system:

$$\delta_{cfa} = \delta_{ice} \ast \mathcal{G}_{cfa}.$$  \hspace{1cm} (2.16)

where $\mathcal{G}_{cfa}$ is the derivative of Equation 2.13. Last, we sample the data at a 0.5 cm resolution and add white measurement noise:

$$\delta_{final} = \delta_{0.5} + \varepsilon_{meas}.$$  \hspace{1cm} (2.17)
where $\varepsilon_{\text{meas}} = 0.05\%$ and $0.15\%$ for $\delta^{18}O$ and $\delta D$, respectively.

The sequence of steps described in equations 2.14-2.17 yields a PSD presented as the light grey curve in Figure 2.6. This curve can be described to a very good approximation by the model of Equation 2.12, but does not match the PSD of the WDC data (blue and red curves). We find that one way to approximate the WDC behavior is to slightly modify equation 2.15 by adding a white noise component $\epsilon$ as:

$$\delta_{\text{ice}} = \delta_n * G_{\text{firn}} + \epsilon$$ (2.18)

Figure 2.6 shows the results of adding increasing levels of white noise $\epsilon$ (dark grey and black curves). With this noise addition, the PSDs of the synthetic data begin to resemble that of the WDC data, suggesting that there is a source of noise between the process of diffusion in the ice sheet and the process of smoothing within the CFA system. This source of noise may include the varying rate of sample flow through the system as well as temperature-dependent instrument noise. Nonetheless, Figure 2.6 gives a visual confirmation that, with the addition of white noise, the convolution of synthetic data with the system impulse response results in a time series that is similar to the measured WDC data. Later, we use this approach to generating synthetic data to evaluate new methods of estimating diffusion length.

### 2.6 Generalizing the Diffusion Estimation Technique

As discussed in Section 4, neither of the existing techniques for estimating diffusion lengths fully capture the spectral properties of continuous data. We consider two new techniques to address this problem. First, we add white noise to the data to mask the deviation in the mid-frequency range where the influence of the CFA appears to be most significant. Second, we add a third function to Equation 2.12, intended to capture the influence of the CFA-system smoothing on the spectrum. We illustrate these methods with $\delta D$ data, which are more strongly affected than $\delta^{18}O$ by the CFA system. As we will show, both the noise-adding and 3-function techniques are effective.
Figure 2.6: A comparison of PSDs from actual WDC data and from synthetic data with progressive levels of white noise added during the system smoothing process for both $\delta^{18}O$ and $\delta D$.

2.6.1 Technique 1: Adding White Noise

For this technique, we add normally-distributed noise to the data in the depth domain, which increases the high-frequency noise level in the frequency domain. This approach is equivalent to adding white noise as a constant to the data in the frequency domain and yields identical results. The resulting PSD masks the deviation, and the model of Equation 2.12 can effectively fit the altered PSD. Panel a) of Figure 2.7 illustrates this technique applied to a WDC data section.

We used a sensitivity test to evaluate the optimal magnitude of noise (standard deviation) to be added to the data. Adding too little noise does not effectively mask the deviation, but adding too much noise risks obscuring information. The test used a 500-year moving window throughout the WDC record. For each windowed section, 100 diffusion lengths were estimated by adding an increasing white noise level to the data in each window. A diffusion length was estimated for each tested noise level on each 500-year window. We define the optimal noise level as that at which the diffusion-length estimates stop changing with increasing noise. This level can be found when the gradient of diffusion length with
Figure 2.7: The noise-adding technique applied to a δD section from WDC. Panel a) shows the unmodified data (solid blue curve) and the data with noise added (solid black curve). The dashed lines represent the Gaussian functions fit using the 2-function fitting technique before and after adding noise to the data. With the added noise, the dashed black curve is able to effectively fit the data spectrum. Panels b) and c) demonstrate the sensitivity test for determining the optimal added noise level. For WDC, the gradient of estimated diffusion lengths with respect to noise level plotted as a function of age. At each age, the lowest noise level with a gradient of approximately zero is chosen as the optimal noise level to be added. Note that the strength of the colors is not symmetric, but the color bar is linear.
respect to the added noise level approaches zero. Panels b) and c) of Figure 2.7 show how this gradient changes for both δ¹⁸O and δD throughout the WDC core. The optimal noise level is selected for each age as the lowest noise level that results in a gradient within 0.1 cm/‰ of 0 cm/‰. For WDC, we found that the optimal added noise is Gaussian-distributed noise with a standard deviation of 0.4‰ for δ¹⁸O and 3.0‰ for δD.

2.6.2 Technique 2: 3-Function Model

This technique adds a third function to the model in Equation 2.12 to improve the fit to the data PSD. We tested the additions of three different functions, and determined which addition results in the most effective model. The three functions we tested were 1) a second autoregressive noise function, 2) a second Gaussian function, and 3) a folded normal distribution (FND) (Tsagris et al., 2014). The primary motivation for adding any of these functions is to better fit the mid-frequency range (10-25 cycles/meter) of the PSD. Additionally, there is a physical justification for using the FND model. As the absolute value of a Gaussian distribution, a FND is a function that smooths in only one direction. Since water is continuously flowing in one direction through the CFA system, the application of a FND is intended to mimic this one-sided effect. These models and those described earlier are summarized in Table 2.3. For each model, the parameter space is constrained such that the model can vary but remains within reasonable limits.
Table 2.3: Summary of models for the PSD of ice-core data. *Variable is manually selected and is not subject to fitting through optimization.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Description</th>
<th>Variable Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-Order</td>
<td>( P = P_0 \exp(-k^2 \sigma^2) )</td>
<td>( P_0, \sigma )</td>
</tr>
<tr>
<td>2-Function</td>
<td>( P = P_0 \exp(-k^2 \sigma^2) +</td>
<td>\hat{\eta}</td>
</tr>
<tr>
<td>Noise-Adding</td>
<td>( P = P_0 \exp(-k^2 \sigma^2) +</td>
<td>\hat{\eta}</td>
</tr>
<tr>
<td>3-Function Double-Noise</td>
<td>( P = P_0 \exp(-k^2 \sigma^2) +</td>
<td>\hat{\eta}</td>
</tr>
<tr>
<td>3-Function Double-Gaussian</td>
<td>( P = P_0 \exp(-k^2 \sigma^2) + P'_0 \exp(-k^2 \sigma'^2) +</td>
<td>\hat{\eta}</td>
</tr>
<tr>
<td>3-Function FND</td>
<td>( P = P_0 \exp(-k^2 \sigma^2) + \phi_0 e^{-</td>
<td>k \psi</td>
</tr>
</tbody>
</table>
The results of applying the 3-function models are shown in Figure 2.8 for WDC and SPC. Panels a) and b) show the model that sums a Gaussian function and two autoregressive noise functions, henceforth the “double-noise model”. With the addition of an autoregressive noise function, the total fit is visually improved for SPC, as compared to the 2-function model in Figure 2.3, but is still unable to effectively match the spectrum for WDC. Panels c) and d) show the model that sums two Gaussian functions and one autoregressive noise function, henceforth the “double-Gaussian model”. Again, there is a visual improvement in the total fit as compared to the 2-function model fit, now in both SPC and WDC. Finally, panels e) and f) show the model that sums one Gaussian, one autoregressive noise function, and one FND function, henceforth the “FND model”. Due to the close relationship between a Gaussian and a FND function, the fits are very similar in panels c) and e) and in panels d) and f).

2.6.3 Uncertainty of Diffusion-Length Estimation

To describe the uncertainty of the diffusion length estimated by each of these techniques, we use the 95th percent confidence bounds from the PSD estimate. To create a conservative estimate of uncertainty, we find the most extreme diffusion lengths possible given these PSD bounds, an approach similar to that of Jones et al. (2017a). The upper bound on diffusion length is found from the Gaussian function fit over a combination of the lowest frequencies of the upper PSD estimate bound with the highest frequencies of the lower PSD estimate bound. This combination yields the narrowest Gaussian function possible, and thus the greatest diffusion length. Conversely, the lower bound on diffusion length is found from combining the lowest frequencies of the lower PSD estimate bound with the high frequencies of the upper PSD estimate bound, resulting in the broadest Gaussian function possible and thus the smallest diffusion length. The frequency that separates the fit from the lower to upper PSD estimate bound is chosen at the lower-frequency side of the diffusion Gaussian, which maximizes the difference in the uncertainty bounds and thus creates a conservative
Figure 2.8: Each of the 3-function models applied to data sections from WDC and SPC PSDs. The double-noise model does not fit the full spectrum well, while both the double-Gaussian and FND models capture the full shape of the PSDs.
Table 2.4: Summary of performance of diffusion-estimate techniques on WDC $\delta$D data using 500-year windows.

<table>
<thead>
<tr>
<th>Age of window [ka]</th>
<th>Noise-Adding $\sigma \pm 1$ Standard Deviation [cm]</th>
<th>Double-Gaussian $\sigma \pm 1$ Standard Deviation [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.59 ± 0.41</td>
<td>5.53 ± 0.43</td>
</tr>
<tr>
<td>5</td>
<td>3.91 ± 0.17</td>
<td>3.76 ± 0.19</td>
</tr>
<tr>
<td>10</td>
<td>2.95 ± 0.19</td>
<td>2.87 ± 0.20</td>
</tr>
<tr>
<td>15</td>
<td>3.13 ± 0.20</td>
<td>3.11 ± 0.21</td>
</tr>
<tr>
<td>20</td>
<td>2.00 ± 0.13</td>
<td>2.10 ± 0.15</td>
</tr>
</tbody>
</table>

Because the shape of the spectrum changes with depth, the separation frequency varies. Figure 2.9 demonstrates this approach with the double-Gaussian model, with dashed lines representing the upper and lower bounds on the fits of each function of the model. Table 2.4 lists diffusion-length estimates plus or minus one standard deviation for five windows throughout the WDC core.

### 2.7 Evaluating Fitting Techniques

To evaluate each fitting technique, we evaluate how reliably the techniques can be used to determine the known diffusion length of synthetic data. We construct synthetic data as described in Section 5. Qualitatively, both techniques result in effective fits on the synthetic data. To quantify the performance of each technique, we use a Monte-Carlo-like procedure. Each Monte Carlo iteration builds a unique time series having the same diffusion length, but a different noise realization. We then use both techniques to estimate diffusion lengths for 100 iterations of synthetic data. Table 2.5 gives the mean, standard deviation, and root mean square error of the diffusion-length estimates for both $\delta$D and $\delta^{18}$O. Both techniques accurately estimate the input diffusion length, the noise-adding technique with a RMSE of
Figure 2.9: Illustration of uncertainty estimation for diffusion-length estimate for WDC $\delta D$ data from 2505-2521 m depth. Solid lines show the data and the fit of each function. Dashed lines show the 95% confidence bounds for the spectral estimate of the data and the corresponding fits of the parameterization for upper and lower bounds. To estimate uncertainty for the diffusion-length estimate, the solid yellow curve yields the value and the dashed yellow curves yield the upper and lower bounds of 95% confidence. Axes are plotted in log-log space to expand the view of the lower frequencies and emphasize the fits of the diffusion length and its bounds (yellow curves).

0.25 cm for both $\delta^{18}O$ and $\delta D$, and the double-Gaussian model with a RMSE of 0.22 cm for $\delta^{18}O$ and 0.18 cm for $\delta D$. Thus, these values compare well with our estimates of uncertainty from Section 6.3.

As a second means of evaluation, we compared the effectiveness of each resulting fit over the entire WDC record. We calculated the adjusted coefficient of determination ($r^2$) as a metric of goodness-of-fit with the data. The coefficient of determination ($r^2$) is calculated by comparing the variability of the estimation errors with the variability of the original values.
Table 2.5: Summary of performance of diffusion-estimate techniques on synthetic data of known input diffusion length.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Input $\sigma$ [cm]</th>
<th>Mean ± 1 Standard Deviation [cm]</th>
<th>RMSE [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Noise-Adding</td>
<td>Double-Gaussian</td>
<td>Noise-Adding</td>
</tr>
<tr>
<td>$\delta^{18}$O</td>
<td>5.61 5.16 ± 0.23</td>
<td>5.68 ± 0.20</td>
<td>5.09 ± 0.18</td>
</tr>
<tr>
<td>$\delta$D</td>
<td>5.08 5.16 ± 0.23</td>
<td>5.09 ± 0.18</td>
<td>0.25</td>
</tr>
</tbody>
</table>

The adjusted coefficient of determination ($\bar{r}^2$) takes into account the number of variable parameters ($p$) as follows (Theil, 1961):

$$\bar{r}^2 = 1 - (1 - r^2) \frac{n - 1}{n - p - 1},$$

where $n$ is the sample size. For the noise-adding technique, $p = 5$; for the 3-function models, $p = 6$. Figure 2.10 plots the $\bar{r}^2$ values as a function of age for WDC. The $\bar{r}^2$ values of the double-Gaussian and FND models are indistinguishable, so we show only the double-Gaussian result in the figure. All four techniques provide good fits ($\bar{r}^2 > 0.9$) to the data, but the best fits are obtained with the double-Gaussian and FND models. For simplicity and computational efficiency, we prefer the double-Gaussian over the FND model.

Third, we compared the resulting diffusion-length estimates from the double-Gaussian model and the noise-adding technique. The left panel of Figure 2.11 shows the diffusion-length estimates from both techniques plotted with respect to age along with confidence bounds showing two standard deviations. The diffusion-length estimates were calculated over a moving 500-year window, shifting 100 years for each consecutive estimate. Both techniques reconstruct similar diffusion lengths throughout the record.

A fourth way of validating the techniques is by comparison with the technique using the first-order model, as discussed in Section 4, above. The right panel of Figure 2.11 shows this comparison for the WDC record, using the same data windows as in Jones et al. (2017a). The estimated diffusion lengths for all three techniques match within uncertainty bounds.
Figure 2.10: For WDC, the adjusted coefficient of determination ($\bar{r}^2$) plotted against age for each fitting technique. FND results are identical to the double-Gaussian results and are not shown.
Figure 2.11: The left panel shows a comparison of diffusion-length estimates for the double-Gaussian model and noise-adding technique shown for $\delta D$ for WDC. Confidence bounds show two standard deviations. The right panel shows a comparison of WDC $\delta D$ diffusion-length estimates from the double-Gaussian model and noise-adding technique with those from Jones et al. (2017a). All diffusion lengths have been estimated on the same windows defined by Jones et al. (2017a). Confidence bounds show two standard deviations.

As each of these techniques is independent of one another, the confidence bounds together provide insight into how well diffusion lengths can currently be estimated from ice-core data.

We conclude that the best technique for estimating diffusion length is the double-Gaussian parameterization of the 3-function model. Although the FND model is better justified theoretically than the double-Gaussian model, it is effectively equivalent, though less computationally straightforward. The noise-adding technique produces similar results to the double-Gaussian model, but risks masking information in the signal, while the double-noise model does not fit the data as well as any of the other methods.

### 2.8 Discussion

The double-Gaussian technique provides a more efficient approach to estimating diffusion length than the manual cut-off method (Jones et al., 2017a), but yields essentially identical
results, and generalizes the application of previously-developed methods (Gkinis et al., 2014) to data from CFA systems. While our approach is nominally automated, in practice, we find that small alterations to the bounds of the fit parameters may be required to ensure that an accurate fit is obtained for each data window analyzed. For a given ice-core record, the general shape and magnitude of the PSDs will shift with increasing depth. Choice of different parameter bounds for distinct regimes within a dataset (e.g., Holocene and Glacial) may be necessary, as we have found with our results from the WAIS Divide ice core (Figure 2.11). Fine tuning of the upper bound on the $P_0$ parameter of the second Gaussian is particularly important as it separates the region of the PSD affected by diffusion from that affected by system smoothing.

With an approach that takes the above considerations into account, the double-Gaussian model can be used to produce diffusion-length estimates at sufficiently high resolution to recover relatively small features within the isotope-diffusion signal. For example, the high-resolution diffusion-length record in the left panel of Figure 2.11 resolves small peaks during the transition out of the glacial period (at \( \sim 12, 14, \) and 17.5 ka) in the WAIS Divide ice core, while these features are subtle or altogether absent in the lower-resolution record in the right panel. Further investigation is required to determine whether these features reflect meaningful variations in climate or firn processes. In this context, a comparison with total air content from WDC would be helpful. This record is currently in development (Jon Edwards, pers. comm., 2017). If the comparison shows that total air content is also elevated where water-isotope diffusion lengths are anomalously high, this would suggest that anomalously low density firn could account for the exceptionally high diffusion lengths obtained at \( \sim 12, 14, \) and 17.5 ka in the WAIS Divide ice core (as was previously suggested in Jones et al., 2017a).

In addition to providing informative comparisons with other proxy records, high-resolution diffusion-length records can also be used to improve current firn densification and diffusion models. With input temperature and accumulation-rate histories, firn models produce
synthetic, high-resolution water-isotope data. Comparison of diffusion lengths of these synthetic data with those from ice-core data can be used to evaluate what mechanisms within the model impact the resulting diffusion-length record. Current generation firn models do not reproduce the variability observed in the WDC diffusion-length record of Jones et al. (2017a). A model-data comparison approach could be used to examine what variables and boundary conditions are required to reproduce specific features in an ice-core diffusion-length record. This approach has the potential to both improve understanding of the climate signal as well as to improve firn models.

\subsection*{2.9 Conclusions}

In this study we examine the diffusion signal in water-isotope data from a collection of ice-core records. We observe that the power spectral density of sections of water-isotope data can differ based on how the data are measured. In some cases, mostly with data measured on continuous-flow analysis systems, the PSD deviates from a simple model of diffusion plus instrument noise. We show that this deviation can be explained through modeling of the CFA system smoothing. Previous diffusion-length estimation techniques cannot effectively model these PSDs. We propose four new estimation techniques and find that the most effective method is the double-Gaussian parameterization of the 3-function model. These automated methods are efficient and effective in fitting all frequencies of the PSD. We validate the methods against one another, against synthetic data with known diffusion length, and against results estimated independently by Jones et al. (2017a). These methods can be used to determine diffusion lengths on water-isotope data from any ice-core record of sufficiently high resolution regardless of measurement technique. Diffusion-length records resulting from these automated methods have the potential to improve interpretation of ice-core and climate records as well as models of firn densification and isotope diffusion.
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Chapter 3

A STATISTICAL INVERSE APPROACH TO RECONSTRUCT TEMPERATURE, ACCUMULATION RATE, AND LAYER THINNING FROM MEASURED PROPERTIES OF THE SOUTH POLE ICE CORE

Emma C. Kahle, Eric J. Steig, Michelle R. Koutnik, T.J. Fudge, Christo Buizert, Tyler R. Jones, Edwin D. Waddington

We use data from the South Pole ice core to constrain climate and ice conditions at the ice-sheet surface through the last 54,000 years. These constraints are produced from measurements of water isotopes, annual-layer thickness, and independent ice and gas timescales. The water-isotope diffusion length, based on spectral analysis of high-resolution water-isotope measurements, and $\Delta$age, the difference between the ice and gas timescales, both depend on firn properties and therefore on temperature and snow-accumulation rate. We use a Monte Carlo inverse approach to determine an ensemble of temperature and snow-accumulation rate histories from the South Pole ice core. The diffusion lengths and annual-layer thicknesses are used to constrain the thinning of annual layers in the ice sheet. The results provide a novel calibration of the traditional water-isotope paleothermometer. In contrast to previous paleo-temperature studies in East Antarctica, after correction for sea water $\delta^{18}$O variations, the isotope-temperature relationship varies between glacial and interglacial conditions at South Pole, and the temperature reconstruction gives a glacial-interglacial change of 6.2°C.
3.1 Introduction

Ice cores from polar ice sheets provide important records of past changes in climate and ice dynamics. Advances in analytical techniques have improved our ability to extract information from ice-core records. Water stable-isotope measurements provide information about temperature changes (Dansgaard, 1954, 1964; Jouzel et al., 1997). High-resolution measurements of seasonally-varying ion concentrations provide a means to count annual layers (Alley et al., 1997; Vinther et al., 2006; Sigl et al., 2016), and hence obtain information on past variations in accumulation rate Cuffey and Clow (1997); Veres et al. (2003); Fudge et al. (2016). The use of nitrogen and argon isotope ratios in trapped air bubbles also provides important constraints on past temperature and accumulation rate, because of the dependence of ice densification on climatic conditions (Severinghaus et al., 1998; Severinghaus and Brook, 1999).

Temperature and accumulation rate have long been targets of reconstruction from ice-core data (Lorius et al., 1990), but reconstructing these climate variables is not straightforward. For temperature, different reconstruction approaches use different ice-core measurements. The common approach calibrates water isotopes to temperature using an empirical spatial relationship on the ice sheet alongside atmospheric Rayleigh distillation models (Dansgaard, 1964; Jouzel et al., 1993). However, the spatial relationship is somewhat unreliable, particularly through time, due to atmospheric transport mechanisms (e.g. widely varying storm track pathways and isotopic recharge events (Jouzel et al., 1997), as well as the seasonality of accumulation that affects firn diffusion processes (Cuffey and Steig, 1998; Jones et al., in prep). A second approach uses measurements of $\delta^{15}$N of N$_2$ in trapped air bubbles to provide information about past thermal gradients in the firn column and about the densification of snow in the firn layer of the ice sheet (Severinghaus et al., 1998). $\delta^{15}$N measurements can be combined with models of firn densification to estimate past temperature changes; however, these firn models also require other constraints, such as accumulation rate through time.
Third, borehole thermometry provides a direct measurement of the modern temperature profile of the ice sheet, which can be related to temperature history through a heat diffusion model (Cuffey et al., 1995; Dahl-Jensen et al., 1998). However, borehole temperature provides a robust constraint on the temperature record only at ideal core sites with thick ice, relatively high accumulation rates, and simple ice-flow histories. Even under ideal glaciological conditions, borehole thermometry only preserves low-frequency information. Studies at different ice-core sites have used different combinations of these approaches, but challenges remain in fully constraining the proxy information to reconstruct temperature as well as other climate conditions.

In this work we overcome some of these challenges by combining information from multiple measurements in the same ice core from the South Pole. To constrain temperature and accumulation rate, we use two measures of firn properties, water-isotope diffusion length and Δage. To constrain the vertical strain of the ice sheet, we use the annual-layer thicknesses. We use a statistical inverse approach to optimize reconstructions of temperature, accumulation rate, and thinning function, producing a novel calibration of the traditional isotope paleothermometer.

3.2 The South Pole Ice Core

We apply our approach to new measurements made on the South Pole Ice Core (SPC14). Located near the geographic South Pole, SPC14 was drilled to a depth of 1751 meters, equivalent to an age of approximately 54 ka (Winski et al., 2019). Compared to other East Antarctic ice-core sites, the SPC14 site has a relatively high annual accumulation rate (8 cm w.e. yr\(^{-1}\)) (Casey et al., 2014) given its low mean-annual air temperature of -49°C (Lazzara et al., 2012) and surface firn temperature of -51°C (Severinghaus et al., 2001). This combination of conditions leads to a well-preserved, high-temporal-resolution record. Due to its location far from an ice divide, SPC14 lacks complete constraints on certain
glaciological characteristics. First, the site lacks robust constraints on the thinning of annual layers at depth. While many ice-core sites are located at or near ice divides where horizontal ice flow is minimal, SPC14 is located about 200 km away from the ice divide, and the modern surface velocity is 10 m yr\(^{-1}\) (Casey et al., 2014). Furthermore, the subglacial topography is poorly known beyond 70 km along flow upstream from the site. This lack of information presents a challenge for modeling ice flow, particularly at greater depths, and therefore also for determining the strain history, which is required for the conversion of layer thickness to accumulation rate. Second, SPC14 lacks the favorable glaciological conditions for borehole temperature reconstructions, which have been used at other ice-core sites to provide an independent constraint on temperature history (Dahl-Jensen et al., 1998; Cuffey et al., 1995, 2016). Though the accumulation rate at South Pole is relatively high given the site temperature, it is low enough that heat diffusion has wiped out the most useful borehole temperature information. In the absence of reliable ice-flow modeling and borehole thermometry, this work provides necessary constraints on temperature and snow-accumulation rate.

### 3.3 South Pole Ice Core Information

To create the final data sets used in this analysis, we use the independent ice and gas timescales alongside the water-isotope measurements. Here we describe the information derived directly from ice-core measurements as well as the secondary data sets derived from that information.

#### 3.3.1 Ice Timescale and Annual-Layer Thickness

Winski et al. (2019) developed the SPC14 ice timescale using a combination of annual layer-counting and stratigraphic ties (primarily volcanic events recorded in sulfate concentrations) to the timescale from the WAIS Divide ice core (WDC) (Buizert et al., 2015; Sigl et al.,
Due to its high accumulation rate and high temporal resolution, WDC provides a good benchmark for SPC14 ice and gas timescales. The ice timescale was constructed by stratigraphic matching of 251 volcanic tie points between SPC14 and WDC. Between tie points in SPC14, identification of individual layers from seasonal cycles in sodium and magnesium ions produced annual resolution of the timescale in the Holocene (through 11.3ka). At older ages, despite lack of annual resolution, the uncertainty of the timescale remains within 124 years relative to WD2014.

Below the firn layer, the solid ice maintains a constant density but continues to thin vertically due to extensional flow of the ice sheet. Due to this process, the thickness of annual layers of snow that fell on the surface progressively decreases through depth in the ice sheet. The SPC14 record of annual-layer thickness $\lambda$ is determined based on the depth between successive years in the SP19 timescale (Winski et al., 2019), as defined by:

$$\lambda = \frac{\text{diff}(\text{depth})}{\text{diff}(\text{age})},$$  \hspace{1cm} (3.1)

where $\text{diff}(\text{depth})$ and $\text{diff}(\text{age})$ are the differences between successive depth and age points in the timescale.

Figure 3.1 shows the layer thickness data set for SPC14. The uncertainty on the layer thickness is determined by the relative age difference between the top and bottom of the interval, and not by the absolute age. We use an uncertainty of 10% based on the uncertainty associated with interpolation between sparse tie points (Fudge et al., 2014). We average layer-thickness values over bins of 250 years to produce a resolution equivalent to that of diffusion length, our lowest-resolution data set.
3.3.2 Gas Timescale and Δage

Because the firn is permeable, air can move through interconnected pathways in the ice lattice. Distinct bubbles close off at the bottom of the firn layer, and younger air is trapped within older ice (Schwander et al., 1988; Blunier and Schwander, 2000). Gas diffusion stops and bubbles are trapped at the lock-in depth, defined as the depth at which the effective molecular diffusivity of the gas is reduced to one thousandth of the free air diffusivity (Buizert et al., 2013). The difference in age between the ice and trapped air bubbles at the same depth in the ice core is the Δage. The magnitude of this age difference depends on the rate of firn
densification.

The ∆age data set for SPC14 is calculated as the difference between the SPC14 ice and gas timescales (Epifanio et al., in prep). Unlike past methods, this empirical calculation of ∆age does not use a firn model (e.g. Buizert et al. (2012)), but is determined completely by matching the high-resolution records of CH₄ between the SPC14 and WDC gas timescales. At each of the CH₄ tie points, the SPC14 ∆age was calculated empirically, after which a cubic spline fit was used to derive a continuous ∆age curve for all depths. Because the WDC ∆age has relatively low absolute uncertainty (better than 100 years), the SPC14 ∆age relative uncertainty is small. For uncertainty, we use 15% of the value (Buizert et al., 2015). As a fraction of ∆age, the SPC14 ∆age uncertainty is relatively small. Due to the empirical nature of the gas timescale, the SPC14 ∆age record is the first to be determined without a forward model driven by temperature and accumulation rate. Moreover, SPC14 ∆age was obtained without relying on the additional constraint of δ¹⁵N to determine close-off depth. Figure 3.2 shows the ∆age record for SPC14. As with layer thickness, we have averaged values into bins with a resolution of 250 years.

3.3.3 Water-Isotope Measurements and Diffusion Length

We measured water-isotope ratios at an effective resolution of two measurements per cm for the entirety of SPC14 using the continuous flow analysis (CFA) system at the Institute for Alpine and Arctic Research at the University of Colorado Boulder (Jones et al., 2017a; Steig et al., in prep). Measurements were made using Picarro Inc. cavity ring-down laser spectroscopy (CRDS) instruments, models L2130-i and L2140-i. All three isotopic ratios were measured (δ¹⁸O, δ¹⁷O, and δD). We use the standard notation for δ¹⁸O defined as:

\[
\delta^{18}O_{\text{sample}} = \frac{^{18}O}{^{16}O_{\text{sample}}} / \frac{^{18}O}{^{16}O_{\text{VSMOW}}} - 1,
\]
where VSMOW is Vienna Standard Mean Ocean Water. $\delta^{17}O$ and $\delta D$ are defined similarly.

Figure 3.3 shows the $\delta^{18}O$ measurements plotted against depth and against age. These measurements were used to calculate the water-isotope diffusion length.

After original deposition as snow on the ice sheet surface, variations in the water-isotope profile are affected by diffusion in the firn. In the firn layer, the interconnected air-pathways among ice grains allow water isotopes to diffuse in the vapor phase along gradients of concentration (Johnsen, 1977; Whillans and Grootes, 1985; Cuffey and Steig, 1998). At the base of the firn column, this diffusion process ceases when individual air bubbles are closed off in
Figure 3.3: The SPC14 high-resolution water-isotope record plotted against depth (top panel) and age (bottom panel).

Diffusion of water isotopes through the solid ice continues below this depth, but this process is orders of magnitude slower than the vapor diffusion in the firn (Johnsen et al., 2000).
Solid-ice diffusion will have a larger effect where ice is older and warmer, closer to the bed. SPC14 reaches an age of only 54ka at 1750 m depth, where the ice is still younger and much colder than basal ice.

The extent of diffusion is quantified as the diffusion length, the mean cumulative diffusive-displacement in the vertical direction of water molecules relative to their original location in the firn at the time of deposition. While ice is in the firn, this parameter is affected by both the density profile of the firn, as well as the firn temperature. In the solid ice below the firn, the diffusion length is further altered by vertical thinning of layers. While firn diffusion causes water molecules to spread out, thinning in deeper ice pulls the water molecules back towards their original positions. This process effectively counteracts the effect of firn diffusion and thus decreases the diffusion length. Because of this dual-dependence on both firn and solid-ice properties, diffusion length is an important piece of information within our overall strategy of combining firn and layer-thinning processes.

Calculation of diffusion length relies on the high-resolution water-isotope record to resolve the diffusive smoothing of the highest-frequency variations in the water-isotope profile. Through spectral analysis of the ice-core water-isotope record, the diffusion length can be estimated based on the extent of damping of the high frequencies (Gkinis et al., 2014; Jones et al., 2017b). We follow the method of Kahle et al. (2018) to estimate diffusion length through the SPC14 record for each water-isotope ratio. We use data sections of 250 years and calculate the power spectrum for each section in terms of cycles meter$^{-1}$. For each power spectrum, we estimate a diffusion length $\sigma$ by fitting the data with a model of a diffused power spectrum and a model of two components of the measurement-system noise, described as (Kahle et al., 2018):

\[
P = P_0 \exp(-k^2\sigma^2) + P'_0 \exp(-k^2\sigma'^2) + |\hat{\eta}|^2, \tag{3.2}
\]

where $k$ is the wavenumber, $|\hat{\eta}|^2$ is the measurement noise, and $P_0$, $P'_0$, and $\sigma'$ are variable
fitting parameters.

We calculate the diffusion length for each of the three water-isotope ratios measured on the core. To combine the information from each isotope, we use the different diffusivities of each isotope to convert the $\delta^{17}\text{O}$ and $\delta\text{D}$ diffusion lengths to equivalent values for $\delta^{18}\text{O}$. For the diffusion-length record in our analysis, we use the mean of these three estimates. Figure 3.4 shows the $\delta^{18}\text{O}$-equivalent diffusion-length values as estimated from $\delta^{18}\text{O}$ (blue), $\delta^{17}\text{O}$ (green), and $\delta\text{D}$ (red) measurements. The uncertainty is estimated directly from the method in (Kahle et al., 2018) and varies from 2-33% of the value throughout the core.

To produce a record that reflects only firn conditions and vertical strain of the ice, we correct the diffusion-length estimates to account for diffusion in the CFA measurement system, following Jones et al. (2017a), and for diffusion in the solid ice, following Gkinis et al. (2014). These effects are both small, each accounting for only 4% of the total diffusion length at the bottom of the core.

### 3.4 Forward Model

We relate these data sets to the climate variables of interest through a forward model. We refer to this as a “forward model” because it estimates what we can observe as a function of the climate forcing we want to understand, the same direction that these processes occur in nature. The forward model simulates processes that occur through all depths of the ice sheet, separating processes the occur in the firn from those that occur in the solid ice below. Figure 3.5 illustrates the structure of the model, including a firn-densification model, a water-isotope diffusion model, and a simple function for vertical strain. The following section describes how each model input is used in the various forward-model components to produce each model output.
Figure 3.4: SPC14 diffusion lengths plotted versus age. Diffusion lengths from $\delta^{17}\text{O}$ (green) and $\delta\text{D}$ (red) have been converted to $\delta^{18}\text{O}$-equivalent values.
3.4.1 Firn Densification

The firn layer comprises the upper tens of meters of the ice sheet where snow is progressively densifying into solid ice. As successive layers of snow fall on the surface of the ice sheet, the increase in overburden pressure causes the underlying ice crystals to pack closer together. The rate of this densification is set primarily by temperature and accumulation rate. To describe this densification process, many models have been developed, some based only on empirical data and others incorporating parameterizations of physical properties (e.g. Barnola et al. (1991); Goujon et al. (2003); Arthern et al. (2010); Morris and Wingham (2014)).

The Herron and Langway (1980) (HL) firn-densification model is the benchmark empirical model, based on depth-density data from Greenland and Antarctic ice cores. We model the depth-density profile of the firn using the HL framework due to its simplicity and its good match with measurements of the modern South Pole firn density. The HL model includes two depth zones to account for differences in densification processes in the upper and lower firn. Densification happens quickly in the upper firn by grain settling and then more slowly deeper in the firn as grain sintering becomes the dominant densification mechanism. The
density at depth $h$ is calculated by:

$$\rho_h = \frac{\rho_i Z_x}{1 + Z_x},$$  \hspace{1cm} (3.3)

where $Z_x$ is given by the following for the upper and lower firn zones, respectively:

$$Z_{upper} = \exp \left( \rho_i k_0 h + \ln \frac{\rho_0}{\rho_i - \rho_0} \right),$$  \hspace{1cm} (3.4)

$$Z_{lower} = \exp \left( \frac{\rho_i k_1 (h - h_{\text{crit}})}{A^{0.5}} + \ln \frac{0.55}{\rho_i - 0.55} \right),$$  \hspace{1cm} (3.5)

where $\rho_i$ is the density of ice, $\rho_0$ is the surface density, $k_0$ and $k_1$ are temperature-dependent constants, $h_{\text{crit}}$ is the depth that separates the upper and lower zones, and $A$ is the accumulation rate in units of mass/area/time.

We use a surface density $\rho_0 = 350$ kg/m$^3$, which we assume to be constant through time. This value is based on the modern surface density at the SPC14 site (Max Stevens, pers. comm. July 2019). The bottom of the firn is constrained by a close-off density $\rho_{co}$, which we define as a function of temperature (Martinerie et al., 1992, 1994):

$$\rho_{co} = \left( \frac{1}{\rho_{\text{ice}}} + 6.95 \times 10^{-7} T - 4.3 \times 10^{-5} \right)^{-1},$$  \hspace{1cm} (3.6)

where $\rho_{co}$ and $\rho_{\text{ice}}$ are in units of kg/m$^3$ and $T$ is in units of K. As temperature varies between -50 and -60°C, Equation 3.6 yields a small range of close-off densities between 831.5 and 836.4 kg/m$^3$.

We use the steady-state formulation of the HL model, which does not allow for variation with depth in temperature or accumulation rate. If either of these climate variables changes on short timescales, a transient formulation of the model would be required to reflect propagation through the firn column. Although our temperature and accumulation-rate inputs vary...
through time, the timescale of those variations (e.g. 10 ka for an approximately 6°C change in temperature) is large enough that the steady-state formulation is acceptable. To test this, we ran our model with a transient formulation of the HL model and found no difference in the results of the forward model. Since the transient model is more computationally-expensive, we use the steady-state formulation.

3.4.2 Modeling $\Delta$age

We calculate the modeled $\Delta$age as the difference in the modeled age of the ice and the gas at the lock-in depth. We define the lock-in depth at a density of 10 kg m$^{-3}$ less than the close-off density (Blunier and Schwander, 2000). The age of the ice at this depth is estimated directly from the depth-density profile. Within the HL framework, the age of the ice at the lock-in depth $\rho_{LID}$ is calculated by:

$$
\text{ice age}(\rho_{LID}) = \frac{1}{k_1 A_{0.5}} \ln \left( \frac{\rho_i - 0.55}{\rho_i - \rho_{LID}} \right) + \text{ice age}_{\text{upper firn}}(0.55),
$$

(3.7)

with

$$
\text{ice age}_{\text{upper firn}}(0.55) = \frac{1}{k_0 A} \ln \frac{\rho_i - \rho_0}{\rho_i - 0.55}.
$$

We estimate the age of the gas at the lock-in depth using the parameterization in Buizert et al. (2013):

$$
\text{gas age}(\rho_{LID}) = \frac{1}{1.367} \left( 0.934 \times \frac{DCH^2}{D_{CO_2}^0} + 4.05 \right),
$$

(3.8)

where $DCH$ is the diffusive column height, defined as the lock-in depth minus a 3 m convective zone. $D_{CO_2}^0$ is the free air diffusivity of CO$_2$ defined as (Schwander et al., 1988; Buizert et al., 2012):
\[ D_{CO_2}^0 = \frac{1013.25}{P} \times 1.81 \times 10^{-2}T^{1.81} , \]

with site atmospheric pressure \( P \) in hPa and absolute temperature \( T \) in Kelvin.

### 3.4.3 Modeling Firn Diffusion Length

We model diffusion length in the firn using the densification and isotope-diffusion model components. The combined effects on the isotope profile due to diffusion and firn densification can be described by Fick’s second law:

\[ \frac{\partial \delta}{\partial t} = D \frac{\partial^2 \delta}{\partial z^2} - \dot{\epsilon} z \frac{\partial \delta}{\partial z} , \]

where \( \delta \) is the isotope ratio, \( D \) is the diffusivity coefficient, \( \dot{\epsilon} \) is the vertical strain rate, and \( z \) is the vertical coordinate assuming an origin fixed on an arbitrary sinking layer of firn (Johnsen, 1977; Whillans and Grootes, 1985).

The diffusivity coefficient \( D_x \) of each isotope \( x \) depends on the temperature and density profile of the firn column, as shown in Johnsen et al. (2000):

\[ D_x = \frac{m p D_{air}^x}{RT \alpha_x \tau} \left( \frac{1}{\rho} - \frac{1}{\rho_{ice}} \right) , \]

where \( m \) is the molar weight of water, \( p \) is the saturation pressure over ice at temperature \( T \) and with gas constant \( R \), \( D_{air}^x \) is the diffusivity of each isotope through air, \( \alpha_x \) is the fractionation factor for each isotopic ratio in water vapor over ice, \( \tau \) is the tortuosity of the firn, \( \rho \) is density of the firn, and \( \rho_{ice} \) is the density of ice. (Full derivation in Appendix A).

We use the following values:
\[ D_{\text{air}} = 0.211 \times 10^{-4} \times \left( \frac{T}{273.15} \right)^{1.94} \times \frac{P_0}{P} \] (Johnsen et al., 2000)

\[ D_{\delta^{18}O} = \frac{D_{\text{air}}}{1.0285} \] (Johnsen et al., 2000)

\[ D_{\delta^{17}O} = \frac{D_{\text{air}}}{1.01466} \] (Luz and Barkan, 2010)

\[ D_{\delta D} = \frac{D_{\text{air}}}{1.0251} \] (Johnsen et al., 2000)

\[ \frac{1}{\tau} = 1 - b \times \left( \frac{\rho}{\rho_{\text{ice}}} \right)^2 \] (Schwander et al., 1988; Johnsen et al., 2000)

\[ (3.12) \]

where \( T \) is temperature given in Kelvin, \( P \) is the atmospheric pressure given in atm compared to a reference pressure of \( P_0 = 1 \) atm, and the tortuosity parameter \( b = 1.3 \).

Solving Equation 3.10 for the isotope profile at a given depth \( z \) and time \( t \), we can write (Gkinis et al., 2014):

\[ \delta(z,t) = S(t) \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{\infty} \delta(z,0) \exp \left( \frac{-(z-u)^2}{2\sigma^2} \right) du. \] (3.13)

(Full derivation in Appendix A). The variable \( \sigma \) is the diffusion length and the factor \( S(t) \) is the total thinning a layer has experienced due to ice flow from \( t = 0 \) to \( t = t' \):

\[ S(t') = \exp \left( \int_0^{t'} \dot{\epsilon}(t) dt \right). \] (3.14)

Using the output from the firn-densification model, we calculate water-isotope diffusion through the estimated depth-density profile. First, the density profile is used to calculate the diffusivity of each isotope based on Equation 3.11. We then solve for the diffusion length \( \sigma_{\text{firn}} \) of a particular isotopologue in terms of its diffusivity \( D \) and the firn density \( \rho \) (Gkinis et al., 2014):

\[ \sigma_{\text{firn}}^2(\rho) = \frac{1}{\rho^2} \int_{\rho_0}^{\rho} 2\rho^2 \left( \frac{d\rho}{dt} \right)^{-1} D(\rho) d\rho, \] (3.15)
where \( \rho_0 \) is the surface density and \( \frac{d\rho}{dt} \) is the material derivative of the density. To calculate the diffusivity \( D \), we use an atmospheric pressure of 0.7 atm (Severinghaus et al., 2001), which we assume to be constant through time (Fausto et al., 2018).

3.4.4 **Modeling Vertical-Strain Effect on Diffusion Length**

Cumulative vertical strain significantly thins layers in the ice, such that individual annual layers are often undetectable towards the bottom of an ice sheet. The thinning function is defined as the fractional amount of thinning that has occurred at a given depth in the ice sheet. We account for the effects of vertical strain on our modeled firn diffusion length \( \sigma_{firn} \) using a thinning function \( \Gamma \). We model the diffusion length measured in the ice core as \( \sigma_{icecore} \):

\[
\sigma_{icecore} = \sigma_{firn} \times \Gamma. \tag{3.16}
\]

3.4.5 **Modeling Annual-Layer Thickness**

Annual-layer thickness \( \lambda \) is modeled by the input accumulation rate \( A \) and the input thinning function \( \Gamma \) as:

\[
\lambda = A \times \Gamma. \tag{3.17}
\]

3.5 **Inverse Approach**

As in many geophysical problems, we have an inverse situation where the forward model \( G \) calculates the data parameters \( d \) as a function of unknown input parameters \( m \):

\[
G(m) = d. \tag{3.18}
\]
Our forward model $G$ is nonlinear and cannot be solved analytically to infer $m$. Instead, we use a Monte Carlo approach to test many instances of $m$ through the forward model $G$ to find the output $d$ that best matches our observations $d_{obs}$.

We define the model space as a vector space with a dimension for each of the unknown input parameters; a particular point in the model space represents a specific set of input parameters $m$. The data space is defined similarly, where each data parameter in $d$ represents a dimension, and our observations $d_{obs}$ exist at a particular point in the data space. Because the data have measurement uncertainties, the “true” values in the data space may differ from $d_{obs}$.

Because we have three model parameters across 208 depth points (624 total unknown parameters), our problem spans a high dimensional model space, and an exhaustive search of all possible solutions $m$ is not practical. We limit the number of instances of $m$ to evaluate by using an importance-sampling algorithm. We use a Markov Chain Monte Carlo algorithm to combine a priori information about which solutions $m$ are plausible for realistic ice-sheet conditions and information from our data sets. This algorithm efficiently explores the parameter space by favoring instances of $m$ that are similar to those that have already produced good fits with the observations $d_{obs}$.

In this section we describe the theoretical framework and the practical implementation of the inverse approach we use. In general, the solution of this type of inverse problem depends on the formulation of the problem, including what information is included in the constraints and how the output is analyzed. We detail below each of the choices that we made in our approach.

### 3.5.1 Bayesian Framework

We use a statistical Bayesian framework to solve this inverse problem. Rather than seek a single best-fit solution, we consider the likelihood of different solutions based on probabil-
ity distributions within the parameter spaces of the data and the model. This framework combines \textit{a priori} model parameter information with data measurement uncertainties. Unlike a regularization approach, such as Tikhonov regularization, a Bayesian approach does not require a subjective choice about how well the final set of solutions should fit the data (Tarantola, 1987; Steen-Larsen et al., 2010).

We characterize the \textit{a priori} information describing the model inputs \( m \) as a probability distribution in the model space. This distribution, denoted as \( \rho_m(m) \), represents the likelihood of solutions \( m \) based on data-independent prior knowledge about what values are realistic for that particular parameter (Mosegaard and Tarantola, 1995; Mosegaard and Sambridge, 2002). To produce the complete solution to the problem, the \textit{a priori} information is combined with the likelihood function, which describes how well the output \( d \) from a given solution \( G(m) \) matches our observations \( d_{\text{obs}} \). The likelihood function \( L(m) \) is defined as (Mosegaard and Tarantola, 1995):

\[
L(m) = C_L \exp(-M(m)), \tag{3.19}
\]

where \( C_L \) is a normalization constant and \( M(m) \) is a misfit function that measures the deviation between \( d \) and \( d_{\text{obs}} \).

The likelihood function \( L(m) \) is combined with the \textit{a priori} distribution \( \rho_m(m) \) to define the \textit{a posteriori} distribution \( f(m) \) (Tarantola, 1987):

\[
f(m) = C_f L(m) \rho_m(m). \tag{3.20}
\]

The \textit{a posteriori} distribution \( f(m) \) contains all the information we have to constrain the inverse problem and thus represents its complete solution. The region of maximum values of \( f(m) \) denote the most likely solutions to the problem. This distribution may be Gaussian-like.
and simple to interpret, or may be multi-modal and require a more complex interpretation. We cannot produce this \textit{a posteriori} distribution analytically, but we can sample its values at discrete points. For each solution \( m \) that we test in our forward model \( G \), we calculate a discrete value of \( f(m) \).

### 3.5.2 Sampling Strategy

Our sampling strategy uses an algorithm to determine which solutions \( m \) to test, with the goal of producing \( f(m) \) after sufficient iterations through the model space (Mosegaard and Tarantola, 1995). The algorithm explores the model space by randomly stepping from one solution \( m_i \) to a neighbor \( m_j \). In each iteration, the algorithm follows two stages, designed such that it asymptotically produces \( f(m) \) (Mosegaard, 1998; Mosegaard and Sambridge, 2002).

First, an exploration stage defines how the algorithm selects a proposal for \( m_j \) given its starting place at \( m_i \). The selection depends on how far in model space the algorithm is allowed to step in a single iteration. While the magnitude and direction of the step are determined randomly, the magnitude is scaled by a base step-size. The choice of base step-size balances the exploration of more of the model space (larger steps) with the exploration of regions that result in high values of \( f(m) \) (smaller steps). In practice, we must tune the step size in order to strike this balance (\textit{e.g.} Steen-Larsen et al. (2010)).

Second, an exploitation stage defines the transition probability that the random walk will accept the proposed step. If the proposed step is rejected, the random walk remains at the current solution \( m_i \) for an additional iteration. The simplest choice for the transition probability, which results in the highest acceptance probability for a given proposed step, is the Metropolis acceptance probability (Metropolis et al., 1953; Mosegaard, 1998; Mosegaard and Sambridge, 2002):

\[
p_{\text{accept}} = \min \left( 1, \frac{f(m_j)}{f(m_i)} \right) .
\]  
(3.21)
This formulation will always accept the proposed step to \( m_j \) if the \textit{a posteriori} distribution is greater at that point \( (f(m_j) > f(m_i)) \), but may still accept the proposed step even if the \textit{a posteriori} distribution is smaller at that point \( (f(m_j) < f(m_i)) \) by a probability proportional to \( \frac{f(m_j)}{f(m_i)} \). This design prevents the algorithm from getting stuck at a local maximum of \( f(m) \), while still favoring samples from regions of the model space with a relatively high value of \( f(m) \).

After sufficient iterations, the sampling of this algorithm will converge on \( f(m) \). The number of iterations required for convergence, the convergence time, depends on the base step-size chosen. Step size is tuned to minimize the number of iterations required. Related to the convergence time is the burn-in time, which refers to the number of iterations completed before the sampled values of \( f(m) \) become relatively stationary. After this point, the algorithm continues to sample only highly likely solutions \( m \). Prior work has found that after the burn-in time, the acceptance rate of the algorithm should be 25-50\% (Gelman et al., 1996) in order to strike a balance between exploration (bigger steps) and efficiency (smaller steps).

### 3.5.3 Implementing our \textit{a priori} information

Incorporating \textit{a priori} information is important for limiting the scope of the problem. Disregarding prior knowledge often results in a solution that conflicts with what is known to be true about the system (Mosegaard, 1998). We incorporate \textit{a priori} information about model parameters based on their modern values and our naive expectations of how they have varied through time. We include this \textit{a priori} information by creating bounds on the allowable model space to explore. If the algorithm proposes a solution \( m_x \) that falls outside of our allowed model space, \( m_x \) is disregarded and another solution is proposed.

We also determine initial guesses \( m_1 \) based on \textit{a priori} knowledge of a naive expectation for each parameter. Initiating the problem at what is judged to be a reasonable solution \( m_1 \) avoids unsatisfactory solutions (MacAyeal, 1993; Gudmundsson and Raymond, 2008).
The initial guess of temperature is derived from a step-function version of the water-isotope record. The initial guess for thinning function is the output of a Dansgaard and Johnsen (1969) (DJ) model. The DJ model is a 1-D analytical model that makes a simple assumption about the profile of horizontal ice-velocity through the depth of the ice sheet. The model assumes that above a kink height $h$, ice is flowing at a constant horizontal velocity, while below $h$, the horizontal velocity linearly decreases to zero at the base of the ice sheet. This simple model produces an approximation of the dynamics acceptable at many sites (Hammer et al., 1978). We use a kink height of $h = 0.1$ to simulate the flank flow at the SPC14 site. To produce an initial guess for accumulation rate, we divide the layer-thickness data by this thinning function and create a simplified step-function.

Each parameter is bounded based on naive expectations for its variability. For temperature, we bound the model space with an upper and lower scaling of the step-function version of the water-isotope record. We create an envelope for possible temperature histories from a conservative range of past temperature changes. Based on previous estimates of glacial-interglacial temperature change in Antarctica, we define allowable temperature histories as those that fall within a glacial-interglacial change of 5 to 15°C (Crowley and North, 1981; Jouzel et al., 2007). For accumulation rate, the allowed model-parameter range is an envelope about our initial guess defined as ±0.02 meters year$^{-1}$. Based on the accumulation fluctuations in Lilien et al. (2018), this range is a reasonable limit on accumulation rate, while still allowing variation in the accumulation-rate parameter values tested in each $m$. For the thinning function, we do not provide further constraints on the allowed model space. Because the thinning function is directly related to accumulation rate and layer thickness, the constraints on those parameters effectively limit the allowed values for thinning function.

### 3.5.4 Sampling the a posteriori distribution

To sample and estimate the *a posteriori* distribution, we implement the theory described above. We initiate the problem with our initial guess $m_1$ for each parameter and begin
evaluating successive solutions from that point. Our sampling strategy uses Equation 3.21
and the associated ideas about sampling efficiency.

In the exploration stage of the algorithm, a perturbation is created to move from the current
solution \( m_i \) to a proposed solution \( m_j \). Rather than perturb only one parameter within \( m_i \) at
a time, all 624 parameters (i.e. values at each depth point for temperature, accumulation rate,
and thinning function) are perturbed in each iteration. This design improves the efficiency
of the algorithm. Each perturbation is constructed with the same low-frequency, red-noise
slope in its power spectral density as that of a comparison data set. The comparison data
set for temperature is the water-isotope record, for accumulation rate is a destrained version
of the annual-layer thicknesses, and for thinning function is a DJ-model output. Because in
reality we expect temperature, accumulation rate, and thinning function to vary smoothly
through time, each proposed perturbation must vary smoothly as well. To prevent spurious
high-frequency noise from being introduced into the proposed solution \( m \), we apply a low-pass
filter to the perturbation. The \( \Delta \)age and diffusion-length data sets are inherently smooth
because they integrate information over the depth of the firn column. To the temperature
and accumulation-rate perturbations, we apply a lowpass filter at a 3000-year period, which
corresponds to the maximum value of \( \Delta \)age. We apply a lowpass filter at a 10,000-year
period to the thinning-function perturbations because we expect the thinning function to be
even smoother.

In the exploitation stage, the algorithm determines whether to accept the proposal \( m_{i+1} \)
by calculating and comparing the values of the \textit{a posteriori} distribution at \( m_i \) and \( m_{i+1} \).
Equation 3.20 describes how the \textit{a posteriori} distribution is calculated from the likelihood
function \( L(m) \) and the \textit{a priori} distribution \( \rho(m) \). Because we have already incorporated
our prior knowledge directly into the model space bounds, we simply compare the value of
the likelihood function evaluated at \( m_i \) and \( m_{i+1} \) (Mosegaard, 1998):

\[
p_{\text{accept}} = \min \left( 1, \frac{L(m_{i+1})}{L(m_i)} \right). \tag{3.22}
\]
We define the likelihood function, as in Equation 3.19, with a misfit function $M(m)$ defined as (Khan et al., 2000; Mosegaard and Sambridge, 2002):

$$M(m) = \sum_n \left| \frac{d^{(n)}(m) - d^{(n)}_{\text{obs}}}{\sigma_n} \right|,$$

where $d^{(n)}(m)$ denotes the modeled output, $d^{(n)}_{\text{obs}}$ the observation, and $\sigma_n$ the standard deviation of the observation for the $n$th datum. This misfit function minimizes the importance of outliers, compared to a root-mean-square formulation.

We run the algorithm until we have 100,000 accepted samples of the $a$ posteriori distribution. With an acceptance rate of 60-70%, this requires approximately 150,000 iterations in total. We find we need a higher acceptance rate than that recommended by the literature to optimize efficiency for this particular problem. The burn-in time is reached after approximately 10,000 iterations, and we consider solutions $m$ only after this point. We repeat this process five times to account for any lasting impacts from early perturbations, combining all accepted solutions after the burn-in time to create the final set of results. Because only a small perturbation is made between iterations, successive iterations are correlated. Analysis of the $a$ posteriori distribution requires a collection of statistically independent models, so we consider only a subset of all accepted models (Mosegaard, 1998; Dahl-Jensen et al., 1998). Through an autocorrelation analysis of the accepted models, we conclude that saving every 300th solution produces a statistically independent set. In total from 500,000 accepted solutions, 1500 solutions are included in our analysis of the $a$ posteriori distribution.

### 3.6 $a$ posteriori Results

Techniques for interpreting the $a$ posteriori distribution depend on its shape. For the ideal inverse problem, the $a$ posteriori distribution is often Gaussian. A Gaussian, or near-Gaussian, distribution can be interpreted through the mean and standard deviation of the suite of solutions $m$ (Mosegaard and Tarantola, 2002).
3.6.1 Probability Distributions

To visualize the high-dimensional a posteriori distribution and determine whether a Gaussian approximation is appropriate, we plot probability distributions of each parameter. Rather than create separate probability distributions for each of the 624 parameters in our model space, we plot each probability distribution successively in a single figure to visualize the entire model space at once. The gray shading in the left three panels of Figure 3.6 shows successive probability distributions. A vertical slice through the grey shading in each plot represents the probability distribution for a particular parameter. How often a particular value is accepted for each parameter, for example an accumulation rate of 0.04 m yr\(^{-1}\) at 25ka, is represented by the shading, where darker shading denotes values that were accepted more often. The shape of the shading gives a sense of how the collection of solutions varies through the record, while the darkness of the shading gives a sense of the uncertainty. The solid magenta curves describe the initial guess for each parameter, and the dashed magenta curves describe the allowed model space (for temperature and accumulation rate). The model space bounds do not significantly limit the results.

The right three panels of Figure 3.6 illustrate how well the calculated data \(d(m)\) matched with the observations \(d_\text{obs}\) throughout the collection of solutions. Since the uncertainty of the data is taken into account in the misfit (Equation 3.23), the probability distributions tend to lie within those bounds. This good match shows that the inverse approach is effectively incorporating the information from the data observations.

3.6.2 Sensitivity of Results

We evaluated the sensitivity of our results to different choices made throughout the formulation of the problem. Since we opted to keep the surface density \(\rho_0\) in the firn-densification model constant through time, we tested the sensitivity of a change. We tested two alternate values of surface density \(\rho_\text{surface}\) (450 kg/m\(^3\) and 550 kg/m\(^3\)), and found no significant change
Figure 3.6: The \textit{a posteriori} distribution result compared with \textit{a priori} information. Vertical slices through the grey shading in each panel represent probability distributions for each parameter, where darker shading signifies greater likelihood. In the left three panels, solid magenta lines indicate the initial guess for each parameter and dashed lines mark the \textit{a priori} bounds on the model space. In the right three panels, solid and dashed red lines show the ice-core data and its uncertainties.
in the results.

We also tested the sensitivity to different initial guesses for each parameter. We found that altering the initial guesses within the model space bounds did not significantly affect the final results. Additionally, including higher-frequency *a priori* information in our initial guesses did not significantly impact the results. We tested initial guesses of constant values for each of temperature, accumulation rate, and thinning function. These extremely simplified initial guesses produced a similar result as that from initial guesses that included the high-frequency variability of each comparison data set. However, the constant initial guesses required many more iterations to reach an equilibrium solution. As recommended in Gudmundsson and Raymond (2008), we opted for a middle ground that saves time by starting the initial guess close to the expected answer, but relies on the optimization to produce any high-frequency information.

To determine the extent to which each of our three data sets affects the results, we tested our approach by excluding different combinations of the data sets. We used the same inverse framework as before, but took into account only how well the output $d$ matches the data observations $d_{\text{obs}}$ for the data sets included in that test. Excluding all data sets evaluates the effect of the perturbation construction by resampling the *a priori* distribution (Mosegaard and Tarantola, 2002). Figure 3.7 illustrates that this null-test successfully recovers the prior, showing that no spurious information is produced by the sampling procedure. In each of the left three panels, the solution mean (blue curve) recovers the prior information and the standard deviation of the solutions (blue shading) fill the model space bounds.

Building up from this null-test, we tested two suites of three runs each to evaluate the sensitivity of results to each of the data sets. The first suite includes only one data set at a time, and the second suite includes two data sets at a time. The results from both suites are similar, and we show only the results from the second. Figure 3.8 shows the mean solution from each run of the second suite: excluding $\Delta$age (purple), excluding diffusion length (blue), and excluding layer thickness (green), compared alongside the full results.
Figure 3.7: The results of the null-test to recover the \textit{a priori} distribution are shown as the mean and standard deviation for each model and data parameter (blue curve and shading). For comparison the \textit{a priori} information is shown in magenta and the ice-core data is shown in red.

including all parameters (black). The right three panels show the effect on the fit of the data parameters, producing, as expected, the worst fit to each data set when that information is excluded from the problem. The left three panels of Figure 3.8 show how the exclusion of
each data set impacts the mean of each set of solutions. The result for the thinning function suggests that, from 40 - 54 ka, the diffusion-length record pulls the thinning function to greater values (less thinning), while the layer thickness pulls the thinning function to smaller values (more thinning). Surprisingly, for accumulation rate, excluding layer thickness from the problem does not change the result significantly. The temperature reconstruction is not sensitive to any particular parameter from 0 - 20 ka, but beyond 20 ka, the temperature reconstruction is sensitive to all three datasets.

3.7 Discussion

We interpret the results of each reconstructed model-parameter individually. Because the probability distributions in Figure 3.6 are near-Gaussian, the mean and standard deviations of the solution set for each parameter are appropriate metrics in describing the total result. Our purpose in this section is to provide an example of how results from our method may be interpreted alongside comparison data sets. Comparing with other data sets illustrates what information has been gained from this reconstruction. In each case, we make recommendations for future work.

3.7.1 Accumulation-Rate and Thinning-Function Reconstructions

Because the results for accumulation rate and thinning function are fundamentally linked through Equation 3.17, we discuss them together. Figure 3.9 shows the mean and standard deviation of the reconstructed accumulation rate in the solid black curve and grey shading. The comparison data set plotted in dashed red is the destrained annual-layer thickness data, adjusted using the DJ-model output. While similarities in the high-frequency variability directly reflect the information in the annual-layer thickness data set, differences in the lower-frequency variability reflect new information gained from the optimization.

High-frequency variability in the accumulation-rate reconstruction is limited by our enforc-
Figure 3.8: Analysis of the sensitivity of the \textit{a posteriori} distribution to information in each data set. Each color shows the \textit{a posteriori} distribution mean for a different sensitivity test. We compare the results when $\Delta$age is excluded (purple), when diffusion length is excluded (blue), when layer thickness is excluded (green), and when all data sets are included (black). Red curves in the right panel show ice-core data and uncertainties.

ing smooth perturbations at each iteration. Higher-frequency information can be obtained by destraining the high-resolution layer-thickness data set with the thinning-function recon-
Figure 3.9: Accumulation-rate reconstruction and comparisons. The solid black curve and grey shading show the mean and standard deviation of the accumulation-rate parameters from the *a posteriori* distribution. For comparison, the dashed red curve shows the layer-thickness data destrained by a DJ-model output. Additionally, the dotted blue curve shows the layer-thickness data detrained by our reconstructed thinning function, providing an alternative, higher-frequency accumulation-rate reconstruction.

In Figure 3.10, we compare the thinning-function reconstruction with three independent thinning-function estimations. The solid black curve and grey shading show the mean and standard deviation for the reconstructed thinning function, the dashed red shows the 1-D DJ-model output, the dash-dot green shows the thinning output from a 2.5-D flow-band model, and the dotted blue shows an empirical calculations based on independent data from $\delta^{15}$N measurements.
A 2.5-D flowband model (Koutnik et al., 2016) is used to calculate the thinning function based on geophysical measurements of bedrock topography, ice velocity, and internal layering upstream of the South Pole ice core (Lilien et al., 2018). The thinning is computed only for the Holocene (to 12 ka) because this is the duration for which the modern spatial pattern of accumulation could be correlated with the layer-thickness variations in the ice core (Lilien et al., 2018). The past flow direction is not well constrained for ages older than 12 ka (ice that originated beyond 65 km upstream). The flowband model is forced with the modern accumulation pattern and ice thickness and tuned using variations in the flowband width to approximately match the surface velocity. The key result is that undulations in the bedrock topography cause a reversal in the thinning function (at 7 ka in Figure 3.10), where deeper ice has thinned less than shallower ice. These reversals cannot be generated in a 1-D model. The reversal supports the magnitude of variations in our the reconstruction. Ongoing modeling is exploring the differences in total thinning (e.g. differences in the thinning-function value around 7 ka).

We also obtain an independent thinning function using measurements of the $\delta^{15}$N of N$_2$ gas (Winski et al., 2019), following the methods described in Parrenin et al. (2012). The enrichment of $\delta^{15}$N is a linear function of the original diffusive column height (DCH) of the firn due to the signal of gravitational fractionation recorded at the lock-in depth (Sowers et al., 1989; Buizert et al., 2013). To account for firn densification, the ice-equivalent DCH is estimated by an adjustment factor of 0.69 (Parrenin et al., 2012). To determine the thinning that has occurred in the ice sheet, the ice-equivalent DCH is compared to the $\Delta$depth of the ice core, which reflects the thickness of ice in the ice core that originally comprised the firn column at the ice-sheet surface. The $\Delta$depth is simply $\Delta$age multiplied by the depth-age relationship given by the ice timescale. The thinning function $\Gamma$ is then given by (Parrenin et al., 2012):

$$\Gamma = \frac{\Delta \text{depth}}{0.69 \times \text{ice-equivalent DCH}}$$  \hspace{1cm} (3.24)
Our thinning function reconstruction and the independent $\delta^{15}N$-based thinning function show significantly less thinning between 35 and 55 ka as compared to the 1-D DJ-model output. This decreased thinning at the bottom of the core can be explained by ice flowing up and over rises in the bedrock topography, suggesting topography plays an important role in shaping the thinning function.

In general, thinning functions lack small-scale variability because they integrate the total thinning experienced at a given depth. Since our reconstruction is allowed to find any best-fitting solutions, significant variability, large- and small-scale, appears in this result. Comparing the reconstruction with both an empirical thinning function and 2.5-D flow-band
model output gives two additional independent-estimates of the variability expected in the thinning function. The empirical estimate provides validation of some of the small-scale structure in the reconstruction, such as the sharp peak around 7 ka and the soft peak around 40 ka. The preliminary result from the 2.5-D flow-band model also suggests that this type of structure, particularly the peak at 7 ka, is possible given bedrock variations upstream of the SPC14 site. However, information about the bedrock topography farther upstream is required to extend that comparison through the entire depth of the core. This result is significant because it establishes the possibility of structure in the thinning function, particularly in the upper half of the core, which impacts the accumulation-rate reconstruction. Further work is needed to fully interpret upstream ice-flow at SPC14 and its impact on the thinning function.

3.7.2 Temperature Reconstruction

We plot the mean (solid black) and standard deviation (grey) of the temperature result in Figure 3.11. For comparison, we plot a scaled version of the sea-water-corrected water-isotope record (Bintaja and van de Wal, 2008). The dashed red curve uses a scaling of $0.8\%^\circ C^{-1}$, the modern surface isotope-temperature relationship at the site (Fudge et al., 2019). We do not necessarily expect this slope to be valid through time, but use it here as an illustrative comparison with the reconstruction.

The temperature reconstruction and the water isotopes are well-correlated through the record. Each show a gradually-cooling glacial period with variability of roughly 2 - 4°C, a steep glacial-interglacial transition, and a warmer Holocene. Prominent events in other Antarctic ice cores are present in both records, including the ACR around 14 ka and the AIM2 event around 23.5 ka (Stenni et al., 2010, 2011; Buizert et al., 2015). The timing of the LGM around 20 ka also matches well with other Antarctic water-isotope records.

The correlation between the temperature reconstruction and the water isotopes decreases
Figure 3.11: Temperature reconstruction and comparisons. The solid black curve and grey shading show the mean and standard deviation of the temperature parameters from the \textit{a posteriori} distribution. For comparison, the dashed-red curve shows the water-isotope record scaled by the modern surface-slope at the site, $0.8 \ \%_{\text{o}}^\circ \text{C}^{-1}$. This reconstruction follows the conventional approach to isotope-temperature reconstructions for East Antarctic ice cores.

significantly prior to 40 ka. We suspect this is due to how uncertainty in the ice-core timescale has different effects the water isotopes and the derived data sets used in the reconstruction. A small shift in the timescale of either record would match up similar variability in the records. Future work is exploring the impacts on the reconstruction of varying the timescale within its uncertainty bounds.
3.7.3 South-Pole-Site Temperature Reconstruction

Because SPC14 was drilled far from the divide, deeper ice in the core originated at the surface increasingly farther upstream. Since any information recorded in the core contains information about conditions upstream, appropriate corrections are required to determine a history for the South Pole site itself (Dahl-Jensen et al., 1997; Huybrechts et al., 2007; Neumann et al., 2008). In the temperature reconstruction, we corrected for this advection of ice by making an adjustment for the assumed elevation change upstream (Fudge et al., 2019). The ice flows down slope from higher and colder elevations. Assuming relatively stable ice-sheet surface-topography through time, we use a lapse rate of $10^\circ\text{C km}^{-1}$ to calculate a correction to the temperature reconstruction for the core. The magnitude of this correction grows with depth in the core and results in a roughly $1^\circ\text{C}$ warming correction in the glacial period. The solid black curve and grey shading in Figure 3.12 shows the advection-corrected temperature reconstruction.

We use our temperature reconstruction to examine the isotope-temperature relationship by calibrating the relationship at each depth point in the reconstruction. To compare the water-isotope measurements with the advection-corrected temperature reconstruction, we correct the $\delta^{18}\text{O}$ record for variations in sea water based on Bintaja and van de Wal (2008) and for advection based on upstream surface water-isotope measurements (Fudge et al., 2019). We calibrate the isotope-temperature relationship first with a constant slope through time (dashed-red curve in Figure 3.12). Unlike the red curve in Figure 3.11, this scaling makes use of the independent temperature information gained from our reconstruction to calibrate the relationship back in time. The single-slope calibration yields a relationship of $0.99 \%\text{o}^\circ\text{C}^{-1}$, which provides a better fit to the reconstruction than the modern surface relationship of $0.8 \%\text{o}^\circ\text{C}^{-1}$ used in Figure 3.11.

The match between isotopes and the temperature reconstruction can be further improved by allowing the relationship to vary. We allow the relationship to vary across two different
Figure 3.12: Reconstructions of the South Pole site temperature. The solid black curve and grey shading show our temperature reconstruction. Dashed-red curve shows the scaled water-isotope record as calibrated against the reconstruction with a constant relationship. Dotted-blue curve shows the scaled water-isotope record calibrated with a relationship allowed to vary across different time domains and across different frequencies of variability. All three reconstructions are corrected for advection of ice from a colder and isotopically-depleted origin upstream.

time periods and across different frequencies of variability. We separate the temperature and isotope records into glacial (20 - 54 ka) and post-glacial (0 - 20 ka) time periods and use a Butterworth filter to separate the signal into frequency ranges above and below a period of 10 ka, yielding the four different relationships listed in Table 3.1. The combination of each of these slopes is shown in the dotted-blue curve in Figure 3.12, producing a better fit to the temperature reconstruction compared to the single-slope calibration in red. While previous work in central Antarctica has assumed that the isotope-temperature relationship remains constant through time (Jouzel et al., 2003), these results suggest that it can vary significantly
Table 3.1: Slopes calculated by calibration of water isotopes with the temperature reconstruction. Four different slopes were calibrated by separating the records into two different time periods (glacial and post-glacial) and by separating the high- and low-frequency variations of the signal. The time periods are separated before and after 20 ka. The high- and low-frequency ranges are separated above and below a period of 10 ka.

<table>
<thead>
<tr>
<th>Time Period</th>
<th>Frequency Range</th>
<th>Calibrated Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glacial</td>
<td>High</td>
<td>0.67 °C/°C</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>0.73 °C/°C</td>
</tr>
<tr>
<td>Post-Glacial</td>
<td>High</td>
<td>0.70 °C/°C</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>1.13 °C/°C</td>
</tr>
</tbody>
</table>

through time at a site such as the South Pole. A variable isotope-temperature relationship has significant implications for estimating past temperature from ice-core water-isotope data.

The importance of a variable isotope-temperature relationship is apparent when examining the magnitude of glacial-interglacial temperature change, a common target for determining climate sensitivity from the paleoclimate record. Our reconstruction finds a temperature change of approximately 6.2°C, as defined by the difference in the mean temperatures at intervals of 0.5 - 2.5 ka and 18 - 21.4 ka, in good agreement with recent work using δ¹⁵N (Buizert et al., in prep.). This result suggests less cooling than has been found from linear-scaling of water-isotope records elsewhere in East Antarctica (Genthon et al., 1987; Jouzel et al., 2003; Stenni et al., 2003, 2010). These other estimates assume that the isotope-temperature relationship stays constant through time, which results in a colder LGM. This analysis shows that a variable isotope-temperature relationship results in a smaller temperature change. This smaller glacial-interglacial change is consistent with GCM results (Masson-Delmotte et al., 2013), resolving a longstanding discrepancy between temperature estimates from climate models and ice-core data (Crowley and North, 1991; Masson-Delmotte et al., 2006).

In future work, both our reconstruction and the scaled water-isotopes can be used as tem-
perature estimates for SPC14. Although we point out that water isotopes do not perfectly reflect changes in temperature, they contain higher-frequency information than our reconstruction, which is fundamentally limited by the lower-resolution ∆age and diffusion-length data sets. In future studies, the choice to use one of these reconstructions over the other will depend on the purpose and goals of that work.

3.8 Conclusion

We have used a Monte Carlo inverse approach to combine information from three different data sets from the South Pole ice core. Any single data set from an ice core provides only a limited amount of information for interpretation. Using multiple data sets together creates stronger constraints on the climate and glaciological records inferred from the ice core. We have shown that combining ∆age, diffusion length, and annual-layer thickness data sets can robustly constrain reconstructions of temperature, accumulation rate, and thinning function. The temperature reconstruction suggests a variable isotope-temperature relationship through time, as well as a smaller glacial-interglacial temperature change than previously estimated elsewhere in East Antarctica. The reconstructions of accumulation rate and thinning function imply some small-scale variation in thinning as well as less total thinning at depth as compared to the output of a 1-D ice-flow model. In the future, this Monte Carlo approach could be modified to constrain reconstructions using data sets from new or existing ice-core records.
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Chapter 4

IMPACTS OF TOPOGRAPHY AND CO$_2$ CHANGE ON ANTARCTIC GLACIAL-INTERGLACIAL TRANSITIONS

Emma C. Kahle, Eric J. Steig, Dargan M. W. Frierson

Large changes in the climate system, such as the most recent glacial-interglacial transition, provide opportunities to study a robust signal in the paleoclimate record. Recent improvements in interpretation of East Antarctic ice-core data estimate a deglacial temperature increase of about 6°C, significantly less than estimates for the Arctic. General circulation models (GCMs) are important tools for examining the physical mechanisms underlying such a change in the climate system. In this work we use an aquaplanet GCM to simulate glacial-interglacial transitions with idealized topography and CO$_2$ changes. We find a simple relationship between elevation and temperature sensitivity to radiative forcing. Due to the high elevation of Antarctica, polar amplification of surface warming is damped. Without high albedo over ice, these simulations suggest a possible explanation related to the vertical structure of the atmosphere. This result is important for comparison of ice-core data from sites at differing elevations, as well as for model-data comparisons of reconstructed temperature change.
4.1 Introduction

Earth’s climate system has cycled through glacial and interglacial periods for over two million years. The timing of these cycles is driven by orbital changes that alter the timing and distribution of insolation hitting Earth (Milankovitch, 1941; Hayes et al., 1976). The mean climate forcing imparted by these insolation changes is amplified by internal feedbacks within the climate system, resulting in large swings between glacial and interglacial climate states. Studying the climate dynamics and feedbacks that have driven large climate changes in the past improves understanding of Earth’s climate system.

To study past climate changes, we can use either paleoclimate data or models of the climate system. Observations from proxies such as tree rings, ice cores, and ocean sediment cores provide information about changes that have occurred in the past (Evans et al., 2013). Climate models of varying complexity from simple, toy models to fully-coupled general circulation models (GCMs) provide information about how various processes may produce changes in climate (Hoskins, 1983). When reconstructions and simulations of past change between data and models are consistent, we have higher confidence in those estimates and can validate the utility of the model (Braconnot et al., 2007). When data and model estimates differ, we must reconcile the discrepancy.

Temperature reconstructions from ice cores have long been used as paleoclimatic data constraints on Earth’s climate sensitivity (Manabe and Broccoli, 1985; Genthon et al., 1987; Lorius et al., 1990) and are often used as validation against paleoclimate results from GCMs (Annan and Hargreaves, 2015). A major focus has been on the most recent large-scale change in Earth’s climate, the glacial-interglacial temperature change from the last glacial maximum (LGM) to the present day. Current estimates of the glacial-interglacial temperature change in East Antarctica using water-isotope paleothermometry are about 8 - 11°C (Genthon et al., 1987; Jouzel et al., 2003; Stenni et al., 2003). However, GCM results indicate a smaller change of about 5 - 8.5°C (i.e. Masson-Delmotte et al. (2006); Braconnot et al. (2007); Masson-
Delmotte et al. (2013)). Despite model-data agreement on mid-Holocene temperatures, this longstanding model-data discrepancy in LGM temperatures has led to scrutiny of the physics included in models against the assumed accuracy of the data reconstructions (Crowley and North, 1991; Masson-Delmotte et al., 2006).

The most recent temperature reconstructions from East Antarctic ice cores revise previous data estimates and agree well with GCM temperature estimates. With higher-resolution ice-core data, new analysis techniques that do not rely on the conventional linear-scaling of water-isotope records give glacial-interglacial estimates of about $6^\circ$C (Kahle et al., in prep.; Buizert et al., in prep.; Markle et al., in prep.). Smaller values require that the isotope-temperature relationship vary through time. The conventional East Antarctica isotope-temperature estimates are greater because this relationship is assumed to be constant (Jouzel et al., 2003). With improved interpretation of water-isotope data, the model-data mismatch is reconciled without revision of the physics included in climate models. As such, climate models can be used as tools to determine the physical mechanisms underlying glacial-interglacial temperature changes.

Within the context of Antarctic glacial-interglacial temperature changes, two of the most important forcings and feedbacks are changes in ice-sheet elevation and changes in atmospheric CO$_2$ concentration. Many modeling studies have shown that earth surface topography can affect global climate dynamics (e.g. (Kageyama and Valdes, 2000; Justino and Peltier, 2006; Hamon et al., 2012; Justino et al., 2015)), and specifically that the elevation of the Antarctic ice sheet can affect local and global atmospheric and oceanic circulation (e.g. (Justino et al., 2014; Knorr and Lohmann, 2014; Steig et al., 2015; Singh et al., 2016; Salzmann, 2017)). The importance of atmospheric CO$_2$ concentration in climate models has been widely studied (e.g. (Manabe and Wetherald, 1975)), and many studies have looked specifically at the impacts of atmospheric CO$_2$ changes in the high latitudes (e.g. Gallee et al. (1992); Loutre and Berger (2000); Singh et al. (2017)). Combining the effects of topography and CO$_2$ concentration, previous work has shown that a strong inversion over Antarctica is important for
setting the Antarctic temperature response to glacial-interglacial changes. While a negative lapse-rate feedback at low latitudes allows vertical mixing of surface warming, inversions over the Antarctic ice sheet trap warming at the surface, leading to amplified polar warming (Pithan and Mauritsen, 2014; Salzmann, 2017; Hahn et al., 2019).

Many of these studies use fully-coupled ocean-atmosphere models, representing the upper end of the model-complexity hierarchy (Hoskins, 1983; Held, 2005). Although these models incorporate as many details as possible about the climate system, the complexity of interactions can obscure the understanding of individual processes. On the opposite end of the model-complexity hierarchy, the simplest models seek to understand particular processes at the possible cost of neglecting key processes in the real climate system. Mid-complexity models are valuable tools in striking this balance between simulation and understanding (Held, 2005; Blackburn and Hoskins, 2013). In this study, we use a mid-complexity model designed to fill the gap between idealized modeling and high-end simulations.

To improve understanding of Antarctic glacial-interglacial warming, we compare idealized simulations using an aquaplanet GCM (as described in Kang et al. (2008)). We investigate the influence on temperature and other climate variables of Antarctic ice-sheet elevation and atmospheric CO$_2$ level. We seek to understand the impacts of each of these factors. With a suite of model experiments comparing LGM-like and pre-industrial-like topography and CO$_2$ states, we determine that reduced elevation enhances polar amplification of surface temperature even without a surface temperature inversion.

### 4.2 Methods

In this work, we use the aquaplanet version of the AM2 model, an atmospheric general circulation model developed at the Geophysical Fluid Dynamics Laboratory (Anderson et al., 2004; Kang et al., 2008). The model grid has a horizontal resolution of 2° of latitude by 2.5° longitude, with 24 vertical levels. The surface of the planet is covered by a motionless, slab
ocean of 2.4 meters depth. The ocean has a small heat capacity \((1 \times 10^7 \text{ J m}^{-2} \text{ K}^{-1})\) to reduce the run time required to reach equilibrium. Ocean temperatures are allowed to drop below freezing, but no sea ice forms. The albedo of the surface varies with the angle of incidence (higher angle, higher albedo), following a simple analytic dependence on zenith angle (Taylor et al., 1996). The average albedo is approximately 0.06, an appropriate value for a dark ocean surface. Figure 4.1 shows the albedo as it varies with latitude. Finally, the obliquity of Earth’s orbit is set to zero, resulting in a perpetual-equinox state. As such, there is no seasonal cycle, but the diurnal cycle is retained.

We test two different CO\(_2\) levels, 180ppm and 280ppm, simulating glacial and interglacial states. We test three idealized topography configurations: a flat configuration (Flat), a
sloping cone (Cone), and an asymmetrical sloping-cone representing a higher East Antarctica and a lower West Antarctica (Step). The Flat runs provide a control against which to compare the effects of topography (Cone) and, in particular, asymmetric topography (Step). Figure 4.2 shows surface height maps and vertical profiles of each configuration. The height of Step is equal to that of Cone over East Antarctica and varies only over West Antarctica. The outlines of the continents are for reference only, as no simulations include any land surface. Note that the topography in Cone and Step extends to 50°S, beyond the outlined continent. The small irregularity in slope around 70°S reflects an artifact created by smoothing the topography. Each topography configuration is run at each CO$_2$ level, for a total of six model simulations, as outlined in Table 4.1.

Table 4.1: Summary of model simulations. Three topography configurations run at two CO$_2$ levels for a total of six simulations.

<table>
<thead>
<tr>
<th>Name</th>
<th>Topography Configuration</th>
<th>CO$_2$ Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat180</td>
<td>Flat</td>
<td>180 ppm</td>
</tr>
<tr>
<td>Flat280</td>
<td>Flat</td>
<td>280 ppm</td>
</tr>
<tr>
<td>Cone180</td>
<td>Cone</td>
<td>180 ppm</td>
</tr>
<tr>
<td>Cone280</td>
<td>Cone</td>
<td>280 ppm</td>
</tr>
<tr>
<td>Step180</td>
<td>Step</td>
<td>180 ppm</td>
</tr>
<tr>
<td>Step280</td>
<td>Step</td>
<td>280 ppm</td>
</tr>
</tbody>
</table>

We run each simulation for a total of 25 years. We disregard the first 5 years of each run as a spinup and average the remaining 20 years to yield the mean climate state. These choices for spinup and total run length are much longer than those used in previous work with this model (e.g. Kang et al. (2008) and Ceppi et al. (2013), who used run lengths of 7 and 8 years, respectively). Because we focus on the polar regions, which have a relatively small spatial area, we use longer run lengths to reduce the variance of the results. We evaluate the run length by comparing differences in the Flat runs. The top panel of Figure 4.3 shows
Figure 4.2: Surface height maps (upper panels) and vertical profiles (lower panels) of each topography configuration. Outlines of the continents are for reference only; there is no land surface in any of the configurations. Note that the topography in Cone and Step extends to 50°S, beyond the outlined continent.
Figure 4.3: Top panel shows evolution of polar-mean surface temperature (80-90°S) through model time in Flat280. Vertical dotted line denotes end of 5-year spinup period. Bottom panels show a comparison of maps of surface temperature change at run lengths of 5, 10, and 20 years. Each bottom panel shows the difference in surface temperature between Flat280 and Flat180. Zonal symmetry increases with increasing run length.

The evolution through model time of the polar-mean surface temperature from 80-90°S. After removing the first five years as a spin up period, the mean of the temperature evolution is fairly constant. Because the equilibrium state of the Flat runs should be zonally symmetric, any deviation in zonal symmetry indicates noise relative to equilibrium. The bottom panels of Figure 4.3 show the improvement in zonal symmetry with longer run times. The difference in surface temperature between Flat280 and Flat180 becomes increasingly zonally symmetric as run length increases. As the majority of our analysis examines zonal-mean variables, the level of asymmetry produced at the 20-year run length is acceptable, and we keep this level in mind when analyzing spatial results.
Figure 4.4: Effect of varying timesteps in the model run. Zonal-mean total cloud amount and zonal-mean surface temperature are plotted for timesteps of 10 and 30 minutes (solid red and dashed red). For comparison, the blue curve in each panel shows the much smaller change in response to a change in CO\textsubscript{2} holding the timestep constant at 10 minutes.

The model is run at a timestep of 10 minutes. This value is less than the default of 30 minutes, but was required to resolve numerical instabilities. Tests at different timesteps revealed large differences in mean-state results. Often, model runs at the 30-minute timestep became numerically unstable and did not produce the entire 25 years of results. When 25 years of results were successfully output, the longer timestep produced a global increase in cloud cover, mostly in low clouds. The mechanism in the longer-timestep run that created these clouds is not clear, but was associated with a decrease in global temperature due to increased outgoing-shortwave radiation. The magnitude of cooling associated with this cloud effect was much greater than the impact from changing the CO\textsubscript{2} level. Figure 4.4 illustrates this effect, showing in solid-red and dashed-red the difference in zonal-mean total cloud amount in the left panel and the difference zonal-mean surface temperature in the right panel. The blue curve shows the much smaller impact from a change in CO\textsubscript{2}. We did not test timesteps shorter than 10 minutes, but point out that simulations with consistent timesteps of 10 minutes allow for robust comparisons in this analysis.
4.3 Results

We compare the results of each simulation. All topography comparisons are made at a constant CO$_2$ level of 280ppm.

4.3.1 Temperature

The surface temperature in Antarctica is affected by changes in both topography and CO$_2$ level. A reduction in topography yields local surface warming. In Figure 4.5, the upper panel shows the zonal-mean surface temperature of the Flat and Cone simulations, and the lower panel highlights the difference in surface temperature due to reduced topography (Flat280-Cone280). The dotted black line shows the difference in the surface potential temperature $\theta$ (surface temperature normalized to a constant pressure), as defined by:

$$\theta = T \left( \frac{P_0}{P} \right)^{R/c_p},$$

where $T$ is the surface temperature, the reference pressure $P_0 = 1000$ hPa, $P$ is the pressure at the surface, $R$ is the gas constant, and $c_p$ is the heat capacity of dry air. This calculation assumes a dry adiabatic lapse rate, which is an appropriate assumption for Antarctica. The potential temperature shows that even when accounting for the effect of the lapse rate with changing elevation, there is still warming over the reduced topography. At all other latitudes, and particularly in the Southern Hemisphere tropics, there is a decrease in both surface temperature and potential temperature. This Northern Hemisphere result is entirely consistent with past work (e.g. Singh et al. (2016)). An asymmetrical reduction in topography produces even more warming over the lowered area, as shown in the maps of potential-temperature change in Figure 4.6. In the asymmetrical case, the warming signal is stronger from longitudes 0-90°W than from 90-180°W, with a region of cooling at slightly
lower latitudes along 180°W. The warming also extends over the unchanged East Antarctic topography within the high latitudes.

Figure 4.5: Zonal-mean surface and potential temperature. The upper panel shows surface temperature for Flat and Cone at each CO₂ level. The bottom panels show the change due to topography for surface and potential temperatures with CO₂=280ppm.
Figure 4.6: Response in surface potential temperature to a change in topography. The differences in Cone-Flat and Cone-Step both run with CO₂=280ppm.

The upper panel of Figure 4.5 illustrates that, regardless of topography, an increase in CO₂ yields an increase in surface temperature at all latitudes. Figure 4.7 highlights this response to increased CO₂ in Flat and Cone. There is a larger difference in the temperature responses over Antarctica compared with the high-northern latitudes. Figure 4.8 shows vertical profiles of the polar-mean temperature, averaging the temperature at a given height over all latitudes greater than 80°S. We divide the results of Step into Step East (longitudes 0-180°E) and Step West (longitudes 0-180°W). The left panel shows the absolute profiles for each simulation, and the temperature gradient just above the surface indicates the stability of the near-surface air. The Cone and Step East simulations have the largest temperature gradient with height just above the surface, and thus the least-stable surface air. Flat has a nearly-vertical temperature gradient above the surface, and thus the most-stable surface air. However, unlike temperature observations from Antarctica, none of the simulations produces a strong temperature inversion due to much lower albedo of the aquaplanet ocean compared to the ice-sheet surface. The right panel shows the responses of each simulation to an increase in CO₂. Flat shows the greatest surface warming, while Cone and Step East show the least surface warming. The surface warming response in Step West is intermediate between the
high topography and Flat.

Figure 4.7: Zonal-mean surface temperature response to CO$_2$ change in Flat and Cone.

4.3.2 Energy Balance

The different components of the energy balance can be characterized by the top-of-atmosphere (TOA) net incoming radiation together with the outgoing longwave (LW) radiation. The TOA net radiation is defined as the difference between incoming shortwave (SW) radiation and outgoing SW and LW radiation:

$$Net\ Radiation_{TOA} = SW_{in} - (SW_{out} + LW_{out})$$

(4.2)
Figure 4.8: Vertical profiles of temperature averaged from 80-90°S. The left panel shows absolute profiles for each simulation, where Step results have been separated into Step East and Step West. The right panel shows the response in each topography configuration to an increase in CO₂.

The middle panels in Figure 4.9 show that a reduction in topography leads to three distinct changes in the radiation balance: 1) a local decrease in the net and increase in outgoing LW radiation, 2) an increase in the net and decrease in the LW radiation at mid-southern-latitudes, and 3) a southward shift of the local minimum in both the net and outgoing LW radiation. An increase in CO₂ has a smaller impact on the energy balance and varies only slightly with topography (right two panels). Over the topography, Cone and Flat have similar responses in outgoing LW radiation change, but Cone has a smaller change in the net radiation. Flat has a larger response in outgoing SW radiation (not shown) in order to balance Equation 4.2. In the tropics, the outgoing LW radiation decreases more in Flat than in Cone. Finally, in the high northern latitudes, Flat has a greater response in both net and LW radiation as compared with Cone, a difference not seen in the temperature result.
Figure 4.9: Radiation balance as described by top-of-atmosphere (TOA) net radiation (defined as positive for incoming radiation) and outgoing longwave (LW) radiation. Zonal mean plotted for Cone and Flat simulations (left panels), in addition to the responses to topography change at CO$_2$=280ppm (middle panels) and CO$_2$ change (right panels).
Figure 4.10: Northward heat transport calculated from integrating the TOA net radiation from 90°S to 90°N. Zonal mean for Cone and Flat shown on the left, and response in zonal mean to CO₂ change shown on right.

The northward heat transport (NHT) is determined by integrating the energy imbalance from the TOA net radiation over the surface of the Earth from 90°S to 90°N. With reduced topography, there is a decrease in the NHT, especially in the Southern Hemisphere (left panel of Figure 4.10). Flat has a greater NHT response to CO₂ change, especially in the Northern Hemisphere, but also from 50-80°S (right panel of Figure 4.10).

### 4.3.3 Clouds and Precipitation

The largest effect on clouds, both low and high, comes from a change in topography. The upper left panel in Figure 4.11 shows that low clouds increase significantly over the largest change in topography (70-90°S), while they decrease slightly on the sloping edge of the topography (70-50°S), and the response oscillates towards lower latitudes. High clouds experience the opposite effect, with a decrease over the reduced topography and increase over the sloping edge. High clouds also show a shift in maximum near the equator. In both high and low clouds there is a slight increase in northern latitudes.
The bottom panels of Figure 4.11 show the responses of clouds to changing CO$_2$. Increasing CO$_2$ causes a large decrease in all cloud cover near the equator. In mid-latitudes, there is a decrease in low clouds and slight increase in high clouds. Over Antarctica, the responses differ for Cone and Flat. In Cone, there is a decrease in low clouds and increase in high clouds, while in Flat there is a decrease in high clouds and little change in low clouds. In general, the trends in the total cloud amount follow closely the trends in the low cloud amount, suggesting that low clouds are more dominant than high clouds.

Figure 4.11: Responses in low and high cloud amounts. Top panels show responses to topography change with CO$_2$=280ppm, and bottom panels show responses to CO$_2$ change.
Precipitation is related to cloud cover, but the regions of largest change differ. The left panel of Figure 4.12 shows that the largest change in precipitation due to reduced topography is a northward shift of the low-latitude maximum. Following the pattern of low clouds, there is a small decrease in precipitation over the edge of the continent (50-70°S) and a small increase in precipitation over the middle of the continent (70-90°S). The right panel shows the response of the difference between moist static energy and dry static energy (MSE-DSE) to the reduced topography. There is a large decrease in MSE-DSE throughout all levels of the troposphere in the southern tropics.

Figure 4.12: Response to reduced topography in total precipitation (left) and in the difference between moist static energy and dry static energy (MSE-DSE) (right). All runs at CO₂=280ppm

4.3.4 Winds

Figure 4.13 illustrates the surface-wind response to changes in topography. In Flat, the winds decrease with increasing latitude from westerlies around 60°S to almost zero at 90°S. With the addition of Cone topography, the sloping elevation leads to southerly winds at the highest latitudes, which tend towards easterlies due to the Coriolis force. Note that for this
particular comparison we show the addition, rather than the reduction, of topography to illustrate how winds are generated by an increase in topography. Asymmetric topography further affects the surface winds. Over East Antarctica, Step also creates strong easterlies. Over West Antarctica, Step results in an increase in westerly strength over West Antarctica, though the prevailing wind direction is still easterly.

Figure 4.13: Response in surface winds to changes in topography. Upper left panel shows surfaces winds in Flat280. Upper right panel shows response to addition (rather than reduction) of Cone topography at CO$_2$=280ppm. Lower left panel shows surface winds in Step280. Lower right panel shows response in reducing topography from Cone to Step at CO$_2$=280ppm.
Response to changing CO$_2$ level affects the winds to a lesser degree than topography. The main feature seen in response to CO$_2$ change is an increase in westerly winds in the stratosphere in the tropics. This increase is amplified in Cone, and there is an additional increase in westerly winds at all pressure levels in the high northern latitudes of Cone.

Figure 4.14: Vertical profile of zonal mean shown for zonal component of the wind. Left and right panels show the responses to CO$_2$ change in Flat and Cone, respectively.

### 4.4 Discussion

The results from our six model simulations provide insight into how Antarctic topography and the atmospheric CO$_2$ level impact climate dynamics on local and global scales. First we examine the impact of topography in isolation, concluding that this work confirms the results of many past studies on Antarctic elevation change. Second we consider the combined impact of changes in topography and CO$_2$ together. We find that an increase in topography damps polar amplification of surface warming.

#### 4.4.1 Impact of Topography

A reduction in Antarctic topography leads to local warming and remote cooling at all other latitudes. This result has been found in previous GCM studies examining changes in Antarct-
tic topography (Ogura and Abe-Ouchi, 2001; Knorr and Lohmann, 2014; Singh et al., 2016). To accommodate the increased outgoing LW radiation due to this warming, southward energy transport increases. This mechanism is explained by Ogura and Abe-Ouchi (2001) and replicated in many other atmospheric GCM studies (e.g. Mechoso (1981); Simmonds and Law (1995); Quintanar and Mechoso (1995); Walsh et al. (2000)). These studies show that the increase in southward energy transport is accomplished by baroclinic eddies.

This change in the meridional heat-transport causes a northward shift of the intertropical convergence zone (ITCZ) in response to a decrease in Antarctic topography. This shift is reflected in the responses of the energy balance, the cloud cover, and the precipitation. The northward ITCZ shift drives cross-equatorial energy transport to transfer more energy southward. Previous studies have found that the ITCZ shifts towards the warmer hemisphere (Broccoli et al., 2006; Kang et al., 2008; Ceppi et al., 2013). This result is consistent with our result because an increase in topography is effectively an increase in energy due to decreased outgoing LW radiation over the continent. Other work emphasizes this shift in terms of achieving meridional energy balance, highlighting the ITCZ shift towards the more energetic hemisphere (Chiang and Bitz, 2005; Kang et al., 2008; Frierson and Hwang, 2012; Singh et al., 2016). Consistent with previous work, our results show the ITCZ shift away from the decreased topography in order to increase southward energy transport and balance the TOA radiative energy loss from topography reduction. Singh et al. (2016) showed that in atmosphere-only models, without the contribution of ocean heat transport, the atmosphere is solely responsible for increasing southward energy transport to balance the hemispheres. In the absence of ocean heat transport, the ITCZ shift in these simulations is greater than it would be if coupled to a circulating ocean.

The presence of topography has a significant impact on the dynamics of cloud formation over Antarctica. Over higher and colder topography, there is less moisture available to form clouds. With fewer low clouds, less SW radiation is reflected back to space. Despite this increase in SW radiation that reaches the surface, the outgoing LW radiation is still lower
over the topography due to the decrease in surface temperature. Therefore, the decrease
in cloudiness that results from the presence of the ice sheet acts to damp the response of
surface energy balance.

Strong, easterly down-sloping winds develop over Cone and Step, compared to the almost-
static polar winds in Flat. The strong easterly component reflects the balance between the
Coriolis force and surface friction (Parish and Waight, 1987). The pattern of surface wind
change in West Antarctica in Step compared to Cone is associated with conservation of
potential vorticity. As the easterlies flow downslope from longitude 0 to 45°W, the height
of the atmosphere increases and the air column would be expected to spin up in the same
direction as the planetary vorticity, resulting in a cyclonic circulation anomaly (Steig et al.,
2015). The opposite effect occurs for winds heading upslope towards East Antarctica from
135°W to 180°W where the height of the atmosphere decreases. Steig et al. (2015) found the
same result in a suite of models of increasing complexity. They showed that these changes
in surface winds directly correspond to changes in potential temperature. In Figure 4.15 we
make the same comparison and likewise conclude that changes in the winds are associated
with temperature changes not accounted for by the lapse rate from elevation change.

4.4.2 Combined Impact of Topography and CO₂ Change

A significant outcome of this work is that polar amplification of warming due to increased
CO₂ is damped locally by increased Antarctic topography. Figure 4.16 shows that with
lower topography, an increase in CO₂ causes greater polar amplification. We calculate polar
amplification as the polar surface-temperature change (80°S to 90°S) divided by the surface-
temperature change in the tropics (30°S to 30°N). The normalized change provides a metric
of polar amplification by accounting for differences in low-latitude temperature change in
each simulation. The Step results are separated into East and West Antarctica, demonstrat-
ing that, even within the same simulation, this relationship holds over varying elevation.
Comparing Flat and Cone, the presence of an idealized ice sheet damps polar amplification
Figure 4.15: Response of surface winds and surface potential temperature to reduction in topography from Cone to Step with CO$_2$=280ppm.

by a factor of about 1.6, similar to the factor between Southern and Northern Hemisphere polar amplification found in the analysis of PMIP2 models by Masson-Delmotte et al. (2006).

This relationship can be further examined by considering the vertical profiles of temperature and temperature change over Antarctica. The left panel of Figure 4.8 shows the temperature profile, which defines the lapse rate $\Gamma$: 
Figure 4.16: Response of polar-mean surface temperature to increased CO$_2$ for each simulation. Values are normalized by dividing the polar-mean surface temperature change (80°S-90°S) by the mean of the low-latitude surface temperature change (30°S-30°N) to get a metric for polar amplification of warming.

\[ \Gamma = -\frac{dT}{dz}, \]  

(4.3)

where $T$ is temperature and $z$ is height in the atmosphere. A smaller lapse rate $\Gamma$ corresponds to a more stable air column based on the principles of static stability (Wallace and Hobbs, 2006). The right panel of Figure 4.8 shows the change temperature, or the change in lapse rate $\Gamma$, in response to increased CO$_2$. In all simulations, the temperature change is greatest at the surface. The surface warms 2.5°C over Flat, 2.2°C over Step West, 1.9°C over Step...
East, and 1.8°C over Cone. Although the magnitude of surface warming decreases with elevation, all four vertical profiles of temperature change are quite similar at given pressure levels.

The temperature change gradient with height is indicative of a positive lapse-rate feedback across all simulations: the temperature change aloft is smaller than the change at the surface. This corresponds to a greater lapse rate $\Gamma$ in response to increased CO$_2$, which results in a decrease of static stability. This result is in stark contrast to the temperature change profile typical in the tropics. In the low latitudes, surface temperature changes are small compared to the temperature changes in the upper troposphere, indicating a negative lapse-rate feedback where the vertical structure becomes more stable in response to surface warming.

The positive lapse-rate feedback in these simulations is connected to the relatively stable near-surface temperature structure. The left panel of Figure 4.8 shows that $\Gamma$ is close to zero above each topography configuration. A stable near-surface structure, frequently observed over Antarctica and seen in more complex model results (Salzmann, 2017; Hahn et al., 2019), is often attributed to the surface-cooling effects of high albedo over ice as well as prolonged seasonal darkness in austral winter. However, stable profiles are present in these simulations even over a dark ocean surface with low albedo and in a perpetual-equinox state where all latitudes north of 90°S receive year-round sunlight. Even without the factors of albedo and seasonality of sunlight, the vertical temperature profiles in these simulations are stable enough to be associated with a positive lapse-rate feedback.

The stability of the vertical temperature profile is not identical across the simulations, but decreases with elevation as $\Gamma$ increases. The vertical structure in Flat is the most stable with a $\Gamma$ of approximately zero, while $\Gamma$ increases with increasing elevation. This greater stability over lower topography is associated with more trapping of surface warming. A possible, simple explanation for this stability is that increased air mass at lower elevation allows for more radiative cooling near the surface, which in turn creates a more stable temperature profile. This increased stability then allows for more surface warming. In reality, many other
factors influence the stability of the vertical profile as well, including the stable boundary layer flux, which is highly uncertain in models, as well as surface type and roughness, which impact boundary layer turbulence.

Future work should explore how changes in albedo and seasonality of sunlight affect the vertical temperature structure over Antarctic topography. The stability of the vertical structure of the atmosphere appears to play an important role in setting polar amplification. Since most modeling work includes both high albedo and seasonality, the individual impact of these factors on the stability of the vertical structure has not been previously examined. Isolating the effects of these factors, which have been excluded from the current analysis, can help to inform our understanding of how each contributes to atmospheric stability over Antarctica.

The response in cloud cover to a CO$_2$ change also differs between topographies, but with the opposite effect of the observed temperature response. The cloud response has a warming effect over higher elevation as reflective low clouds decrease and warming high clouds increase over the topography (Figure 4.11). This radiative change (Figure 4.9) may be balanced in Cone by a relative increase in northward heat transport out of the Southern Hemisphere compared to Flat (Figure 4.10). If this cloud effect dominated the temperature response, higher topography would have enhanced polar amplification. Rather, this cloud response may damp the more dominant effect of the stability gradient with height. Without clouds, the difference in surface warming between Cone and Flat may be even greater.

Although this work focuses on the Southern Hemisphere, there are impacts of Antarctic topography and CO$_2$ change in the Northern Hemisphere as well. The CO$_2$ response of northward heat transport (Figure 4.10), the zonal wind component (Figure 4.14), and the energy balance (the TOA net radiation and outgoing LW radiation of Figure 4.9) all show different Northern Hemisphere responses between Cone and Flat. Proposing mechanisms for these Northern Hemisphere effects is beyond the scope of this work, but we note the significant impact of Antarctic topography on northern responses to CO$_2$ change. These remote Northern Hemisphere effects are consistent with previous work implementing similar
topography changes, and have been explored in some detail by Singh et al. (2016).

4.4.3 Implications

The result that lowering the elevation of Antarctica enhances polar amplification is important for understanding past Antarctic temperature changes. While past modeling work has highlighted the role of a strong surface inversion and impacts of sea ice, this analysis demonstrates that more fundamental processes in the atmospheric column may contribute to the stable vertical structure. This result improves our understanding of why polar amplification over the Antarctic continent is damped compared to the Arctic, where the mean topography is lower. Past work has posited a number of more complex explanations for the large polar amplification observed in Greenland ice-core data, including dust forcing, changes in Northern Hemisphere vegetation, and feedbacks from ice albedo that influence atmospheric circulation and heat transport (Masson-Delmotte et al., 2006). In the Southern Hemisphere, the damped temperature change has been explained by increased heat uptake by the Southern Ocean (Sokolov and Rintoul, 2009) as well as the presence of the ozone hole over the continent (Thompson and Solomon, 2002, 2009). We note that modern observations also show greater warming in West Antarctica than East Antarctica (Steig et al., 2009), which is also qualitatively consistent with our experimental results. While these and other factors in both hemispheres may certainly be important as well, differences in the stability of the atmosphere also contribute to the difference in polar amplification between hemispheres.

The damped Antarctic polar amplification can explain the smaller glacial-interglacial temperature change estimated from GCMs and our ice-core data reconstructions (Chapter 3) compared to the change estimated in the Arctic.

This result highlights the need for realistic reconstruction of past ice-sheet topography in GCMs, particularly when comparing model results with ice-core data. Previous GCM simulations of the LGM use a wide variety of past Antarctic ice-sheet topographies. Differences in these topographies result in surface temperature differences as large as 5°C due to changes
in the lapse rate (Abe-Ouchi et al., 2015). While understanding of ice-sheet topography and ice distribution continues to improve (e.g. Argus et al. (2014); Lambeck et al. (2014); Peltier et al. (2015); Hall et al. (2015)), more work is needed to ensure realistic ice-sheet reconstructions are available for GCM runs.

On timescales shorter than glacial-interglacial transitions, the impact of elevation on surface warming is also important in interpreting differences in ice-core data from East and West Antarctica. Millennial variability in West Antarctic ice-core data tends to be greater than the same variability in East Antarctic cores (Fudge et al., 2013; Markle, 2017). At least a part of this difference can be explained by the lower elevation of West Antarctica. When analyzing ice-core data from cores at different elevations, the change in air stability with height should be considered.

4.5 Conclusion

In this work we use an aquaplanet GCM to simulate different combinations of idealized Antarctic topographies and CO$_2$ levels to examine glacial-interglacial-like changes. We test three topography configurations and two CO$_2$ levels. The results show significant effects from decreasing Antarctic topography on the surface temperature, the position of the ITCZ, and surface winds in Antarctica. In response to increased CO$_2$, a change in topography affects polar amplification of surface warming. A decrease in topography enhances polar amplification due to increase in the stability of near-surface air, even without typical factors that increase stability such as high albedo over an ice surface and prolonged darkness in austral winter. The effect of topography on polar amplification is important in interpreting ice-core data as well as for comparing data with GCM results.
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Appendix A

DERIVATIONS RELEVANT FOR UNDERSTANDING WATER-ISOTOPE DIFFUSION IN ICE-CORE RECORDS

Emma Carolyn Kahle
A.1 Introduction

Water-isotope diffusion in the firn is driven by processes that have long been established in the literature (Johnsen, 1977; Whillans and Grootes, 1985; Cuffey and Steig, 1998; Johnsen et al., 2000). Diffusion processes are characterized by underlying equations fundamental to the fields of physics and mathematics, first described in the early 19th century. Perhaps because these theories are so widely accepted, detailed descriptions of the math involved are somewhat sparse in the water-isotope literature. As a result, it is difficult to find an overview that derives all the math and physics related to water-isotope diffusion. My goal in this Appendix is to create a comprehensive resource that compiles different mathematical approaches to the equations found throughout the water-isotope diffusion literature. The work below is not novel, but is an important synthesis of the existing mathematical theory. Additionally, the multiple approaches considered below lead to deeper understanding of the underlying physical processes behind all of the math.

A.2 Derivations of Water-Isotope Diffusivity

Water-isotope diffusivity describes the rate at which water molecules in the vapor phase spread through the interconnected air-pathways of the firn. This rate depends on several factors, including the saturation vapor pressure, the fractionation factor for the particular water-isotope ratio, and the shape and density of the firn. Both Whillans and Grootes (1985) and Johnsen et al. (2000) show how these factors are related through derivations of the diffusivity, but each paper takes a different approach. I fully describe each approach and compare the final formulations.
A.2.1 The Whillans and Grootes (1985) Approach

Whillans and Grootes (1985) (hereafter WG1985) derive an expression for the diffusivity in a mathematically rigorous way by writing the continuity equation in terms of $\delta$ values and firn densities. Note that in this derivation WG1985 do not differentiate between the heavy isotopes, $O^{18}$ and $D$. Throughout these diffusivity derivations, subscripts $v$ and $s$ refer to the vapor and the solid phase and prime notation refers to the heavy isotopic species.

WG1985 start with the flux of molecules based on Fick’s Law for diffusion. Vapor diffusion in the vertical direction $z$ is described by the flux $F$ of molecules of an isotopic species:

$$F = -D_f \frac{\partial n'_v}{\partial z},$$  \hspace{1cm} (A.1)

where $D_f$ is the diffusivity in the firn and $n'_v$ is the concentration of the heavy isotopic species in vapor.

The diffusivity in free air is a simple function of temperature, $D_a = D_a(T)$. Since firn is not free air, we account for the porosity $\phi$ as:

$$\phi = \left(1 - \frac{\rho_{\text{firn}}}{\rho_c}\right),$$  \hspace{1cm} (A.2)

where $\rho_c$ is the density of impermeable firn. WG1985 give two potential choices for the definition of $\rho_c$: 1) the density of bubble-free ice 0.92 Mg/m$^{-3}$, and 2) the density of pore close-off 0.83 Mg/m$^{-3}$. WG1985 choose the close-off density because after pores close off, air can no longer diffuse. Accounting for this porosity, diffusivity in the firn is:

$$D_f = D_a \phi$$

$$D_f = D_a \left(1 - \frac{\rho_{\text{firn}}}{\rho_c}\right).$$  \hspace{1cm} (A.3)
Note that WG1985 do not consider how constricted pore space interferes with free vapor motion.

The continuity equation relates the flux to the concentration of heavy isotopes throughout the firn:

\[
\frac{dn'_f}{dt} = -\nabla \cdot F = -\frac{\partial F}{\partial z},
\]  

where \(n'_f\) is the concentration in all the firn (solid and vapor), though the vast majority of molecules are in solid ice. We assume that molecule exchange between the solid and vapor phases is rapid and not rate-limiting.

Combining Equations A.1, A.2, A.3, and A.4, we get the standard form of the diffusion equation:

\[
\frac{dn'_f}{dt} = -\frac{\partial}{\partial z} \left[ -D_a \left( 1 - \frac{\rho_f}{\rho_c} \right) \frac{\partial n'_v}{\partial z} \right].
\]  

Now we need to write \(n'_f\) and \(n'_v\) in terms of \(\delta\) values and firn densities. First, we define the isotope ratio \(\delta\) as:

\[
\delta = \frac{n'/n - S}{S},
\]

where \(n\) is the concentration of the light isotope \((^1H \text{ or } ^{16}O)\) and \(S\) is the standard ratio. We rearrange to get a relationship between the concentrations of heavy and light isotopes:
\[ S\delta = n'/n - S \]
\[ S\delta + S = n'/n \]
\[ n(S\delta + S) = n' \]
\[ n(1 + \delta) = n'. \]  
\hspace{1cm} (A.7)

We find an expression for \( n_v \) from the ideal gas law:

\[ n_v = \frac{p_{sat}RT}{m} \]  
\hspace{1cm} (A.8)

where \( n_v \) is the number of molecules per unit volume, \( p_{sat} \) is the saturation vapor pressure over ice, and \( R \) is the gas constant.

The concentration of heavy and light isotopes in the total firn is the sum:

\[ n'_f + n_f = \frac{\rho_f}{m} + (n'_v + n_v), \]  
\hspace{1cm} (A.9)

where \( m \) is the molecular mass of water. This sum accounts for all isotopes, heavy and light, in both the solid and vapor phases. \( n_f \) dominates because \( n_f \gg n'_f \) and \( n_f \gg n_v \). Thus Equation A.9 simplifies to:

\[ n_f \approx \frac{\rho_f}{m}. \]  
\hspace{1cm} (A.10)

The isotope ratio \( \delta_v \) in the vapor phase is lower than that in ice because lighter isotopes will preferentially sublimate. This offset can be written as:
\[ \Delta \delta = \delta_f - \delta_v \]
\[ \delta_v = \delta_f - \Delta \delta. \]  

(A.11)

Combining Equations A.7, A.8, A.10, and A.11 into expressions for \( n'_f \) and \( n'_v \) in terms of \( \delta_f \) and \( \Delta \delta \), we get:

\[ n'_f = n_f S(1 + \delta_f) \]
\[ n'_f = \frac{\rho_f}{m} S(1 + \delta_f) \]  

(A.12)

\[ n'_v = n_v S(1 + \delta_v) \]
\[ n'_v = \frac{p_{\text{sat}} S}{RT} (1 + \delta_f - \Delta \delta). \]  

(A.13)

We now rewrite Equation A.5 in terms of A.12 and A.13 as:

\[ \frac{d}{dt} \left[ \frac{\rho_f S}{m} (1 + \delta_f) \right] = -\frac{\partial}{\partial z} \left[ -D_a \left( 1 - \frac{\rho_f}{\rho_c} \right) \frac{\partial}{\partial z} \left( \frac{p_{\text{sat}} S}{RT} (1 + \delta_f - \Delta \delta) \right) \right]. \]  

(A.14)

Canceling out the standard ratio \( S \) and rewriting with the product rule:

\[ (1 + \delta_f) \frac{d \rho_f}{dt} + \rho_f \frac{d \delta_f}{dt} = m \frac{\partial}{R \partial z} \left[ D_a \left( 1 - \frac{\rho_f}{\rho_c} \right) \frac{\partial}{\partial z} \left( \frac{p_{\text{sat}} S}{RT} (1 + \delta_f - \Delta \delta) \right) \right]. \]  

(A.15)

We are not interested in \( \frac{d \rho_f}{dt} \), so we subtract that term from both sides. To do so, we need to figure out what \( (1 + \delta_f) \frac{d \rho_f}{dt} \) is equal to on the right hand side of Equation A.15. We write an expression for \( \frac{d \rho_f}{dt} \) from Equations A.5, A.8, and A.10.
\[ \frac{d\rho_f}{dt} = \frac{d(mn_f)}{dt} = m \frac{dn_f}{dt} = m \frac{\partial}{\partial z} \left[ D_a \left( 1 - \frac{\rho_f}{\rho_c} \right) \frac{\partial}{\partial z} \left( \frac{p_{sat}}{RT} \right) \right] = m \frac{\partial}{\partial z} \left[ D_a \left( 1 - \frac{\rho_f}{\rho_c} \right) \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right]. \]  

(A.16)

We multiply by a factor of \((1 + \delta_f)\):

\[ (1 + \delta_f) \frac{d\rho_f}{dt} = (1 + \delta_f) m \frac{\partial}{\partial z} \left[ D_a \left( 1 - \frac{\rho_f}{\rho_c} \right) \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right]. \]  

(A.17)

To simplify the following equations, we define \(\omega = D_a \left( 1 - \frac{\rho_f}{\rho_c} \right)\).

Now we subtract Equation A.17 from A.15:

\[ \left[ (1 + \delta_f) \frac{d\rho_f}{dt} + \rho_f \frac{d\delta_f}{dt} \right] - (1 + \delta_f) \frac{d\rho_f}{dt} = m \frac{\partial}{\partial z} \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \left( 1 + \delta_f - \Delta \delta \right) \right) \right] - (1 + \delta_f) \frac{\partial}{\partial z} \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right], \]  

(A.18)

which simplifies to:
\[
\rho_f \frac{d \delta_f}{dt} \frac{R}{m} = \frac{\partial}{\partial z} \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right] + \frac{\partial}{\partial z} \left[ \frac{p_{sat}}{T} \delta_f \right] - \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \Delta \delta \right) - \frac{\partial}{\partial z} \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right] - \delta_f \frac{\partial}{\partial z} \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right] \quad (A.19)
\]

\[
= \frac{\partial}{\partial z} \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right] + \omega \frac{p_{sat}}{T} \delta_f + \omega \delta_f \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) - \omega \frac{p_{sat}}{T} \frac{\partial^2}{\partial z^2} \Delta \delta - \omega \Delta \delta \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) - \delta_f \frac{\partial}{\partial z} \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \quad (A.20)
\]

\[
= \frac{\partial}{\partial z} \left[ \frac{\omega p_{sat}}{T} \frac{\partial}{\partial z} \delta_f \right] + \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \left[ \frac{\partial}{\partial z} (\omega \delta_f) - \delta_f \frac{\partial}{\partial z} \omega \right] - \frac{\partial}{\partial z} \left( \frac{\omega p_{sat}}{T} \frac{\partial}{\partial z} \Delta \delta \right) - \omega \Delta \delta \frac{\partial}{\partial z^2} \left( \frac{p_{sat}}{T} \right) \quad (A.21)
\]

\[
= \frac{\partial}{\partial z} \left[ \frac{\omega p_{sat}}{T} \frac{\partial}{\partial z} \delta_f \right] - \frac{\partial}{\partial z} \left[ \frac{\omega p_{sat}}{T} \frac{\partial}{\partial z} \Delta \delta \right] + \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \left[ \omega \frac{\partial}{\partial z} \delta_f + \delta_f \frac{\partial}{\partial z} \omega - \delta_f \frac{\partial}{\partial z} \omega \right] - \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \frac{\partial}{\partial z} \Delta \delta \quad (A.22)
\]

\[
= \frac{\partial}{\partial z} \left[ \frac{\omega p_{sat}}{T} \frac{\partial}{\partial z} (\delta_f - \Delta \delta) \right] + \frac{\omega}{\partial z} \left( \frac{p_{sat}}{T} \right) \frac{\partial}{\partial z} \delta_f - \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \frac{\partial}{\partial z} \Delta \delta \quad (A.23)
\]

\[
= \frac{\partial}{\partial z} \left[ \frac{\omega p_{sat}}{T} \frac{\partial}{\partial z} (\delta_f - \Delta \delta) \right] + \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \frac{\partial}{\partial z} \delta_f - \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \frac{\partial}{\partial z} \Delta \delta
\]

\[
- \Delta \delta \left[ \omega \frac{\partial^2}{\partial z^2} \left( \frac{p_{sat}}{T} \right) + \frac{\partial}{\partial z} \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right] \quad . \quad (A.24)
\]
Terms in Equation A.18 are multiplied out to produce Equation A.19. Then the product rule is applied to get to Equation A.20. Next the product rule is applied again and we subtract terms to get to Equation A.21. Then the reverse product rule and factoring are used to combine terms in Equation A.22. In Equation A.23, the product rule is applied again and a new term $\omega \frac{\partial}{\partial z} \Delta \delta \frac{\partial}{\partial z} \left( \frac{p_{\text{sat}}}{T} \right)$ is added and subtracted in different places. To get to Equation A.24, more factoring and canceling of terms.

Finally, more factoring and reverse product rule yields the most simplified version:

$$\rho_f \frac{d \delta_f}{dt} \cdot \frac{R}{m} = \frac{\partial}{\partial z} \left[ \omega \frac{p_{\text{sat}}}{T} \frac{\partial}{\partial z} (\delta_f - \Delta \delta) \right]$$

$$+ \omega \left[ \frac{\partial}{\partial z} \left( \frac{p_{\text{sat}}}{T} \right) \right] \frac{\partial}{\partial z} (\delta_f - \Delta \delta)$$

$$- \Delta \delta \frac{\partial}{\partial z} \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{\text{sat}}}{T} \right) \right].$$

(A.25)

$$\frac{d \delta_f}{dt} = m \frac{p_{\text{sat}}}{\rho_f R T} \left[ \frac{\partial^2}{\partial z^2} (\delta_f - \Delta \delta) + 0 \times \frac{\partial^2}{\partial z^2} (\delta_f - \Delta \delta) - 0 \right]$$

(A.26)

This expression for $\frac{d \delta_f}{dt}$ can be solved directly by Crank-Nicolson techniques. Alternatively, we can simplify Equation A.25 by assuming that $T$ and $\rho$ do not change with depth. The $\Delta \delta$ in the partial on the right hand side of Equation A.26 goes to zero because it does not depend on depth. We end up with:

$$\frac{d \delta_f}{dt} = \frac{m p_{\text{sat}} \Omega_a}{R T} \left( \frac{1}{\rho_f} - \frac{1}{\rho_c} \right) \frac{\partial^2 \delta_f}{\partial z^2}.$$

(A.27)

Now we have the diffusion equation. To find the WG1985 diffusivity constant $D_f$, we pick out the term before the second spatial derivative:
A.2.2 The Johnsen et al. (2000) Approach

Johnsen et al. (2000) (hereafter J2000) derives an expression for the diffusivity in a more conceptual way by considering the residence times of a heavy isotope water molecule (H$_2^{18}$O) in each of the solid and vapor phases. The derivation tracks the heavy isotope as it moves through a firn consisting of mostly light isotopes.

J2000 begins by considering how much time a water molecule spends in the vapor and solid phases. We define terms for the residence times in each phase:

$\Delta t_v =$ mean time a molecule is freely moving around as vapor (disregarding being temporarily stuck to an ice surface)

$\Delta t_s =$ mean time a molecule spends deeper in solid ice (not on surface of crystals)

In some ice-core data, we observe that the annual cycle can completely vanish, so we make the assumption that all molecules repeatedly transfer between these two phases. The extent of diffusion experienced by molecules, diffusion length $\sigma$ will depend on the amount of time spent in the vapor phase:

$$\sigma \propto \Delta t_v.$$  \hfill (A.29)

Given this relationship, our goal is to find an expression, in terms of firn properties, for the ratio of the time the heavy isotope spends in the vapor phase compared to the time the heavy isotope spends in the solid phase:
\[ r \equiv \frac{\Delta t'_v}{\Delta t'_s}. \] (A.30)

To find an expression for \( r \), we must make two assumptions about the firn grains. First, individual firn grains are well-mixed, with constant isotopic composition throughout. Second, firn grains are in isotopic equilibrium with the vapor. Both of these simplifying assumptions are made by WG1985 as well.

The ratio \( r \) depends on the reservoir size of each molecules in each phase as well as the transfer rates from one phase to the other. The transfer rates of isotopes into each phase are proportional to the negative concentration of isotopes already in that phase. For example, if the concentration of an isotope in the vapor phase increases, more of those isotopes will move to the solid phase and thus the number of those isotopes in the vapor phase will decrease. Mathematically:

\[
\frac{dN'_v}{dt} \propto -n'_v \quad \text{and} \quad \frac{dN'_s}{dt} \propto -n'_s,
\] (A.31)

where \( N \) is the number isotopes in 1 kg of firn and \( n \) is the concentration of isotopes. We can define some constants \( k'_v \) and \( k'_s \) such that:

\[
\frac{dN'_v}{dt} = -k'_v \cdot n'_v \quad \text{and} \quad \frac{dN'_s}{dt} = -k'_s \cdot n'_s.
\] (A.32)

Specific pore space volume and specific solid ice volume are defined as:

\[
V_p = \frac{1}{\rho_f} - \frac{1}{\rho_{ice}} \quad \text{and} \quad V_s = \frac{1}{\rho_{ice}},
\] (A.33)
where \( \rho_f \) is the density of the firn and \( \rho_{ice} \) is the density of solid ice. Substituting these volumes in to Equation A.32,

\[
\frac{dN'_v}{dt} = -k'_v \cdot \frac{N'_v}{V_p} \quad \text{and} \quad \frac{dN'_s}{dt} = -k'_s \cdot \frac{N'_s}{V_s} \tag{A.34}
\]

The definition of residence time gives:

\[
\frac{dN'_v}{dt} = -\frac{N'_v}{\Delta t_v} \quad \text{and} \quad \frac{dN'_s}{dt} = -\frac{N'_s}{\Delta t_s}, \tag{A.35}
\]

and in steady-state we can make the assumption that the transfer rates between the phases are the same:

\[
\frac{dN'_v}{dt} = \frac{dN'_s}{dt} \\
-\frac{N'_v}{\Delta t_v} = -\frac{N'_s}{\Delta t_s} \\
\frac{N'_v}{N'_s} = \frac{\Delta t_v}{\Delta t_s} \\
= r \ll 1.
\]

By assuming isotopic equilibrium between the vapor and solid phases, we can define the fractionation factor \( \alpha \) for the isotopic ratios in water vapor over ice as:

\[
\alpha = \frac{N'_s/N_s}{N'_v/N_v}. \tag{A.36}
\]

Rearranging,
\[
\begin{align*}
\frac{1}{\alpha} N'_s &= \frac{N'_v}{N_v} \\
\frac{1}{\alpha} N_v &= \frac{N'_v}{N'_s} \\
&= r.
\end{align*}
\] (A.37)

Next we start to relate firn properties to the expression for \( r \). We write the number of molecules in the solid phase of 1 kg of firn, assuming that \( N'_s \gg N'_v \) and thus \( N'_{tot} \approx N'_s \), as:

\[
N'_s = \frac{A_v}{m'}
\]

(A.38)

where \( A_v \) is Avogadro’s Number and \( m' \) is the molecular mass of a \( H_2^{18}O \) water molecule in units of kg mol\(^{-1}\).

We write the number of molecules in the vapor phase \( N'_v \) with the ideal gas law:

\[
PV = \frac{N'_v RT}{N_A}.
\] (A.39)

Solving for \( N'_v \) and plugging in the values we have defined thus far,

\[
N'_v = \frac{A_v p_{sat} V_p}{RT},
\] (A.40)

where \( p_{sat} \) is the saturation vapor pressure of \( H_2^{16}O \) over ice. With these values we now write \( r \) as:

\[
\begin{align*}
\frac{r}{N'_s} &= \frac{A_v p_{sat} V_p / RT}{A_v / m'} \\
r &= \frac{m' p_{sat} V_p}{RT}.
\end{align*}
\] (A.41)
We have now reached an expression for $r$ in terms of properties of the firn.

Next we relate the expression for $r$ to the diffusion length. If we consider the diffusivity of the firn $D_f$ to be constant through the firn, we can write the diffusion length $\sigma$ as the root-mean-square of the vertical position $z$ of a molecule after some time $t$ as:

$$
\sigma = \langle z^2 \rangle^{1/2} = \sqrt{2D_f t}
$$

$$
\sigma^2 = \langle z^2 \rangle = 2D_f t.
$$

(D.42)

$D_f$ takes into account the time the heavy isotope spends in both vapor and solid phases. The change in the square of its diffusion length depends on the amount of time the molecule will stay in the vapor phase:

$$
\Delta \sigma^2 = 2 \frac{D_a}{\tau} \Delta t_v,
$$

(A.43)

where $D_a$ is the diffusivity of the heavy isotope in free air, and where $\tau$, the tortuosity, accounts for the shape of the air pathways in the pore space. Note that $\tau$ is defined by how much molecules are slowed down in their movement through the firn.

Next we divide each side by the residence time in the solid phase:

$$
\frac{\Delta \sigma^2}{\Delta t_s} = 2 \frac{D_a}{\tau} \frac{\Delta t_v}{\Delta t_s}
$$

$$
\frac{d\sigma^2}{dt} = 2 D_e r,
$$

(A.44)

(A.45)

where the effective diffusivity, $D_e = D_a/\tau$, takes into account the tortuosity. During the amount of time $\Delta t_s$, most molecules will have also spent the amount of time $\Delta t_v$ in the pore space, and we assume that $\Delta t_v \ll \Delta t_s$. We can thus say that the left hand side of Equation
A.44 is equal to the total derivative because \( dt = \Delta t_s + \Delta t_v \approx \Delta t_s \). Thus we have related the change in diffusion length to our ratio of residence times \( r \).

Equation A.45 relates \( r \) to \( D_e \), the diffusivity of the heavy isotope in the vapor phase, but we need it in terms of \( D_f \), the total diffusivity of the firn, including time spent in the solid phase. We can compare the derivative of Equation A.42 with Equation A.45 to see that:

\[
\frac{d\sigma^2}{dt} = 2 D_f = 2 D_e r \quad \text{(A.46)}
\]

\[
D_f = D_e r. \quad \text{(A.47)}
\]

This says that the diffusivity of the total firn is simply the effective diffusivity \( D_e \) times the ratio of the time spent in the vapor phase to the time spent in the solid phase, which makes sense intuitively. Now combining our expressions for \( D_e \) and \( r \), we can write the firn diffusivity as:

\[
D_f = \frac{D_a}{\tau} \frac{m'}{\alpha} \frac{p_{sat} V_p}{RT} \quad \text{(A.48)}
\]

Rearranging slightly and substituting in \( V_p = \frac{1}{\rho_f} - \frac{1}{\rho_{ice}} \) from Equation A.33,

\[
D_f = \frac{m}{RT} \frac{p_{sat}}{\alpha} \frac{D_a}{\tau} \left( \frac{1}{\rho_f} - \frac{1}{\rho_{ice}} \right). \quad \text{(A.49)}
\]

This is the final J2000 formulation for the diffusivity in entire firn, accounting for the shape of the air pathways as well as the time spent in both the solid and vapor phases.

It is informative to separate this expression into the following terms:

\[
D_f = \left( m' \right) \left( \frac{1}{RT} \right) \left( \frac{p_{sat}}{\alpha} \right) \left( \frac{D_a}{\tau} \right) \left( \frac{1}{\rho_f} - \frac{1}{\rho_{ice}} \right)
\]
The \( m' \) term accounts for a conversion from mass to number. The \( \frac{1}{RT} \) term accounts for a conversion from volume to number. The \( \frac{P_{sat}}{\alpha} \) term accounts for the adjustment to the saturation vapor pressure to reflect that of the heavy isotope rather than the light. The \( \frac{D_a}{\tau} \) term accounts for the adjustment to the free air diffusivity to reflect that of twisted air channels in the firn. Lastly, the \( \frac{1}{\rho_f} - \frac{1}{\rho_{ice}} \) term accounts for the volume of space available for the molecules to diffuse through.

A.2.3 Comparison of Approaches

We compare the final formulations of each paper, Equation A.28 for WG1985 and Equation A.49 for J2000.

The only differences between these formulations are due to the fact that J2000 takes into account both tortuosity of the firn \( \tau \) and the fractionation factor \( \alpha \). J2000 included tortuosity to account for the shape of airspace (tortuosity) in addition to the extent of airspace (porosity). J2000 also explains that the fractionation factor \( \alpha \) can be inserted in WG1985 if it is included in the expression for the isotope offset \( \Delta \delta \). Instead of:

\[
\Delta \delta = \delta_f - \delta_v \approx \alpha - 1, \tag{A.50}
\]

the relationship between \( \delta_f, \delta_v, \) and \( \alpha \) can be defined as:

\[
(1 + \delta_f) = \alpha(1 + \delta_v). \tag{A.51}
\]

After some algebra, using this definition instead will yield \( \alpha \) in the same spot in Equation A.28 as in Equation A.49. Thus the J2000 formulation is slightly more accurate because it includes \( \alpha \) directly rather than making an approximation.
Here we show how the $\alpha$ term appears in the diffusivity equation. The definitions of $\delta_f$, $\delta_v$, and $\Delta \delta$ can be manipulated and substituted into Equation A.25. Manipulating J2000’s definition above yields:

$$\delta_f - \Delta \delta = \delta_v = \frac{1 + \delta_f}{\alpha} - 1 \quad \text{(A.52)}$$

$$\Delta \delta = \frac{(1 + \delta_f)(\alpha - 1)}{\alpha}. \quad \text{(A.53)}$$

Substitute these expressions into the right side of Equation A.25.

$$\rho_f \frac{d\delta_f}{dt} \cdot R \frac{m}{m} = \frac{\partial}{\partial z} \left[ \omega p_{sat} \frac{\partial}{\partial z} \left( \frac{1 + \delta_f}{\alpha} - 1 \right) \right] + \omega \left[ \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right] \frac{\partial}{\partial z} \left( \frac{1 + \delta_f}{\alpha} - 1 \right) \left[ \omega \frac{\partial}{\partial z} \left( \frac{p_{sat}}{T} \right) \right]. \quad \text{(A.54)}$$

When we make the assumption again that temperature does not vary over depth, the second and third terms on the right hand side go to zero, leaving us with:

$$\rho_f \frac{d\delta_f}{dt} \cdot R \frac{m}{m} = \frac{\omega p_{sat}}{T} \frac{\partial^2}{\partial z^2} \left( \frac{1 + \delta_f}{\alpha} - 1 \right). \quad \text{(A.55)}$$

Rearranging,

$$\frac{d\delta_f}{dt} = \frac{m \omega p_{sat}}{RT \rho_f} \frac{\partial^2}{\partial z^2} \left( \frac{1 + \delta_f - \alpha}{\alpha} \right)$$

$$\frac{d\delta_f}{dt} = \frac{m \omega p_{sat}}{RT \rho_f} \frac{1}{\alpha} \frac{\partial^2}{\partial z^2} (1 + \delta_f - \alpha) \quad \text{(A.56)}$$
The factors of 1 and $\alpha$ in the second spatial derivative go to zero because they do not depend on depth. We can substitute the expression back in for $\omega = D_a (1 - \frac{\rho_f}{\rho_c})$ and divide by $\rho_f$, leaving us with:

$$\frac{d\delta_f}{dt} = \frac{m p_{sat} D_a}{RT\alpha} \left( \frac{1}{\rho_f} - \frac{1}{\rho_c} \right) \frac{\partial^2 \delta_f}{\partial z^2}$$

Picking out the diffusivity coefficient, as before, now includes $\alpha$ in the denominator, equivalent to the J2000 formulation. Furthermore, if tortuosity were taken into account as $D_e = \frac{D_a}{\tau}$, $\tau$ would also appear in the denominator and the two formulations would be identical.

Thus we have compared these two different approaches to derivations of the diffusivity of water vapor in the firn. We see that, accounting for tortuosity and fractionation factor, they result in the same expression for diffusivity. The WG1985 approach is a mathematical way to define the diffusion occurring in the firn, through the definition of fluxes of molecules. The J2000 approach avoids working through a differential equation by characterizing the actual mechanisms at work and tracking the heavy isotopes through the processes that move them through the firn.

### A.3 Derivations of the Water-Isotope Diffusion Equation

Based on Fick’s second law, the basic advection-diffusion equation for isotopes moving through the firn layer of an ice sheet can be written as follows:

$$\frac{\partial \delta}{\partial t} = D \frac{\partial^2 \delta}{\partial z^2} - \dot{\varepsilon} \frac{\partial \delta}{\partial z},$$  \hspace{1cm} (A.57)

where $\delta$ is the isotope ratio, $D$ is the diffusivity coefficient, $z$ is the vertical coordinate assuming an origin fixed on a sinking layer of firn, and $\dot{\varepsilon}$ is the vertical strain rate. Johnsen (1977) states the solution to this partial differential equation as:
\[ \delta(z, t) = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{\infty} \delta(z', 0) \exp\left(\frac{-(z - z')^2}{2\sigma^2}\right) dz', \]  

(A.58)

where the \( z_{\text{strained}} \) accounts for the cumulative effect of the vertical strain rate \( \dot{\varepsilon} \):

\[ z_{\text{strained}} = z e^{-\int_0^t \dot{\varepsilon}(\tau) d\tau}. \]  

(A.59)

In this section we present two approaches to deriving this solution. The first approach is an analytical derivation starting from the heat equation. The second is a statistical derivation that considers the random-walk process associated with diffusion. Though quite different, both approaches produce the same solution.

### A.3.1 Analytical Derivation

This analytical derivation is based on the resources contained within Strang (2006). We start with the heat equation, written in terms of the isotope ratio \( \delta \) and the diffusivity \( D \):

\[ \frac{\partial \delta}{\partial t} = D \frac{\partial^2 \delta}{\partial z^2}. \]  

(A.60)

We can solve this PDE using the common technique of separation of variables. We assume that the solution \( \delta(z, t) \) can be written as the product of two functions, one that depends only on \( t \) and one that depends only on \( z \):

\[ \delta(z, t) = G(t) E(z). \]  

(A.61)

We can take derivatives of \( \delta(z, t) \) and rewrite Equation A.60 as
\[ G' E = G E'' \] (A.62)
\[ \frac{G'(t)}{G(t)} = \frac{E''(z)}{E(z)}. \] (A.63)

Since these ratios are equal, they must be equal to some constant, and we can find a family of solutions that will satisfy Equation A.62:

\[ E(z) = De^{ikz} \quad E''(z) = -Dk^2e^{ikz} \] (A.64)
\[ G(t) = e^{-k^2t} \quad G'(t) = -k^2e^{-k^2t}. \]

Using these solutions, we write our solution to Equation A.61 as:

\[ \delta(z, t) = De^{ikz}e^{-k^2t}. \] (A.65)

We account for all solutions from all linear combinations by integrating over all \( k \):

\[ \delta(z, t) = \frac{1}{2\pi D} \int_{-\infty}^{\infty} \hat{\delta}_0(k)e^{ikz}e^{-k^2t}dk. \] (A.66)

Here \( \hat{\delta}_0(k) \) is included to satisfy the initial conditions \( \delta(z, 0) \) at \( t = 0 \). We can check Equation A.66 by plugging in this initial condition.

\[ \delta(z, 0) = \frac{1}{2\pi D} \int_{-\infty}^{\infty} \hat{\delta}_0(k)e^{ikz}dk. \]

We compare this expression to the definition of the inverse Fourier transform (Equation A.67) to see that the initial condition \( \delta(z, 0) \) is satisfied.
\[ x(t) = \frac{1}{2\pi D} \int_{-\infty}^{\infty} \hat{x}(\omega)e^{i\omega t}d\omega \]  

(A.67)

With Equation A.66 we have successfully derived the general solution to Equation A.60.

To derive the fundamental solution for a specified initial condition, we first consider an initial condition that is a delta function, or a point source: \( \delta(z, 0) = \Delta(z) \) at \( t = 0 \). This initial condition is convenient because its Fourier transform is \( \hat{\delta}_0(k) = 1 \).

Plugging this initial condition into Equation A.66 we get:

\[ \delta(z, t) = \frac{1}{2\pi D} \int_{-\infty}^{\infty} e^{ikz}e^{-k^2t}dk. \]  

(A.68)

Next we take the partial derivative with respect to \( z \) of both sides:

\[ \frac{\partial \delta}{\partial z} = \frac{1}{2\pi D} \int_{-\infty}^{\infty} ike^{ikz}e^{-k^2t}dk. \]  

(A.69)

We rearrange to separate for integration by parts:

\[ \frac{\partial \delta}{\partial z} = \frac{1}{2\pi D} \int_{-\infty}^{\infty} (te^{ikz}) \left( ke^{-k^2t} \right) dk. \]  

(A.70)

With compute the integration by parts with:

\[ u = te^{ikz} \quad v = -\frac{1}{2t}e^{-k^2t} \]

\[ \frac{du}{dk} = -ze^{ikz} \quad \frac{dv}{dk} = ke^{-k^2t}. \]
Applying integration by parts, we get:

\[
\frac{\partial \delta}{\partial z} = \frac{1}{2\pi D} \left[ \left( -\frac{1}{2} e^{-kz} \right)_\infty^{\infty} - \int_{-\infty}^{\infty} \frac{1}{2t} e^{-k^2t} z e^{ikz} dk \right].
\] (A.71)

The term on the left inside the square brackets goes to zero when evaluated from \(-\infty\) to \(\infty\), and we are left with:

\[
\frac{\partial \delta}{\partial z} = -\frac{1}{4\pi t D} \int_{-\infty}^{\infty} e^{-k^2t} e^{ikz} dk.
\] (A.72)

We compare Equation A.72 to the expression for \(\delta(z, t)\) in Equation A.68 to see the simple result:

\[
\frac{\partial \delta}{\partial z} = \frac{z\delta}{2t}.
\] (A.73)

This is a linear ODE that is solved by:

\[
\delta = ce^{-z^2/4tD}.
\] (A.74)

We can solve for \(c\) based on conservation of the initial condition through time:

\[
\int_{-\infty}^{\infty} \delta(z, t) dz = \int_{-\infty}^{\infty} \delta(z, 0) dz = \int_{-\infty}^{\infty} \Delta(z) dz = 1.
\]
We apply this conservation criterion to solve for \( c \):

\[
\int_{-\infty}^{\infty} c e^{-z^2/4tD} dz = 1 \quad (A.75)
\]

\[
c = \frac{1}{\int_{-\infty}^{\infty} e^{-z^2/4tD} dz}. \quad (A.76)
\]

We recognize the denominator as the integral of a Gaussian, whose solution is known:

\[
\int_{-\infty}^{\infty} e^{-ax^2} dx = \sqrt{\frac{\pi}{a}}.
\]

In our case, \( a = \frac{1}{4tD} \), and thus we can solve for \( c \) as:

\[
c = \frac{1}{\sqrt{4tD\pi}}. \quad (A.77)
\]

Now our solution to Equation A.74 can be written as:

\[
\delta(z,t) = \frac{1}{\sqrt{4\pi tD}} e^{-z^2/4tD}. \quad (A.78)
\]

This is the fundamental solution from a point source (recall that our initial condition used in this solution was a delta function). To build up to an initial condition of continuous spatial extent, we next consider the possibility that our initial condition delta function \( \Delta(z) \) is located a different point \( z = z' \), such that:

\[
\delta(z,0) = \Delta(z - z') \quad \text{at} \quad t = 0.
\]
Now argument of the exponential in our solution shifts by $z'$:

\[ e^{-z^2/4tD} \text{ becomes } e^{-(z-z')^2/4tD}. \]

Any initial condition $\delta(z,0)$ can be written as the combination of point sources at many locations $z'$, and we can linearly combine all initial conditions with:

\[ \delta(z,0) = \int_{\text{all } Z} \Delta(z-z')\delta(z',0)dz'. \]

The solution for an initial condition extending over all points in $z$ can be written as an integral of the responses to $\Delta(z-z')$:

\[ \delta(z,t) = \frac{1}{\sqrt{4\pi tD}} \int_{-\infty}^{\infty} \delta(z',0) \exp\left(\frac{-(z-z')^2}{4tD}\right) dz'. \quad (A.79) \]

With $\sigma = \sqrt{2Dt}$, we have:

\[ \delta(z,t) = \frac{1}{\sigma\sqrt{2\pi}} \int_{-\infty}^{\infty} \delta(z',0) \exp\left(\frac{-(z-z')^2}{2\sigma^2}\right) dz', \quad (A.80) \]

identical to the solution in Johnsen (1977) before $z_{\text{strained}}$ accounts for the advection.

A.3.2 Statistical Derivation

Lasaga (2014) derives the same solution through a statistical framework, using the idea of a discrete random walk. A particle starts at $z = 0$ and at each time step can move a distance $L$ either upwards with probability $p$ or downwards with probability $q = 1 - p$. We would like
to know what the probability is that after $N$ steps the particle is at some position $z = mL$, where $-N \leq m \leq N$.

We denote the number of steps the particle takes upwards, $n_U$, and the number of steps the particle takes downwards, $n_D$. We write:

$$N = n_U + n_D \quad \text{(A.81)}$$

$$m = n_U - n_D, \quad \text{(A.82)}$$

and thus:

$$n_U = \frac{1}{2}(N + m) \quad \text{(A.83)}$$

$$n_D = \frac{1}{2}(N - m). \quad \text{(A.84)}$$

We write the probability $P_N(m)$ of arriving at position $z = mL$ after $N$ steps as the product of the probability of taking a particular sequence of steps to that position, $p^{n_U}q^{n_D}$, times the number of different sequences of steps that will end at that position (because multiple sequences of steps will end at the same $z$ position, i.e. UUUD, UUDU, UDUU, and DUUU all end at $m = 2$):

$$P_N(m) = p^{n_U}q^{n_D} \frac{N!}{n_U!n_D!} \quad \text{(A.85)}$$

Plugging in Equations A.83 and A.84, we get:

$$P_N(m) = \frac{N!}{[\frac{1}{2}(N + m)]![\frac{1}{2}(N - m)]!} p^{n_U}q^{n_D}. \quad \text{(A.86)}$$
We now make a couple of assumptions to simplify Equation A.86. First, we can assume that $p = q = \frac{1}{2}$, that the particle is equally likely to step up or down. Second, we assume that the particle has taken many steps ($N \gg 1$) and that the number of steps taken is much greater than the distance from the starting point ($N \gg m$). With these assumptions, we can use Stirling’s Approximation:

$$\ln n! = n \ln n - n + \frac{1}{2} \ln n + \frac{1}{2} \ln 2\pi$$

We rewrite Equation A.86 with this approximation and set $p = q = \frac{1}{2}$ to get:

$$\ln P_N(m) = N \ln N - \frac{1}{2} (N + m) \ln \left[ \frac{1}{2} (N + m) \right]$$
$$- \frac{1}{2} (N - m) \ln \left[ \frac{1}{2} (N - m) \right] + \frac{1}{2} \ln N - \frac{1}{2} \ln \left[ \frac{1}{2} (N + m) \right]$$
$$- \frac{1}{2} \ln \left[ \frac{1}{2} (N - m) \right] - \frac{1}{2} \ln (2\pi) + N \ln \frac{1}{2}.$$  

which simplifies to:

$$\ln (N + m) = \ln \left[ N \left( 1 + \frac{m}{N} \right) \right]$$
$$= \ln N + \ln \left( 1 + \frac{m}{N} \right)$$  \hspace{1cm} (A.88)

For small $x$, we can use the assumption that:

$$\ln (1 + x) \sim x - \frac{1}{2} x^2,$$

and thus,
\[
\ln \left( 1 + \frac{m}{N} \right) = \frac{m}{N} - \frac{1}{2} \frac{m^2}{N^2}. \tag{A.89}
\]

So, Equation A.88 becomes:

\[
\ln (N + m) = \ln N + \frac{m}{N} - \frac{1}{2} \frac{m^2}{N^2}, \tag{A.90}
\]

and, similarly,

\[
\ln (N - m) = \ln N - \frac{m}{N} - \frac{1}{2} \frac{m^2}{N^2}. \tag{A.91}
\]

Plugging Equations A.90 and A.91 into Equation A.87 and simplifying, we get:

\[
\ln P_N(m) = -\frac{1}{2} \ln N + \frac{1}{2} \ln 2 - \frac{1}{2} \ln \pi - \frac{m^2}{2N} + \frac{m^2}{2N^2}. \tag{A.92}
\]

Neglecting the term of order \( \frac{1}{N^2} \) and combining the remaining terms leaves us with:

\[
P_N(m) = \left( \frac{1}{\pi N} \right)^{1/2} e^{-m^2/2N}. \tag{A.93}
\]

Equation A.93 shows the result expected from diffusion from a point source, based only on the assumptions of a random walk and of many time steps. However, this equation describes the discrete probability of the particle taking steps of size \( L \). To get an expression for the continuous probability \( W(z, t) \) that the particle will be at any point \( z \) at time \( t \), we must generalize \( m \) to \( z \) and \( N \) to \( t \).

We define the relations:
\[ z = mL \tag{A.94} \]
\[ N = vt, \tag{A.95} \]

where \( v \) is the frequency of steps.

Because the particle can only reach an even numbered position at an even time step or an odd numbered position at an odd time step (i.e. \( N \) and \( m \) are either both even or both odd), \( P_N(m) \) is the discrete probability of the particle being anywhere between \( z = mL \) and \( z = (m + 2)L \). Thus the discrete probability can be related to the continuous probability as:

\[ P_N(m) = W(z, t)2L. \tag{A.96} \]

Using this relation and plugging in known expressions:

\[
W(z, t) = \frac{P_N(m)}{2L} = \frac{1}{2L} \left( \frac{2}{\pi N} \right)^{1/2} e^{-(m^2/2N)}
\]
\[
= \frac{1}{2L} \left( \frac{2}{\pi vt} \right)^{1/2} e^{-[(m^2/L^2)/2vt]}
\]
\[
= \frac{1}{(2\pi L^2vt)^{1/2}} e^{-(z^2/2L^2t)}. \tag{A.97}
\]

And with the definition \( D \equiv \frac{1}{2} vL^2 \),

\[
W(z, t) = \frac{1}{2\sqrt{\pi Dt}} e^{-(z^2/4Dt)}. \tag{A.98}
\]

We now have an expression for the continuous probability of particles originating from a point source diffusing to a particular point at a particular time. However, we want the
solution for a continuous source with spatial extent. Because the diffusion equation is linear, it obeys the law of superposition, and we can generalize our point source solution by treating a continuous source as the sum of individual source slabs of arbitrarily small width $dz$.

If our point of interest is located at $z$ and one of the slabs making up the continuous source is located at $z'$, we can write the contribution of this single slab to the concentration of particles at point $z$ as:

$$\delta(z,t) = \frac{\delta(z', 0)}{2\sqrt{\pi Dt}} \exp\left(-\frac{(z - z')^2}{4Dt}\right) dz'$$  \hspace{1cm} (A.99)

where $\delta(z', 0)$ is the initial concentration at point $z$.

We sum the contributions from all the slabs making up the continuous source by integrating the above equation over the entire source. For a source of infinite extent we get:

$$\delta(z,t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \delta(z', 0) \exp\left(-\frac{(z - z')^2}{4Dt}\right) dz'$$ \hspace{1cm} (A.100)

Defining the diffusion length $\sigma = \sqrt{2Dt}$, we again are left with the solution to the same solution as in Johnsen (1977) before $z_{\text{strained}}$ accounts for the advection:

$$\delta(z,t) = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{\infty} \delta(z', 0) \exp\left(-\frac{(z - z')^2}{2\sigma^2}\right) dz'$$ \hspace{1cm} (A.101)

### A.4 Water-Isotope Diffusion Length

The diffusion length $\sigma$ can also be derived using a statistical approach (Lasaga, 2014). We start by introducing the probability $W(z', \tau)$ that a particle at position $z$ at time $t$ will diffuse
to position $z + z'$ at time $t + \tau$. If the concentration at time $t$ is known everywhere, then the concentration after time $\tau$ can be written as:

$$\delta(z, t + \tau) = \sum_{\text{all } z'} \delta(z - z', t) W(z', \tau)$$  \hspace{1cm} (A.102)

This equation accounts for particles arriving at location $z$ from all other locations $z - z'$. Expanding the concentration terms as a Taylor series,

$$\delta(z, t + \tau) = \delta(z, t) + \tau \frac{\partial \delta}{\partial t} + \ldots  \hspace{1cm} (A.103)$$

and

$$\delta(z - z', t) = \delta(z, t) - z' \frac{\partial \delta}{\partial z} + \frac{z'^2}{2} \frac{\partial^2 \delta}{\partial z^2} + \ldots.  \hspace{1cm} (A.104)$$

Plugging these two expressions into Equation A.102,

$$\delta(z, t) + \tau \frac{\partial \delta}{\partial t} + \ldots = \delta(z, t) \sum_{\text{all } z'} W(z', \tau) - \frac{\partial \delta}{\partial z} \sum_{\text{all } z'} z' W(z', \tau)$$

$$+ \frac{1}{2} \frac{\partial^2 \delta}{\partial z^2} \sum_{\text{all } z'} z'^2 W(z', \tau) + \ldots.$$  \hspace{1cm} (A.105)

At time $\tau$, the particles must exist somewhere in space, so by the definition:

$$\sum_{\text{all } z'} W(z', \tau) = 1.$$  \hspace{1cm} (A.106)

We can use the definition of averages to write:
\[
\sum_{\text{all } z'} z' W(z', \tau) = \langle z' \rangle, \tag{A.107}
\]
and
\[
\sum_{\text{all } z'} z'^2 W(z', \tau) = \langle z'^2 \rangle. \tag{A.108}
\]

The angular brackets \( \langle \cdots \rangle \) represent a statistical average. Using Equations A.103 to A.108, we rewrite Equation A.102 in the same terms as the basic diffusion equation (Equation A.57):

\[
\frac{\partial \delta}{\partial t} = \frac{\langle z'^2 \rangle}{2\tau} \frac{\partial^2 \delta}{\partial z^2} - \frac{\langle z' \rangle}{\tau} \frac{\partial \delta}{\partial z}. \tag{A.109}
\]

Comparing Equations A.57 and A.109, we can write statistical expressions for the diffusion coefficient and the velocity:

\[
v = \frac{\langle z' \rangle}{\tau} \tag{A.110}
\]

\[
D = \frac{\langle z'^2 \rangle}{2\tau}. \tag{A.111}
\]

Equation A.111 can be rearranged as:

\[
\langle z'^2 \rangle^{\frac{1}{2}} = \sqrt{2D\tau} \tag{A.112}
\]

\[
= \sigma
\]

This equation is equivalent to the diffusion length \( \sigma \). Equation A.112 gives some insight into the statistical meaning of the diffusion length as the root mean square of the vertical
distance moved $z'$. This understanding aligns with our discussion of diffusion length in earlier chapters as the average vertical distance moved by a water molecule relative to its initial position post-deposition.
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