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Modern natural language tasks are increasingly dependent on external world knowledge. My PhD study has particularly focused on three challenges in this literature: making sense of unstructured knowledge, leveraging extremely large knowledge, and reasoning over the knowledge data. I will mainly discuss my approaches to tackle these challenges and how they can serve as an effective interface for interacting with the world knowledge. I will conclude with an argument that designing a seamless and universal knowledge interface is a crucial research goal that can better address knowledge-dependency problem in machine learning tasks.
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Chapter 1

Introduction

Successfully completing real-world tasks requires one to be aware of the world knowledge. For instance, determining whether a movie review is positive or negative (a task called sentiment classification) requires one to acquire *linguistic knowledge*—what words are positive and negative, and how words syntactically associate with one another to shape the tone of the review. As such, when designing a machine learning model for a real-world task, an important question is how we will inform the model of the necessary knowledge to complete the task. For some tasks, it makes more sense to be formulated as creating a strict function that maps the input (e.g. a movie review) to the output (e.g. positive or negative) without any external attachment. Modern deep learning techniques train a finite-size parametric model by feeding a large number of input and output pairs, in the order of thousands to millions. A clear advantage of this method is that the knowledge required to complete the task does not need to be written down anywhere or directly informed but is rather *implied* through the training examples and is latently encoded in the parameters of the model.

Indeed, such approach has proven to be extremely effective for many real-world tasks in various domains including natural language [Devlin et al., 2019] and vision [Krizhevsky et al., 2012].

Nevertheless, many other tasks cannot be stably formulated this way. Consider a question answering task, for example, that asks one to answer a question such as “When was Nicola Tesla born?” If we use a similar strategy, we would prepare a large number of input-output pairs for training, such as “When was Albert Einstein born?” and “What is the birthday of Niels Bohr?”. It is very unlikely that, however, training with a large number of such examples would allow the model to answer the original question, unless we
see exactly the same question during training time. This is because individual facts are not generalizable; knowing when other physicians were born would not help one to know when Nikola Tesla was born. For these tasks, it is more natural to allow the model to directly access documents that contain task-relevant knowledge, such as Wikipedia for question answering. A critical research question is, then, how shall we design the interface between the model and the knowledge source? The strategy becomes especially important when the knowledge source is very large, because it would be computationally very inefficient to consider the entire knowledge source as a raw input to the model. Also, it becomes more tricky when the model needs to refer to (not just one paragraph but) several different paragraphs and documents in the knowledge source to complete the task.

My thesis will mainly discuss three neural-network-based design choices of the interface for the world knowledge: machine reader, knowledge memory, and neural reasoning. The rest of this introductory chapter will go through most of my work during my PhD and categorize them into the three topics. I will expand some of the core work and devote one chapter for each publication, with the retrospective discussion of the pros and cons of the approach. In Chapter 6, I will conclude with my hypothetical arguments on the future research direction of the neural knowledge interface.

1.1 Machine Reader

A machine’s ability to comprehend knowledge from natural language is often evaluated through asking a question accompanied with a text segment that contains necessary information to answer the question. BiDAF [Seo et al., 2017a] is one of the first deep neural networks for this task that significantly outperformed traditional methods with hand-engineered features by taking the advantage of hierarchical multi-layer neural architecture and bidirectional attention mechanism between the document and the question. Its state-of-the-art performance in popular benchmarks such as Stanford Question Answering Dataset (SQuAD) and publicly-available code+demo contributed towards the rapid advancement of machine reading models, which have even outperformed humans recently. I will expand on this work in Chapter 2. The work also led

---

1It is worth noting that an increasingly popular trend is to self-supervise a language model on a large knowledge corpus to latently encode the knowledge in the corpus [Raffel et al., 2019], which can be then fine-tuned on a target task without an external access to informational documents.

2Demo available at [https://allenai.github.io/bi-att-flow/](https://allenai.github.io/bi-att-flow/)
to two follow-up projects.

In the first project [Min et al., 2017], I delved into the generalizability of BiDAF’s language understanding ability. We observed that finetuning the model on a QA task in a different domain or even a different task (e.g. textual entailment) was very effective and even significantly outperformed previous works. Especially, it was clear that the lower levels of the hierarchical structure mostly learned generic language understanding ability that is quite easily generalizable. This was one of the earlier signs of the effectiveness of transfer learning in NLP, now mostly characterized by massive pretrained language models such as ELMo and BERT.

The second project [Levy et al., 2017] investigated on the model’s ability to induce the structured form of knowledge underlying in the unstructured natural language. We created a simple template that maps a structured relation query (e.g. $(Seattle, country, ?)$) to a natural language question (e.g. “What country is Seattle in?”) and obtained the answer (e.g. “USA”) through BiDAF. Most notably, compared to traditional relation extraction, it was even able to generalize to unseen relations during training (i.e. zero-shot). This result especially indicated that machine reading comprehension and question answering with structured knowledge (e.g. Knowledge Graph) are closely tied and not independent problems.

1.2 Knowledge Memory

While a reading comprehension model is a powerful tool for accessing knowledge, its computational cost is heavily dependent on the length of the document(s) that the model needs to read. This becomes especially problematic when we want to use a web-scale corpus (e.g. Wikipedia) to answer open-domain questions. A widely-adopted work-around is to use a document retrieval system (search engine) to quickly obtain a few relevant documents, and then use the expensive neural model on the few documents to obtain the answer. This method, however, inherently suffers from the error propagation when the document retrieval system fails to retrieve correct documents. Furthermore, reading the retrieved documents with an expensive neural model is still often too computationally costly for many real applications that require low latency.

My recent research focused on reformulating machine reading comprehension as a phrase retrieval problem, where every answer candidate phrase in the document(s) is mapped to a high-dimensional vector space, so that each question can be answered by finding the nearest phrase vector to the question’s embedding.
Nearest neighbor search is much faster than neural reader models, and it can even benefit from sublinear time inference through approximation methods such as Locality-Sensitive Hashing. I enumerated, embedded and indexed every phrase in English Wikipedia (60 Billion phrases, 1.5 TB) to serve an open-domain question answering system that actually reads the entire Wikipedia instead of only few retrieved documents [Seo et al., 2019]. Hence not only the system was several orders of magnitude faster than previous models, but also it could better answer long-tail or subjective questions such as “What to do when bored?”[3]. The most recent work [Lee et al., 2020] additionally proposed to learn a highly-sparse (10M+ dimensions) phrase representation to further improve the accuracy of the QA system. Altogether, these results signified the importance and the feasibility of web-scale natural language understanding in an end-to-end manner. I will expand on these two works [Seo et al., 2019; Lee et al., 2020] in Chapter 3 and 4 respectively.

1.3 Neural Reasoning

While standard machine reading models including BiDAF [Seo et al., 2017a] are capable of understanding lexical and syntactic cues in the text, they have limited ability in answering more complex questions that require multi-step reasoning. This has been and still is a challenging problem in the literature, so my previous research tackled the problem by simplifying its scope. In the first project, I explored solving high school geometry problems where the domain is constrained [Seo et al., 2015]. This allowed me to design a close-domain ontology with first-order logic, and formulate the problem as grounding each question onto the logical space (i.e. semantic parsing). The resulting model achieved a higher score than an average American student in a US college entrance exam (SAT).

The second project focused on learning several different kinds of reasoning (e.g. deduction, induction) when the language is simple and short [Seo et al., 2017b]. I proposed a neural recurrent unit that performed reasoning in vector space as it read a sequence of sentences, which could be trained end-to-end without predefined ontology and strong supervision. These results are helpful guidance for research towards general-purpose multi-step reasoning and also hint the possibility of a hybrid method that brings the advantages from both symbolic and neural approaches. I will expand on this work in Chapter 5.

---

Chapter 2

Machine Reader

2.1 Introduction

Reading and comprehending text is a fundamental skill set for interacting with the world knowledge, a significant portion of which is unstructured or semi-structured language data. As such, the tasks of machine reading comprehension (MRC) and question answering (QA) have gained significant popularity over the past few years within the natural language processing and computer vision communities. Systems trained end-to-end now achieve promising results on a variety of tasks in the text and image domains. One of the key factors to the advancement has been the use of neural attention mechanism, which enables the system to focus on a targeted area within a context paragraph (for MC) or within an image (for Visual QA), that is most relevant to answer the question [Weston et al., 2015; Antol et al., 2015; Xiong et al., 2016].

Attention mechanisms in previous works typically have one or more of the following characteristics. First, the computed attention weights are often used to extract the most relevant information from the context for answering the question by summarizing the context into a fixed-size vector. Second, in the text domain, they are often temporally dynamic, whereby the attention weights at the current time step are a function of the attended vector at the previous time step. Third, they are usually uni-directional, wherein the query attends on the context paragraph or the image.

In this chapter, I will discuss our Bi-Directional Attention Flow (BiDAF) network [Seo et al., 2017a], a hierarchical multi-stage architecture for modeling the representations of the context paragraph at different
levels of granularity (Figure 2.1). BiDAF includes character-level, word-level, and contextual embeddings, and uses bi-directional attention flow to obtain a query-aware context representation. Our attention mechanism offers following improvements to the previously popular attention paradigms. First, our attention layer is not used to summarize the context paragraph into a fixed-size vector. Instead, the attention is computed for every time step, and the attended vector at each time step, along with the representations from previous layers, is allowed to flow through to the subsequent modeling layer. This reduces the information loss caused by early summarization. Second, we use a memory-less attention mechanism. That is, while we iteratively compute attention through time as in Bahdanau et al. [2015], the attention at each time step is a function of only the query and the context paragraph at the current time step and does not directly depend on the attention at the previous time step. We hypothesize that this simplification leads to the division of labor between the attention layer and the modeling layer. It forces the attention layer to focus on learning the attention between the query and the context, and enables the modeling layer to focus on learning the interaction within the query-aware context representation (the output of the attention layer). It also allows the attention at each time step to be unaffected from incorrect attentances at previous time steps. Our experiments show that memory-less attention gives a clear advantage over dynamic attention. Third, we use attention mechanisms in both directions, query-to-context and context-to-query, which provide complimentary information to each other.

Our BiDAF model\(^1\) outperforms all previous approaches on the highly-competitive Stanford Question Answering Dataset (SQuAD) test set leaderboard at the time of submission. With a modification to only the output layer, BiDAF achieves the state-of-the-art results on the CNN/DailyMail cloze test. We also provide an in-depth ablation study of our model on the SQuAD development set, visualize the intermediate feature spaces in our model, and analyse its performance as compared to a more traditional language model for machine comprehension [Rajpurkar et al., 2016].

2.2 Model

Our machine comprehension model is a hierarchical multi-stage process and consists of six layers (Figure 2.1):

\(^1\)Our code and interactive demo are available at: allenai.github.io/bi-att-flow/
• **Character Embedding Layer** maps each word to a vector space using character-level CNNs.

• **Word Embedding Layer** maps each word to a vector space using a pre-trained word embedding model.

• **Contextual Embedding Layer** utilizes contextual cues from surrounding words to refine the embedding of the words. These first three layers are applied to both the query and context.

• **Attention Flow Layer** couples the query and context vectors and produces a set of query-aware feature vectors for each word in the context.

• **Modeling Layer** employs a Recurrent Neural Network to scan the context.

• **Output Layer** provides an answer to the query.

1. **Character Embedding Layer.** Character embedding layer is responsible for mapping each word to a high-dimensional vector space. Let \( \{x_1, \ldots, x_T\} \) and \( \{q_1, \ldots, q_J\} \) represent the words in the input context paragraph and query, respectively. Following [Kim, 2014], we obtain the character-level embedding of each word using Convolutional Neural Networks (CNN). Characters are embedded into vectors, which can be
considered as 1D inputs to the CNN, and whose size is the input channel size of the CNN. The outputs of the CNN are max-pooled over the entire width to obtain a fixed-size vector for each word.

2. **Word Embedding Layer.** Word embedding layer also maps each word to a high-dimensional vector space. We use pre-trained word vectors, GloVe [Pennington et al., 2014], to obtain the fixed word embedding of each word.

The concatenation of the character and word embedding vectors is passed to a two-layer Highway Network [Srivastava et al., 2015]. The outputs of the Highway Network are two sequences of $d$-dimensional vectors, or more conveniently, two matrices: $X \in \mathbb{R}^{d \times T}$ for the context and $Q \in \mathbb{R}^{d \times J}$ for the query.

3. **Contextual Embedding Layer.** We use a Long Short-Term Memory Network (LSTM) [Hochreiter and Schmidhuber, 1997] on top of the embeddings provided by the previous layers to model the temporal interactions between words. We place an LSTM in both directions, and concatenate the outputs of the two LSTMs. Hence we obtain $H \in \mathbb{R}^{2d \times T}$ from the context word vectors $X$, and $U \in \mathbb{R}^{2d \times J}$ from query word vectors $Q$. Note that each column vector of $H$ and $U$ is $2d$-dimensional because of the concatenation of the outputs of the forward and backward LSTMs, each with $d$-dimensional output.

It is worth noting that the first three layers of the model are computing features from the query and context at different levels of granularity, akin to the multi-stage feature computation of convolutional neural networks in the computer vision field.

4. **Attention Flow Layer.** Attention flow layer is responsible for linking and fusing information from the context and the query words. Unlike previously popular attention mechanisms [Weston et al., 2015; Hill et al., 2016; Sordoni et al., 2016; Shen et al., 2016], the attention flow layer is not used to summarize the query and context into single feature vectors. Instead, the attention vector at each time step, along with the embeddings from previous layers, are allowed to flow through to the subsequent modeling layer. This reduces the information loss caused by early summarization.

The inputs to the layer are contextual vector representations of the context $H$ and the query $U$. The outputs of the layer are the query-aware vector representations of the context words, $G$, along with the contextual embeddings from the previous layer.
In this layer, we compute attentions in two directions: from context to query as well as from query to context. Both of these attentions, which will be discussed below, are derived from a shared similarity matrix, $S \in \mathbb{R}^{T \times J}$, between the contextual embeddings of the context ($H$) and the query ($U$), where $S_{tj}$ indicates the similarity between $t$-th context word and $j$-th query word. The similarity matrix is computed by

$$S_{tj} = \alpha(H_t, U_j) \in \mathbb{R}$$ \hspace{1cm} (2.1)

where $\alpha$ is a trainable scalar function that encodes the similarity between its two input vectors, $H_t$ is $t$-th column vector of $H$, and $U_j$ is $j$-th column vector of $U$. We choose $\alpha(h, u) = w_{(S)}^T[h; u; h \circ u]$, where $w_{(S)} \in \mathbb{R}^{6d}$ is a trainable weight vector, $\circ$ is elementwise multiplication, $[;]$ is vector concatenation across row, and implicit multiplication is matrix multiplication. Now we use $S$ to obtain the attentions and the attended vectors in both directions.

**Context-to-query Attention.** Context-to-query (C2Q) attention signifies which query words are most relevant to each context word. Let $a_t \in \mathbb{R}^J$ represent the attention weights on the query words by $t$-th context word, $\sum a_{tj} = 1$ for all $t$. The attention weight is computed by $a_t = \text{softmax}(S_{t,:}) \in \mathbb{R}^J$, and subsequently each attended query vector is $\tilde{U}_t = \sum_j a_{tj} U_j$. Hence $\tilde{U}$ is a $2d$-by-$T$ matrix containing the attended query vectors for the entire context.

**Query-to-context Attention.** Query-to-context (Q2C) attention signifies which context words have the closest similarity to one of the query words and are hence critical for answering the query. We obtain the attention weights on the context words by $b = \text{softmax}(\text{max}_{col}(S)) \in \mathbb{R}^T$, where the maximum function ($\text{max}_{col}$) is performed across the column. Then the attended context vector is $\tilde{h} = \sum_t b_t H_t \in \mathbb{R}^{2d}$. This vector indicates the weighted sum of the most important words in the context with respect to the query. $\tilde{h}$ is tiled $T$ times across the column, thus giving $\tilde{H} \in \mathbb{R}^{2d \times T}$.

Finally, the contextual embeddings and the attention vectors are combined together to yield $G$, where each column vector can be considered as the query-aware representation of each context word. We define $G$ by

$$G_t = \beta(H_t, \tilde{U}_t, \tilde{H}_t) \in \mathbb{R}^{d_G}$$ \hspace{1cm} (2.2)

where $G_t$ is the $t$-th column vector (corresponding to $t$-th context word), $\beta$ is a trainable vector function that
fuses its (three) input vectors, and $d_G$ is the output dimension of the $\beta$ function. While the $\beta$ function can be an arbitrary trainable neural network, such as multi-layer perceptron, a simple concatenation as following still shows good performance in our experiments: $\beta(h, \tilde{u}, \tilde{h}) = [h; \tilde{u}; h \circ \tilde{u}; h \circ \tilde{h}] \in \mathbb{R}^{8d \times T}$ (i.e., $d_G = 8d$).

5. **Modeling Layer.** The input to the modeling layer is $G$, which encodes the query-aware representations of context words. The output of the modeling layer captures the interaction among the context words conditioned on the query. This is different from the contextual embedding layer, which captures the interaction among context words independent of the query. We use two layers of bi-directional LSTM, with the output size of $d$ for each direction. Hence we obtain a matrix $M \in \mathbb{R}^{2d \times T}$, which is passed onto the output layer to predict the answer. Each column vector of $M$ is expected to contain contextual information about the word with respect to the entire context paragraph and the query.

6. **Output Layer.** The output layer is application-specific. The modular nature of BIDAF allows us to easily swap out the output layer based on the task, with the rest of the architecture remaining exactly the same. Here, we describe the output layer for the QA task. In section 2.5, we use a slight modification of this output layer for cloze-style comprehension.

The QA task requires the model to find a sub-phrase of the paragraph to answer the query. The phrase is derived by predicting the start and the end indices of the phrase in the paragraph. We obtain the probability distribution of the start index over the entire paragraph by

$$
p^1 = \text{softmax}(w^T_{(p^1)} [G; M]), \tag{2.3}
$$

where $w_{(p^1)} \in \mathbb{R}^{10d}$ is a trainable weight vector. For the end index of the answer phrase, we pass $M$ to another bidirectional LSTM layer and obtain $M^2 \in \mathbb{R}^{2d \times T}$. Then we use $M^2$ to obtain the probability distribution of the end index in a similar manner:

$$
p^2 = \text{softmax}(w^T_{(p^2)} [G; M^2]) \tag{2.4}
$$

**Training.** We define the training loss (to be minimized) as the sum of the negative log probabilities of
the true start and end indices by the predicted distributions, averaged over all examples:

$$L(\theta) = -\frac{1}{N} \sum_{i}^{N} \log(p_{y_{1i}}^{1}) + \log(p_{y_{2i}}^{2})$$

(2.5)

where $\theta$ is the set of all trainable weights in the model (the weights and biases of CNN filters and LSTM cells, $w_{(S)}$, $w_{(p^{1})}$ and $w_{(p^{2})}$), $N$ is the number of examples in the dataset, $y_{1i}$ and $y_{2i}$ are the true start and end indices of the $i$-th example, respectively, and $p_{k}$ indicates the $k$-th value of the vector $p$.

**Test.** The answer span $(k, l)$ where $k \leq l$ with the maximum value of $p_{k}^{1}p_{l}^{2}$ is chosen, which can be computed in linear time with dynamic programming.

2.3 Related Work

**Machine comprehension.** A significant contributor to the advancement of MC models has been the availability of large datasets. Early datasets such as MCTest [Richardson et al., 2013a] were too small to train end-to-end neural models. Massive cloze test datasets (CNN/DailyMail by Hermann et al. [2015] and Childrens Book Test by [Hill et al., 2016]), enabled the application of deep neural architectures to this task. More recently, Rajpurkar et al. [2016] released the Stanford Question Answering (SQuAD) dataset with over 100,000 questions. We evaluate the performance of our comprehension system on both SQuAD and CNN/DailyMail datasets.

Previous works in end-to-end machine comprehension use attention mechanisms in three distinct ways. The first group (largely inspired by [Bahdanau et al., 2015]) uses a dynamic attention mechanism, in which the attention weights are updated dynamically given the query and the context as well as the previous attention. [Hermann et al., 2015] argue that the dynamic attention model performs better than using a single fixed query vector to attend on context words on CNN & DailyMail datasets. [Chen et al., 2016] show that simply using bilinear term for computing the attention weights in the same model drastically improves the accuracy. [Wang and Jiang, 2017] reverse the direction of the attention (attending on query words as the context RNN progresses) for SQuAD. In contrast to these models, BiDAF uses a memory-less attention mechanism.

The second group computes the attention weights once, which are then fed into an output layer for final
prediction (e.g., \cite{Kadlec2016}). Attention-over-attention model \cite{Cui2016} uses a 2D similarity matrix between the query and context words (similar to Equation 2.1) to compute the weighted average of query-to-context attention. In contrast to these models, BIDAF does not summarize the two modalities in the attention layer and instead lets the attention vectors flow into the modeling (RNN) layer.

The third group (considered as variants of Memory Network \cite{Weston2015}) repeats computing an attention vector between the query and the context through multiple layers, typically referred to as multi-hop \cite{Sordoni2016, Dhingra2017}. \cite{Shen2016} combine Memory Networks with Reinforcement Learning in order to dynamically control the number of hops. One can also extend our BIDAF model to incorporate multiple hops.

**Visual question answering.** The task of question answering has also gained a lot of interest in the computer vision community. Early works on visual question answering (VQA) involved encoding the question using an RNN, encoding the image using a CNN and combining them to answer the question \cite{Antol2015, Malinowski2015}. Attention mechanisms have also been successfully employed for the VQA task and can be broadly clustered based on the granularity of their attention and the approach to construct the attention matrix. At the coarse level of granularity, the question attends to different patches in the image \cite{Zhu2016, Xiong2016}. At a finer level, each question word attends to each image patch and the highest attention value for each spatial location \cite{Xu2016} is adopted. A hybrid approach is to combine questions representations at multiple levels of granularity (unigrams, bigrams, trigrams) \cite{Yang2015}. Several approaches to constructing the attention matrix have been used including element-wise product, element-wise sum, concatenation and Multimodal Compact Bilinear Pooling \cite{Fukui2016}.

\cite{Lu2016} have recently shown that in addition to attending from the question to image patches, attending from the image back to the question words provides an improvement on the VQA task. This finding in the visual domain is consistent with our finding in the language domain, where our bi-directional attention between the query and context provides improved results. Their model, however, uses the attention weights directly in the output layer and does not take advantage of the attention flow to the modeling layer.
2.4 Question Answering Experiments

In this section, we evaluate our model on the task of question answering using the recently released SQuAD [Rajpurkar et al., 2016], which has gained a huge attention over a few months. In the next section, we evaluate our model on the task of cloze-style reading comprehension.

**Dataset.** SQuAD is a machine comprehension dataset on a large set of Wikipedia articles, with more than 100,000 questions. The answer to each question is always a span in the context. The model is given a credit if its answer matches one of the human written answers. Two metrics are used to evaluate models: Exact Match (EM) and a softer metric, F1 score, which measures the weighted average of the precision and recall rate at character level. The dataset consists of 90k/10k train/dev question-context tuples with a large hidden test set. It is one of the largest available MC datasets with human-written questions and serves as a great test bed for our model.

**Model Details.** The model architecture used for this task is depicted in Figure 2.1. Each paragraph and question are tokenized by a regular-expression-based word tokenizer (PTB Tokenizer) and fed into the model. We use 100 1D filters for CNN char embedding, each with a width of 5. The hidden state size \(d\) of the model is 100. The model has about 2.6 million parameters. We use the AdaDelta [Zeiler, 2012] optimizer, with a minibatch size of 60 and an initial learning rate of 0.5, for 12 epochs. A dropout [Srivastava et al., 2014] rate of 0.2 is used for the CNN, all LSTM layers, and the linear transformation before the softmax for the answers. During training, the moving averages of all weights of the model are maintained with the exponential decay rate of 0.999. At test time, the moving averages instead of the raw weights are used. The training process takes roughly 20 hours on a single Titan X GPU. We also train an ensemble model consisting of 12 training runs with the identical architecture and hyper-parameters. At test time, we choose the answer with the highest sum of confidence scores amongst the 12 runs for each question.

**Results.** The results of our model and competing approaches on the hidden test are summarized in Table 2.1a. BiDAF (ensemble) achieves an EM score of 73.3 and an F1 score of 81.1, outperforming all previous approaches.
<table>
<thead>
<tr>
<th></th>
<th>EM</th>
<th>F1</th>
<th>EM</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression Baseline(^a)</td>
<td>40.4</td>
<td>51.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamic Chunk Reader(^b)</td>
<td>62.5</td>
<td>71.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fine-Grained Gatting(^c)</td>
<td>62.5</td>
<td>73.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Match-LSTM(^d)</td>
<td>64.7</td>
<td>73.7</td>
<td>67.9</td>
<td>77.0</td>
</tr>
<tr>
<td>Multi-Perspective Matching(^e)</td>
<td>65.5</td>
<td>75.1</td>
<td>68.2</td>
<td>77.2</td>
</tr>
<tr>
<td>Dynamic Coattention Networks(^f)</td>
<td>66.2</td>
<td>75.9</td>
<td>71.6</td>
<td>80.4</td>
</tr>
<tr>
<td>R-Net(^g)</td>
<td>68.4</td>
<td>77.5</td>
<td>72.1</td>
<td>79.7</td>
</tr>
<tr>
<td>B1DAF (Ours)</td>
<td>68.0</td>
<td>77.3</td>
<td><strong>73.3</strong></td>
<td><strong>81.1</strong></td>
</tr>
</tbody>
</table>

(a) Results on the SQuAD test set

Table 2.1: (2.1a) The performance of our model B1DAF and competing approaches by [Rajpurkar et al., 2016]\(^a\), [Yu et al., 2016]\(^b\), [Yang et al., 2017]\(^c\), [Wang and Jiang, 2017]\(^d\), IBM Watson\(^e\) (unpublished), [Xiong et al., 2017]\(^f\), and Microsoft Research Asia\(^g\) (unpublished) on the SQuAD test set. A concurrent work by [Lee et al., 2016] does not report the test scores. All results shown here reflect the SQuAD leaderboard (stanford-qa.com) as of 6 Dec 2016, 12pm PST. (2.1b) The performance of our model and its ablations on the SQuAD dev set. Ablation results are presented only for single runs.

(b) Ablations on the SQuAD dev set

**Ablations.** Table 2.1b shows the performance of our model and its ablations on the SQuAD dev set. Both char-level and word-level embeddings contribute towards the model’s performance. We conjecture that word-level embedding is better at representing the semantics of each word as a whole, while char-level embedding can better handle out-of-vocab (OOV) or rare words. To evaluate bi-directional attention, we remove C2Q and Q2C attentions. For ablating C2Q attention, we replace the attended question vector \(\tilde{U}\) with the average of the output vectors of the question’s contextual embedding layer (LSTM). C2Q attention proves to be critical with a drop of more than 10 points on both metrics. For ablating Q2C attention, the output of the attention layer, \(G\), does not include terms that have the attended Q2C vectors, \(\tilde{H}\). To evaluate the attention flow, we study a dynamic attention model, where the attention is dynamically computed within the modeling layer’s LSTM, following previous work [Bahdanau et al., 2015; Wang and Jiang, 2017]. This is in contrast with our approach, where the attention is pre-computed before flowing to the modeling layer. Despite being a simpler attention mechanism, our proposed static attention outperforms the dynamically computed attention by more than 3 points. We conjecture that separating out the attention layer results in a richer set of features computed in the first 4 layers which are then incorporated by the modeling layer. We also show the performance of B1DAF with several different definitions of \(\alpha\) and \(\beta\) functions.
Visualizations. We now provide a qualitative analysis of our model on the SQuAD dev set. First, we visualize the feature spaces after the word and contextual embedding layers. These two layers are responsible for aligning the embeddings between the query and context words which are the inputs to the subsequent attention layer. To visualize the embeddings, we choose a few frequent query words in the dev data and look at the context words that have the highest cosine similarity to the query words (Table 2.2). At the word embedding layer, query words such as When, Where and Who are not well aligned to possible answers in the context, but this dramatically changes in the contextual embedding layer which has access to context from surrounding words and is just 1 layer below the attention layer. When begins to match years, Where matches locations, and Who matches names.

Table 2.2: Closest context words to a given query word, using a cosine similarity metric computed in the Word Embedding feature space and the Phrase Embedding feature space.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Query</th>
<th>Closest words in the Context using cosine similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>When</td>
<td>when, When, After, he, But, before, Before</td>
</tr>
<tr>
<td>Word</td>
<td>Where</td>
<td>Where, where, it, if, they, That, city</td>
</tr>
<tr>
<td>Word</td>
<td>Where</td>
<td>where, Where, Rotterdam, area, Nearby, location, Area, across, locations</td>
</tr>
<tr>
<td>Word</td>
<td>Who</td>
<td>who, who, he, had, have, she, She, They, they</td>
</tr>
<tr>
<td>Contextual</td>
<td>Who</td>
<td>who, whose, whom, Guiscard, person, John, Thomas, families, Elway, Louis</td>
</tr>
<tr>
<td>Word</td>
<td>city</td>
<td>City, city, town, Town, Capital, district, cities, province, Downtown</td>
</tr>
<tr>
<td>Contextual</td>
<td>city</td>
<td>city, City, Angeles, Paris, Prague, Chicago, Port, Pittsburgh, London, Manhattan</td>
</tr>
<tr>
<td>Word</td>
<td>January</td>
<td>January, March, December, August, December, July, July, July, March, December</td>
</tr>
<tr>
<td>Contextual</td>
<td>January</td>
<td>January, March, December, August, December, July, July, July, March, December</td>
</tr>
<tr>
<td>Word</td>
<td>Seahawks</td>
<td>Seahawks, Broncos, 49ers, Ravens, Chargers, Steelers, quarterback, Vikings, Colts, NFL</td>
</tr>
<tr>
<td>Contextual</td>
<td>Seahawks</td>
<td>Seahawks, Broncos, Panthers, Vikings, Packers, Ravens, Patriots, Falcons, Steelers, Chargers</td>
</tr>
<tr>
<td>Word</td>
<td>date</td>
<td>date, dates, until, Until, June, July, Year, year, December, deadline</td>
</tr>
<tr>
<td>Contextual</td>
<td>date</td>
<td>date, dates, December, July, January, October, June, November, March, February</td>
</tr>
</tbody>
</table>

Figure 2.2: (a) t-SNE visualizations of the months names embedded in the two feature spaces. The contextual embedding layer is able to distinguish the two usages of the word May using context from the surrounding text. (b) Venn diagram of the questions answered correctly by our model and the more traditional baseline [Rajpurkar et al., 2016]. (c) Correctly answered questions broken down by the 10 most frequent first words in the question.
There are 13 natural reserves in Warsaw—among others, Bielany Forest, Kabaty Woods, Czerniaków Lake. About 15 kilometres (9 miles) from Warsaw, the Vistula river’s environment changes strikingly and features a perfectly preserved ecosystem, with a habitat of animals that includes the otter, beaver and hundreds of bird species. There are also several lakes in Warsaw—mostly the small lakes like Czerniaków Lake, the lakes in the Lazienki or Wilanów Parks. There are also small lakes in the parks, but only a few are permanent—the majority are ephemeral and often dry up to clear them of plants and sediments.

Figure 2.3: Attention matrices for question-context tuples. The left palette shows the context paragraph (correct answer in red and underlined), the middle palette shows the attention matrix (each row is a question word, each column is a context word), and the right palette shows the top attention points for each question word, above a threshold.

We also visualize these two feature spaces using t-SNE in Figure 2.2. t-SNE is performed on a large fraction of dev data but we only plot data points corresponding to the months of the year. An interesting pattern emerges in the Word space, where May is separated from the rest of the months because May has multiple meanings in the English language. The contextual embedding layer uses contextual cues from surrounding words and is able to separate the usages of the word May. Finally we visualize the attention matrices for some question-context tuples in the dev data in Figure 2.3. In the first example, Where matches locations and in the second example, many matches quantities and numerical symbols. Also, entities in the question typically attend to the same entities in the context, thus providing a feature for the model to localize possible answers.

Discussions. We analyse the performance of our our model with a traditional language-feature-based baseline [Rajpurkar et al., 2016]. Figure 2.2b shows a Venn diagram of the dev set questions correctly answered by the models. Our model is able to answer more than 86% of the questions correctly answered by the baseline. The 14% that are incorrectly answered does not have a clear pattern. This suggests that neural architectures are able to exploit much of the information captured by the language features. We also break this comparison down by the first words in the questions (Figure 2.2c). Our model outperforms the traditional
baseline comfortably in every category.

**Error Analysis.** We randomly select 50 incorrect questions (based on EM) and categorize them into 6 classes. 50% of errors are due to the imprecise boundaries of the answers, 28% involve syntactic complications and ambiguities, 14% are paraphrase problems, 4% require external knowledge, 2% need multiple sentences to answer, and 2% are due to mistakes during tokenization.

### 2.5 Cloze Test Experiments

We also evaluate our model on the task of cloze-style reading comprehension using the CNN and Daily Mail datasets [Hermann et al., 2015].

**Dataset.** In a cloze test, the reader is asked to fill in words that have been removed from a passage, for measuring one’s ability to comprehend text. [Hermann et al., 2015] have recently compiled a massive Cloze-style comprehension dataset, consisting of 300k/4k/3k and 879k/65k/53k (train/dev/test) examples from CNN and DailyMail news articles, respectively. Each example has a news article and an incomplete sentence extracted from the human-written summary of the article. To distinguish this task from language modeling and force one to refer to the article to predict the correct missing word, the missing word is always a named entity, anonymized with a random ID. Also, the IDs must be shuffled constantly during test, which is also critical for full anonymization.

**Model Details.** The model architecture used for this task is very similar to that for SQuAD (Section 2.4) with only a few small changes to adapt it to the cloze test. Since each answer in the CNN/DailyMail datasets is always a single word (entity), we only need to predict the start index (p1); the prediction for the end index (p2) is omitted from the loss function. Also, we mask out all non-entity words in the final classification layer so that they are forced to be excluded from possible answers. Another important difference from SQuAD is that the answer entity might appear more than once in the context paragraph. To address this, we follow a similar strategy from [Kadlec et al., 2016]. During training, after we obtain p1, we sum all probability values of the entity instances in the context that correspond to the correct answer. Then the loss function is computed from the summed probability. We use a minibatch size of 48 and train for 8 epochs, with early
stop when the accuracy on validation data starts to drop. Inspired by the window-based method [Hill et al., 2016], we split each article into short sentences where each sentence is a 19-word window around each entity (hence the same word might appear in multiple sentences). The RNNs in B1DAF are not feed-forwarded or back-propagated across sentences, which speed up the training process by parallelization. The entire training process takes roughly 60 hours on eight Titan X GPUs. The other hyper-parameters are identical to the model described in Section 2.4.

**Results.** The results of our single-run models and competing approaches on the CNN/DailyMail datasets are summarized in Table 2.3. * indicates ensemble methods. B1DAF outperforms previous single-run models on both datasets for both val and test data. On the DailyMail test, our single-run model even outperforms the best ensemble method.

<table>
<thead>
<tr>
<th>Model</th>
<th>CNN Val</th>
<th>CNN Test</th>
<th>DailyMail Val</th>
<th>DailyMail Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attentive Reader [Hermann et al., 2015]</td>
<td>61.6</td>
<td>63.0</td>
<td>70.5</td>
<td>69.0</td>
</tr>
<tr>
<td>MemNN [Hill et al., 2016]</td>
<td>63.4</td>
<td>6.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AS Reader [Kadlec et al., 2016]</td>
<td>68.6</td>
<td>69.5</td>
<td>75.0</td>
<td>73.9</td>
</tr>
<tr>
<td>DER Network [Kobayashi et al., 2016]</td>
<td>71.3</td>
<td>72.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Iterative Attention [Sordoni et al., 2016]</td>
<td>72.6</td>
<td>73.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EpiReader [Trischler et al., 2016]</td>
<td>73.4</td>
<td>74.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stanford AR [Chen et al., 2016]</td>
<td>73.8</td>
<td>73.6</td>
<td>77.6</td>
<td>76.6</td>
</tr>
<tr>
<td>GAREader [Dhingra et al., 2017]</td>
<td>73.0</td>
<td>73.8</td>
<td>76.7</td>
<td>75.7</td>
</tr>
<tr>
<td>AoA Reader [Cui et al., 2016]</td>
<td>73.1</td>
<td>74.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ReasoNet [Shen et al., 2016]</td>
<td>72.9</td>
<td>74.7</td>
<td>77.6</td>
<td>76.6</td>
</tr>
<tr>
<td>B1DAF (Ours)</td>
<td>76.3</td>
<td>76.9</td>
<td>80.3</td>
<td>79.6</td>
</tr>
</tbody>
</table>

Table 2.3: Results on CNN/DailyMail datasets. We also include the results of previous ensemble methods (marked with *) for completeness.

### 2.6 Conclusion

In this chapter, I discussed the concept of machine reading and introduced B1DAF [Seo et al., 2017a], a multi-stage hierarchical process that represents the context at different levels of granularity and uses a bi-
directional attention flow mechanism to achieve a query-aware context representation without early summary- 
ization. The experimental evaluations show that our model achieves the state-of-the-art results in Stanford 
Question Answering Dataset (SQuAD) and CNN/DailyMail cloze test. The ablation analyses demonstrate 
the importance of each component in our model. The visualizations and discussions show that our model 
is learning a suitable representation for MC and is capable of answering complex questions by attending to 
correct locations in the given paragraph.
Chapter 3

Neural Knowledge Memory

3.1 Introduction

Extractive open-domain question answering (QA) is usually referred to the task of answering an arbitrary factoid question (such as “Where was Barack Obama born?”) by reading a general web text (such as Wikipedia). This is an extension of the reading comprehension task of selecting an answer phrase to a question given an evidence document as discussed in Chapter 2. To make a scalable open-domain QA system, one can leverage a search engine to filter the web-scale evidence to a few documents, in which the answer span can be extracted using a reading comprehension model [Chen et al., 2017]. However, the accuracy of the final QA system is bounded by the performance of the search engine due to the pipeline.

Figure 3.1: An illustrative comparison between a pipelined QA system, e.g. DrQA [Chen et al., 2017] (left) and our proposed Dense-Sparse Phrase Index (right) for open-domain QA, best viewed in color. Dark blue vectors indicate the retrieved items from the index by the query.
nature of the search process. What is more, running a neural reading comprehension model [Seo et al., 2017a] on a few documents is still computationally costly, since it needs to process the evidence document for every new question at inference time. This often requires multi-GPU-seconds or tens to hundreds of CPU-seconds—BERT [Devlin et al., 2019] can process only a few thousand words per second on an Nvidia P40 GPU.

In this chapter, I will discuss Dense-Sparse Phrase Index [Seo et al., 2019], an indexable query-agnostic phrase representation model for real-time open-domain QA. The phrase representations are indexed offline using time- and memory-efficient training and storage. During inference time, the input question is mapped to the same representation space, and the phrase with maximum inner product search is retrieved. This phrase index can be considered as a neural knowledge memory that encodes the world knowledge in a memory format with neural (distributed) key representations.

Our phrase representation combines both dense and sparse vectors. Dense vectors are effective for encoding local syntactic and semantic cues leveraging recent advances in contextualized text encoding [Devlin et al., 2019], while sparse vectors are superior at encoding precise lexical information. The independent encoding of the document phrases and the question enables real-time inference; there is no need to re-encode documents for every question. Encoding phrases as a function of their start and end tokens facilitates indexable representations with under 2TB for up to 60 billion phrases in Wikipedia. Moreover, approximate nearest neighbor search on indexable representations allows fast and direct retrieval in a web-scale environment.

Experiments on SQuAD-Open [Chen et al., 2017] show that DENSPI is comparable or better than most state-of-the-art open-domain QA systems on Wikipedia with up to 6000x reduced computational cost on RAM. In our end-to-end benchmark, this translates into at least 58x faster query inference including disk access time.

At the web scale, every detail of the training, indexing, and inference needs to be carefully designed. For reproducibility under an academic setting, we discuss optimization strategies for reducing time and memory usage during each stage in Section 4.3.3. This enables us to start from scratch and fully deploy the model with a 4-GPU, 64GB memory, 2 TB SATA SSD server in a week.

---

1Further speed up is expected when taking a full advantage of a faster interface such as PCIe.
3.2 Related Work

Open-domain question answering Creating a system that can answer an open-domain factoid question has been a significant interest to both academic and industrial communities. The problem is largely approached from two subfields: knowledge base (KB) and text (document) retrieval. Earlier work in large-scale question answering [Berant et al., 2013] has focused on answering questions from a structured KB such as Freebase [Bollacker et al., 2008]. These approaches usually achieve a high precision, but their scope is limited to the ontology of the knowledge graph. While KB QA is undoubtedly an important part of open-domain QA, we mainly discuss literature in text-based QA, which is most relevant to our work.

Sentence-level QA has been studied since early 2000s, some of the most notable datasets being TrecQA [Voorhees and Tice, 2000] and WikiQA [Yang et al., 2015a]. See Prager et al. [2007] for a comprehensive overview of early work. With the advancement of deep neural networks and the availability of massive QA datasets such as SQuAD [Rajpurkar et al., 2016], open-domain phrase-level question answering has gained a great popularity [Shen et al., 2017; Raiman and Miller, 2017; Min et al., 2018; Raison et al., 2018; Das et al., 2019], where a few (5-10) documents relevant to the question are retrieved and then a deep neural model finds the answer in the document. Most previous work on open-domain QA has focused on mitigating error propagation of retriever models in a pipelined setting [Chu-Carroll et al., 2012]. For instance, retrieved documents could be re-ranked using reinforcement learning [Wang et al., 2018a], distant supervision [Lin et al., 2018], or multi-task learning [Nishida et al., 2018]. Several studies have also shown that answer aggregation modules could improve performance of the pipelined models [Wang et al., 2018b; Lee et al., 2018].

Our work is motivated by Seo et al. [2018] and adopts the concept and the advantage of using phrase index for large-scale question answering, though they only experiment in a close-domain (vanilla SQuAD) setup.

Approximate similarity search Sublinear-time search for the nearest neighbor from a large collection of vectors is a significant interest to the information retrieval community [Deerwester et al., 1990; Blei et al., 2003]. In metric space (L1 or L2), one of the most classic search algorithms is Locality-Sensitive Hashing (LSH) [Gionis et al., 1999], which uses a data-independent hashing function to map nearby vectors to the same cell. Stronger empirical performance has been observed with a data-dependent hashing function [An-
doni and Razenshteyn, 2015] or k-means clustering for defining the cells. More recently, graph-based search algorithms [Malkov and Yashunin, 2018] have gained popularity as well. In non-metric space such as inner product, asymmetric Locality Sensitive Hashing (aLSH) [Shrivastava and Li, 2014] is considered, where maximizing inner product search can be transformed into minimizing L2 distance by appending a single dimension to the vectors. While these methods are widely used for dense vectors, for extremely sparse data (such as document tf-idf with stop words), it is often more efficient to construct an inverted index and only look up items that have common hot dimensions with the query.

**Generative question answering**  Mapping the phrases in a document to a common vector space to that of the questions can be viewed as an exhaustive enumeration of all possible questions that can be asked on the document in the vector space, but without a surface-form decoder. It is worth noting that generative question answering [Lewis and Fan, 2019] has the opposite property; while it has a surface-form decoder by definition, it cannot easily enumerate a compact list of all possible semantically-unique questions.

**Memory networks**  One can view the phrase index as an external memory [Weston et al., 2015; Sukhbaatar et al., 2015] where the key is the phrase vector and the value is the corresponding answer phrase span.

### 3.3 Overview

In this section, we formally define “open-domain question answering” and provide an overview of our proposed model.

#### 3.3.1 Problem Definition

In this paper, we are interested in the task of answering factoid questions from a large collection of web documents in real-time. This is often referred to as open-domain question answering (QA). We formally formulate the task as follows. We are given a fixed set of (Wikipedia) documents $x^1, \ldots, x^K$ (where $K$ is the number of documents, often on the order of millions), and each document $x^k$ has $N_k$ words, $x^k_1, \ldots, x^k_{N_k}$. The task is to find the answer $a$ to the question $q = q_1, \ldots, q_S$. Then an open-domain QA model is a scoring function $F$ for each candidate phrase span $x^k_{i:j}$ such that $a = \arg \max_{k,i,j} F(x^k_{i:j}, q)$. 
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Scalability challenge  While the formulation is straightforward, argmax-ing over the entire corpus is computationally prohibitive, especially if \( F \) is a complex neural model. To avoid the computational bottleneck, previous open-domain QA models adopt pipeline-based methods; that is, as illustrated in Figure 3.1 left, a fast retrieval-based model is used (e.g. tf-idf) to obtain a few relevant documents to the question, and then a neural QA model is used to extract the exact answer from the documents [Chen et al. 2017]. However, the method is not efficient enough for real-time usage because the neural QA needs to re-encode all the documents for every new question, which is computationally expensive even with modern GPUs, and not suitable for low-latency applications.

3.3.2 Encoding and Indexing Phrases

Motivated by Seo et al. [2018], our model encodes query-agnostic representations of text spans in Wikipedia offline and obtains the answer in real-time by performing nearest neighbor search at inference time. We represent each phrase span in the corpus (Wikipedia) with a dense vector and a sparse vector. The dense vector is effective for encoding syntactic and semantic cues, while the sparse vector is good at encoding precise lexical information. That is, the embedding of each span \((i, j)\) in the document \(x^k\) is represented with

\[
x^k_{i,j} = [d^k_{i,j}, s^k_{i,j}] \in \mathbb{R}^{d_d+d_s} \tag{3.1}
\]

where \(d^k_{i,j} \in \mathbb{R}^{d_d}\) is the dense vector and \(s^k_{i,j} \in \mathbb{R}^{d_s}\) is the sparse vector for span \((i, j)\) in the \(k\)-th document. Note that \(d_d \ll d_s\). This is also illustrated in Figure 3.1 right. Text span embeddings \((x^k_{i,j})\) for all possible \(i, j, k\) pairs with \(j - i < J\), where \(J\) is maximum span length (i.e. all possible spans from all documents in Wikipedia), are pre-computed and stored as a phrase index. Then at inference time, we embed each question into the same vector space, \(q = [d', s'] \in \mathbb{R}^{d_d+d_s}\). Finally, the answer to the question is obtained by finding the maximum inner product between \(q\) and \(x^k_{i,j}\),

\[
k^*, i^*, j^* = \arg \max_{k,i,j} q \cdot x^k_{i,j}. \tag{3.2}
\]

Needlessly to say, designing a good phrase representation model is crucial, which will be discussed in Section 5.2.1. Also, while inner product search is much more efficient than re-encoding documents, the
search space is still quite large, such that exact search on the entire corpus is still undesirable. We discuss how we perform inner product search efficiently in Section 4.3.3.

3.4 Phrase and Question Embedding

In this section, we first explain the embedding model for the dense vector in Section 3.4.1. Then we describe the embedding model for the sparse vector in Section 3.4.2. Lastly, we describe the corresponding question embedding model to be queried on the phrase index in Section 3.4.3. For the brevity of the notations, we omit the superscript $k$ in this section since we do not learn cross-document relationships.

3.4.1 Dense Model

The dense vector is responsible for encoding syntactic or semantic information of the phrase with respect to its context. We decompose the dense vector $d_{i:j}^k$ (Equation 3.1) into three components: a vector that corresponds to the start position of the phrase, a vector that corresponds to the end position, and a scalar value that measures the coherency between the start and the end vectors. Representing phrases as a function of start and end vectors allows us to efficiently compute and store the vectors instead of enumerating all possible phrases (discussed in Section 3.5.2).2

The coherency scalar allows us to avoid non-constituent phrases during inference. For instance, consider a sentence such as “Barack Obama was the 44th President of the US. He was also a lawyer.” and when a question “What was Barack Obama’s job?” is asked. Since both answers “44th President of the US” and “lawyer” are technically correct, we might end up with the answer that spans from “44th” to “lawyer” if we model start and end vectors independently. The coherency scalar helps us avoid this by modeling it as a function of the start position and the end position. Formally, after phrase vector decomposition into dense and sparse, we can expand the dense vector into

$$d_{i:j} = [a_i, b_j, c_{i:j}] \in \mathbb{R}^{2d+1}$$

(3.3)

where $a_i, b_j \in \mathbb{R}^d$ are the start and end vectors for the $i$-th and $j$-th words of the document, respectively;

---

2Our phrase encoding is analogous to how existing QA systems obtain the answer by predicting its start and the end positions.
and \( c_{i,j} \in \mathbb{R} \) is the phrasal coherency scalar between \( i \)-th and \( j \)-th positions (hence \( d^c = 2d^b + 1 \)).

To obtain these components of the dense vector, we leverage available contextualized word representations, in particular BERT-large [Devlin et al., 2019], which is pretrained on a large corpus (Wikipedia and BookCorpus) and has proved to be very powerful in numerous natural language tasks. BERT maps a sequence of the document tokens \( \mathbf{x} = x_1, \ldots, x_N \) to a sequence of corresponding vectors (i.e. a matrix) \( \mathbf{H} = [h_1; \ldots; h_N] \in \mathbb{R}^{N \times d} \), where \( N \) is the length of the input sequence, \( d \) is the hidden state size, and [;] is vertical concatenation. We obtain the three components of the dense vector from these contextualized word representations.

We fine-tune BERT to learn a \( d \)-dimensional vector \( h_i \) for encoding each token \( x_i \). Every token encoding is split into four vectors \( h_i = [h_i^1, h_i^2, h_i^3, h_i^4] \in \mathbb{R}^d \), where [;] is a column-wise concatenation. Then we obtain the dense start vector \( a_i \) from \( h_i^1 \) and dense end vector \( b_j \) from \( h_j^2 \). Lastly, we obtain the coherency scalar \( c_{i,j}^k \) from the inner product of \( h_i^3 \) and \( h_j^4 \). The inner product allows more coherent phrases to have more similar start and end encodings. That is,

\[
\mathbf{d}_{i,j} = [h_i^1, h_j^2, h_i^3 \cdot h_j^4] \in \mathbb{R}^{2d^b + 1} \tag{3.4}
\]

where \( \cdot \) indicates inner product operation and \( h_i^1, h_j^2 \in \mathbb{R}^{d^b} \) and \( h_i^3, h_j^4 \in \mathbb{R}^{d^c} \) (hence \( 2d^b + 2d^c = d \)).

### 3.4.2 Sparse Model

We use term-frequency-based encoding to obtain the sparse embedding \( s_{i,j}^k \) for each phrase. Specifically, we largely follow DrQA [Chen et al., 2017] to construct 2-gram-based tf-idf, resulting in a highly sparse-based tf-idf, resulting in a highly sparse representation (\( d^s \approx 16M \)) for each document. The sparse vectors are normalized so that the inner product effectively becomes cosine similarity. We also compute a paragraph-level sparse vector in a similar way and add it to each document sparse vector for a higher sensitivity to local information. Note that, however, unlike DrQA where the sparse vector is merely used to retrieve a few (5-10) documents, we concatenate the sparse vector to the dense vector to form a standalone single phrase vector as in Equation 3.1.
3.4.3 Question Embedding Model

At inference, the question is encoded as \( q = [d', s'] = [a', b', c', s'] \) with the same number of components as the phrase index. To obtain the dense query vector \( d' = [a', b', c'] \), we use a special token ([CLS] for BERT) which is appended to the front of the question words (i.e. input question words are \( q = [\text{[CLS]}, q_1, \ldots, q_S] \)). This allows us to model the dense query embedding differently from the dense embedding in the phrase index while sharing all parameters of the BERT encoder. That is, given the contextualized word representations of the question, we obtain the the dense query vector by

\[
p' = [h_1', h_2', h_3', h_4'], \quad (3.5)
\]

where \( h_1' \) is the encoding corresponding to the (first) special token and we obtain the others in a similar way. To obtain the sparse query vector \( s' \), we use the same tf-idf embedding model (Section 3.4.2) on the entire query.

3.5 Training, Indexing & Search

Open-domain QA is a web-scale experiment, dealing with billions of words in Wikipedia while aiming for real-time inference. Hence (1) training the models, (2) indexing the embeddings, and (3) performing inner product search at inference time are non-trivial for both (a) computational time and (b) memory efficiency. In particular, we carry out this section assuming that we have a constrained hardware environment of 4 P40 GPUs, 128 GB RAM, 16 cores and 2 TB of SATA SSD storage, to promote reproducibility of our experiments under academic setting.\(^3\)

3.5.1 Training

As discussed in Section 3.4.2, the sparse embedding model is trained in an unsupervised manner. For training the dense embedding model, instead of directly optimizing for Equation 3.2 on entire Wikipedia, which is computationally prohibitive, we provide the golden paragraph to each question during training (i.e. SQuAD v1.1 setting).

\(^3\)Training takes 16 hours (64-GPU hours) and indexing takes 5 days (500 GPU-hours).
Given the dense phrase and question embeddings, we first expand Equation 3.2 by substituting Equation 3.4 and Equation 3.5 (omitting document terms):

\[ i^*, j^* = \arg \max_{i,j} d' \cdot d_{i:j} \]

\[ = \arg \max_{i,j} h_1' \cdot h_i + h_1^2 \cdot h_j + \]

\[ (h_1^3 \cdot h_1^4)(h_3^3 \cdot h_4^4) \]

From now on we let \( l_1^1 = h_1' \cdot h_i \) (phrase start logits), \( l_2^2 = h_1^2 \cdot h_j \) (phrase end logits), and \( l_{i,j} = l_1^1 + l_2^2 + (h_1^3 \cdot h_1^4)(h_3^3 \cdot h_4^4) \) i.e. the value that is being maximized in the above equation.

One straightforward way to define the loss is to define it as the negative log probability of the correct answer where \( \Pr(i, j) \propto \exp(l_{i,j}) \). In other words,

\[ L = -l_{i^*, j^*} + \log \sum_{i,j} \exp(l_{i,j}) \]  (3.6)

where \( L \) is the loss to minimize. Note that explicitly enumerating all possible phrases (enumerating all \((i, j)\) pairs) during training time would be memory-intensive. Instead, we can efficiently obtain the loss by:

\[ l_1^1 = \begin{bmatrix} l_1^1, \ldots, l_T^1 \end{bmatrix} = q^1H_1^T \]

\[ l_2^2 = q^2H_2^T \]

\[ L = l_1^T + l_2^2 + (h_1^3 \cdot h_1^4)H_3^2H_4^T \]

where \( H_m = [h_1^m, \ldots, h_T^m] \) for \( m = 1, 2, 3, 4 \) + is with broadcasting and \((i, j)\)-th element of \( L \) is \( l_{i,j} \). Note that \( L \) can be entirely computed from \( L \).

While the loss function is clearly unbiased with respect to \( \Pr(i, j) \propto \exp(l_{i,j}) \), the summation in Equation 3.6 is computed over \( T^2 \) terms which is quite large and causes small gradient. To aid training, we define an auxiliary loss \( L^1 \) corresponding to the start logits,

\[ L^1 = -l_{i^*}^1 + \log \sum_i \exp\left( \frac{1}{T} \sum_j l_{i,j} \right) \]  (3.7)
and $L^2$ for the end logits in a similar way. By early summation (taking the mean), we reduce the number of exponential terms and allow larger gradients. We average between the true and aux loss for the final loss: $\frac{L^2}{2} + \frac{L^1 + L^2}{4}$.

**No-Answer Bias** During training SQuAD (v1.1), we never observe negative examples (i.e. an unanswerable question in the paragraph). Following Levy et al. [2017], we introduce a trainable no-answer bias when computing softmax. For each paragraph, we create two negative examples by bringing one question from another article and one question from the same article but different paragraphs. Instead of randomly sampling, we bring the question with the highest inner product (i.e. most similar) with a randomly-picked positive question in the current paragraph, using a question embedding model trained on SQuAD v1.1. We jointly train the positive examples with the negative examples.

### 3.5.2 Indexing

Wikipedia consists of approximately 3 billion tokens, so enumerating all phrases with length $\leq 20$ will result in about 60 billion phrases. With 961D of `float32` per phrase, one needs 240 TB of storage (60 billion times 961 dimensions times 4 bytes per dimension). While not impossible in industry scale, the size is clearly out of reach for independent or academic researchers and critically unfriendly for open research. We discuss three techniques we employ to reduce the size of the index to 1.2 TB without sacrificing much accuracy, which becomes much more manageable for everyone. In practice, additional 300-500GB will be needed to store auxiliary information for efficient indexing, which still sums up to less than 2TB.

1. **Pointer** Since each phrase vector is the concatenation of $a_i$ and $b_j$ (and a scalar $c_{i,j}$ but it takes very little space), many phrases share the same start or end vectors. Hence we store a single list of the start and the end vectors independently and just store pointers to those vectors for the phrase representation. This effectively reduces the memory footprint from 240 TB to 12 TB.

2. **Filtering** We train a simple single-layer binary classifier on top of each of the start and end vectors, supervised with the actual answer (without observing the question). This allows us to not store vectors that are unlikely to be a potential start or end position of the answer phrase, further reducing the memory.
footprint from 12 TB to 5 TB.

3. Quantization We reduce the size of each vector by scalar quantization (SQ). That is, we convert each float32 value to int8 with appropriate offset and scaling. This allows us to reduce the size by one-fourth. Hence the final memory consumption is 1.2 TB. In future, more advanced methods such as Product Quantization (PQ) \cite{Jegou2011} can be considered, though we note that in our experiment setup we could not find a good configuration that does not drop the accuracy significantly.

3.5.3 Search

While it would be ideal to (and possible to) directly approximate argmax in Equation 3.2 by using sparse maximum inner product search algorithm (some discussed in Section 3.2), we could not find a good open-source implementation that can scale up to billions of vectors and handle the dense and the sparse part of the phrase vector at the same time. We instead consider three approximation strategies.

First, sparse-first search (SFS) approximates the argmax by retrieving top-$k^s$ documents with the sparse similarity search and then performing exact search (including sparse inner product scores) over all the phrases in retrieved documents. This is analogous to most pipeline-based QA systems, although our model can still yield much higher speed because it only needs to perform inner product once the documents are retrieved. Since the number of sparse document vectors is relatively small (5 million), we directly perform exact search using scipy, which has under 0.2s latency per query.

Second, dense-first search (DFS) approximates the argmax by doing search on the dense part first to retrieve top-$k^d$ vectors and then reranking them by accessing the corresponding sparse vectors. Note that this implies a widely different behavior from SFS, as described in Section 3.6.2. We use faiss \cite{Johnson2017}, open-sourced and large-scale-friendly similarity search package for dense vectors.

Lastly, we consider a hybrid approach by independently performing both search strategies and reranking the appended list of the results.

Also, instead of directly searching on the dense vector $d_{i,j}$ (concatenation of start, end, and coherency), we first search on the start vector $a_i$ and obtain the best end position for each retrieved start position by computing the rest. We found that this allows us to save memory and time without sacrificing much accuracy, since the start vectors alone seem to contain sufficiently rich syntactic and semantic information already that
<table>
<thead>
<tr>
<th>Model</th>
<th>EM</th>
<th>F1</th>
<th>W/s</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Original</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DrQA</td>
<td>69.5</td>
<td>78.8</td>
<td>4.8K</td>
</tr>
<tr>
<td>BERT-Large</td>
<td>84.1</td>
<td>90.9</td>
<td>51</td>
</tr>
<tr>
<td><strong>Query-Agnostic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM+SA</td>
<td>49.0</td>
<td>59.8</td>
<td>-</td>
</tr>
<tr>
<td>LSTM+SA+ELMo</td>
<td>52.7</td>
<td>62.7</td>
<td>-</td>
</tr>
<tr>
<td>DENSPI (dense only)</td>
<td>73.6</td>
<td>81.7</td>
<td>28.7M</td>
</tr>
<tr>
<td>+ Linear layer</td>
<td>66.9</td>
<td>76.4</td>
<td>-</td>
</tr>
<tr>
<td>+ Indep. encoders</td>
<td>65.4</td>
<td>75.1</td>
<td>-</td>
</tr>
<tr>
<td>– Coherency scalar</td>
<td>71.5</td>
<td>81.5</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 3.1:** Results on SQuAD v1.1. ‘W/s’ indicates number of words the model can process (read) per second on a CPU in a batch mode (multiple queries at a time). DrQA [Chen et al., 2017] and BERT [Devlin et al., 2019] are from SQuAD leaderboard, and LSTM+SA and LSTM+SA+ELMo are query-agnostic baselines from Seo et al. [2018].

makes the search possible even in a large scale.

3.6 Experiments

Experiment section is divided into two parts. First, we report results on SQuAD [Rajpurkar et al., 2016]. This can be considered as a small-scale prerequisite to the open-domain experiment. It also allows a convenient comparison to state-of-the-art models in SQuAD, especially on the speed of the model. Under a fully controlled environment and batch-query scenario, our model processes words nearly 6,000 times faster than DrQA [Chen et al., 2017]. Second, we report results on open-domain SQuAD (called SQuAD-Open), following the same setup as in DrQA. We show that our model achieves up to 6.4% better accuracy and up to 58 times faster end-to-end inference time than DrQA while exploring nearly 200 times more unique documents. All experiments are CPU-only benchmark.

3.6.1 SQuAD v1.1 Experiments

In the SQuAD v1.1 setup, our model effectively uses only the dense vector since every sparse (document tf-idf) vector will be identical in the same paragraph. While this is a much easier problem than open-domain, it can serve as a reliable and fast indicator of how well the model would do in the open-domain setup.
**Model details** We use BERT-large ($d = 1024$) for the text encoders, which is pretrained on a large text corpus (Wikipedia dump and Book Corpus). We refer readers to the original paper by [Devlin et al., 2019](#) for details; we mostly use the default settings described there. We use $d^e = 480$, resulting in phrase size of $2d^e + 1 = 961$, and $d^c = 32$. We train with a batch size of 12 (on four P40 GPUs) for 3 epochs.

**Baselines** We compare the performance of our system DENSPI with a few baselines in terms of accuracy and efficiency. The first group are among the models that are submitted to SQuAD v1.1 Leaderboard, specifically DrQA [Chen et al., 2017](#) and BERT [Devlin et al., 2019](#) (current state of the art). These models encode the evidence document given the question, but they suffer from the disadvantage that the evidence document needs to be re-encoded for every new question at the inference time, and they are strictly linear time in that they cannot utilize approximate search algorithms. The second group of baselines are introduced by [Seo et al., 2018](#), specifically LSTM+SA and LSTM+SA+ELMo that also encode phrases independent of the question using LSTM, Self-Attention, and ELMo [Peters et al., 2018](#) encodings.

**Results** Table 3.1 compares the performance of our system with different baselines in terms of efficiency and accuracy. We note the following observations from the result table. (1) DENSPI outperforms the query-agnostic baseline [Seo et al., 2018](#) by a large margin, 20.1% EM and 18.5% F1. This is largely credited towards the usage of BERT encoder with an effective phrase embedding mechanism on the top. (2) DENSPI outperforms DrQA by 3.3% EM. This signifies that phrase-indexed models can now outperform early (unconstrained) state-of-the-art models in SQuAD. (3) DENSPI is 9.2% below the current state of the art. The difference, which we call *decomposability gap*[^1] is now within 10% and future work will involve further closing the gap. (4) Query-agnostic models can process (read) words much faster than query-dependent representation models. In a controlled environment where all information is in memory and the documents are pre-indexed, DENSPI can process 28.7 million words per second, which is 6,000 times faster than DrQA and 563,000 times faster than BERT without any approximation.

**Ablations** Ablations are also shown at the bottom of Table 3.1. The first ablation adds a linear layer on top of the BERT encoder for the phrase embeddings, which is more analogous to how BERT handles other

[^1]: The gap is due to constraining the scoring function to be decomposable into question encoder and context encoder.
language tasks. We see a huge drop in performance. We also try independent BERT encoders (i.e. unshared parameters) between phrase and question embedding models, and we also see a large drop as well. These seem to indicate that a careful design consideration for even small details are crucial when finetuning BERT. Our ablation that excludes coherency scalar decreases DENSPI’s EM score by 2% and F1 by 0.2%. This agrees with our intuition that the coherency scalar is useful for precisely defining valid phrase constituents.

### 3.6.2 Open-domain Experiments

In this subsection, we evaluate our model’s performance (accuracy and speed) on Open-domain SQuAD (SQuAD-Open), which is an extension of SQuAD [Rajpurkar et al., 2016] by Chen et al. [2017]. In this setup, the evidence is the entire English Wikipedia, and the golden paragraphs are not provided for questions.

**Model details** For the dense vector, we adopt the same setup from Section 3.6.1 except that we train with no-answer questions (Section 3.5.1) and an increased batch size of 18. For the sparse vector of each phrase, we use the identical 2-gram tf-idf vector used by Chen et al. [2017], whose vocabulary size is approximately 17 million, of the document that contains the phrase. Since the sparse vector and the dense vector are independently obtained, we tune the linear scale between the sparse and the dense vectors and found that 0.05 (multiplied on the sparse vector) gives the best performance. As discussed in Section 3.5.3.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th>EM</th>
<th>s/Q</th>
<th>#D/Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>DrQA</td>
<td>-</td>
<td>29.8</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>R³</td>
<td>37.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Paragraph ranker</td>
<td>-</td>
<td>30.2</td>
<td>-</td>
<td>20</td>
</tr>
<tr>
<td>Multi-step reasoner</td>
<td>39.2</td>
<td>31.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MINIMAL</td>
<td>42.5</td>
<td>34.7</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>BERTserini</td>
<td>46.1</td>
<td>38.6</td>
<td>115</td>
<td>-</td>
</tr>
<tr>
<td>Weaver</td>
<td>-</td>
<td>42.3</td>
<td>-</td>
<td>25</td>
</tr>
<tr>
<td><strong>DENSPI-SFS</strong></td>
<td>42.5</td>
<td>33.3</td>
<td>0.60</td>
<td>5</td>
</tr>
<tr>
<td><strong>DENSPI-DFS</strong></td>
<td>35.9</td>
<td>28.5</td>
<td>0.51</td>
<td>815</td>
</tr>
<tr>
<td>–sparse scale=0</td>
<td>16.3</td>
<td>11.2</td>
<td>0.40</td>
<td>815</td>
</tr>
<tr>
<td><strong>DENSPI-Hybrid</strong></td>
<td>44.4</td>
<td>36.2</td>
<td>0.81</td>
<td>817</td>
</tr>
</tbody>
</table>

Table 3.2: Results on SQuAD-Open. Top rows are previous models that re-encode documents for every question. The bottom rows are our proposed model. ‘s/Q’ is seconds per query on a CPU and ‘#D/Q’ is the number of documents visited per query.
we consider three search strategies. For sparse-first search (SFS), we retrieve top-5 documents. For dense-first search (DFS), we use an HNSW-based [Malkov and Yashunin, 2018] coarse quantizer with $2^{20}$ (1M) clusters (obtained with k-means) and nprobe=64 (number of clusters to visit). We retrieve top 1000 dense (start) vectors. The ‘Hybrid’ setup adopts the same configurations from both.

**Baselines** We compare our system with previous state-of-the-art models for open-domain question answering. The baselines include DrQA [Chen et al., 2017], MINIMAL [Min et al., 2018], multi-step-reasoner [Das et al., 2019], Paragraph Ranker [Lee et al., 2018], R$^3$ [Wang et al., 2018a], BERTserini [Yang et al., 2019], and Weaver [Raison et al., 2018]. We do not experiment with Seo et al. [2018] due to its poor performance with respect to DENSPI as demonstrated in Table 3.1.

**Results** Table 3.2 shows the results of our system and previous models on SQuAD-Open. We note following observations: (1) DENSPI-Hybrid outperforms DrQA by 6.4% while achieving 43 times faster inference speed. (2) DENSPI-Hybrid is 6.1% EM behind Weaver, which co-encodes top 25 documents (retrieved by tf-idf) for every new question. As mentioned in Section 3.6.1 the difference between ours and Weaver can be considered as the decomposability gap arising from the constraint of query-agnostic phrase representations. We note, however, that the gap is smaller now in open-domain, and the speed-up is expected to be much larger since Weaver has higher computational complexity than DrQA and reads top 25 documents. (3) We also report the number of documents that our model computes exact search on and compare it to that of DrQA, as indicated by ‘#D/Q’ in the table. Top-1000 dense search in DENSPI-Hybrid results in 817 unique documents on average, which is much more diverse than the 5 documents that DrQA considers. The benefit of this diversity is better illustrated in the upcoming qualitative analysis (Table 3.3).

**Ablations** Table 3.2 (bottom) shows the effect of different search strategies (SFS vs DFS vs Hybrid) and the importance of the sparse vector.

**SFS vs DFS vs Hybrid:** We first see that DENSPI-SFS and DENSPI-DFS have comparable inference speed while DENSPI-SFS has 6.6% higher F1. While this demonstrates the effectiveness of sparse search, it is important to note that this might be due to the high word overlap between the question and the context.

---

5Weaver is not open-sourced so we could not benchmark it.
Q: What can hurt a teacher’s mental and physical health?
A: occupational stress

DrQA   [Mental health] ... and poor mental health can lead to problems such as substance abuse.
DENSPI [Teacher] Teachers face several occupational hazards in their line of work, including occupational stress, ...

Q: Who was Kennedy’s science adviser that opposed manned spacecraft flights?
A: Jerome Wiesner

DrQA   [Apollo program] Kennedy’s science advisor Jerome Wiesner, (...) his opposition to manned spaceflight ...
[Apollo program] ... and the sun by NASA manager Abe Silverstein, who later said that ...
[Apollo program] Although Grumman wanted a second unmanned test, George Low decided (...) be manned.
DENSPI [Apollo program] Kennedy’s science advisor Jerome Wiesner, ... his opposition to manned spaceflight ...
[Space Race] Jerome Wiesner of MIT, who served as a (...) advisor to (...) Kennedy, (...) opponent of manned ...
[John F. Kennedy] ... science advisor Jerome Wiesner (...) strongly opposed to manned space exploration, ...

Q: What to do when you’re bored?

DrQA   [Bored to Death (song)] I’m nearly bored to death
[Waterview Connection] The twin tunnels were bored by (...) tunnel boring machine (TBM) ...
[Bored to Death (song)] It’s easier to say you’re bored, or to be angry, than it is to be sad.
DENSPI [Big Brother 2] When bored, she enjoys drawing.
[Angry Kid] Angry Kid is (...) bored of long car journeys, so Dad suggests he just close his eyes and sleep.
[Pearls Before Swine] In law school, he became so bored during classes, he started to doodle a rat, ...

Table 3.3: Prediction samples from DrQA and DENSPI in open-domain (English Wikipedia). Each sample shows [document title], context, and predicted answer.
Q: What was the main radio network in the 1940s in America?
A: NBC Red Network

DENSPI  [American Broadcasting Company] In the 1930s, radio in the United States was dominated by (...) the Columbia Broadcasting System, the Mutual Broadcasting (...).

Q: Which city is the fifth-largest city in California?
A: Fresno

DENSPI  [Oakland, California] Oakland is the largest city and the county seat of (...), California, United States.

**Table 3.4:** Wrong prediction samples from DENSPI in open-domain (English Wikipedia). Each sample shows [document title], context, and predicted answer.

in SQuAD. Furthermore, we see that Hybrid achieves the highest accuracy in both F1 and EM, implying that the two strategies are complimentary.

*Sparse vector:* DENSPI-DFS with ‘sparse scale=0’ implies that we entirely remove the sparse vector, i.e. $x_{i,j} = d_{i,j}$ in Equation [3.1] While this wouldn’t have any effect in SQuAD v.1.1, we see a significant drop (-19.6% F1), indicating the importance of the sparse vector in open-domain for distinguishing semantically close but lexically distinct entities.

**Qualitative Analysis** Table [3.3] contrasts between the results from DrQA and DENSPI-Hybrid. In the top example, we note that DrQA fails to retrieve the right document, whereas DENSPI finds the correct answer. This happens exactly because the document retrieval model would not precisely know what kind of content is in the document, while dense search allows it to consider the content directly through phrase-level retrieval. In the second example, while both obtain the correct top-1, DENSPI also obtains the same answer from three different documents. The last example (not from SQuAD) does not have a noun entity, in which a term-frequency-based search engine often performs poorly. We indeed see that DrQA fails because wrong documents are retrieved. On the other hand, DENSPI is able to obtain good answers from several different documents. These results also reinforce the importance of exploring diverse documents (‘#D/Q’ in Table 3.2).

**Error Analysis** Table [3.4] shows wrong predictions from DENSPI. In the first example, the model seems to fail to distinguish ‘1940s’ from ‘1930s’. In the second example, the model seems to focus more on the
word ‘largest’ than the word ‘fifth-’ in the question.

3.7 Conclusion

We introduce a model for real-time open-domain question answering by learning indexable phrase representations independent of the query, which leverage both dense and sparse vectors to capture lexical, semantic, and syntactic information. On SQuAD-Open, our experiments show that our model can read words 6,000 times faster under a controlled environment and 43 times faster in a real setup than DrQA while achieving 6.4% higher EM. We believe that even further speedup and larger coverage of documents can be done with a dedicated similarity search package for dense+sparse vectors. We note that, however, the gap due to query-agnostic constraint still exists and is at least 6.1% EM. Hence, more effort on designing a better phrase representation model is needed to close the gap. In Chapter 4 I discuss a follow-up work for this effort.
Chapter 4

Sparse Knowledge Memory

4.1 Introduction

Open-domain question answering (QA) is the task of answering generic factoid questions by looking up a large knowledge source, typically unstructured text corpora such as Wikipedia, and finding the answer text segment [Chen et al., 2017]. One widely adopted strategy to handle such large corpus is to use an efficient document (or paragraph) retrieval technique to obtain a few relevant documents, and then use an accurate (yet expensive) machine reading model to read the retrieved documents and find the answer [Chen et al., 2017; Wang et al., 2018a; Das et al., 2019; Yang et al., 2019], as also discussed in Chapter 2.

In Chapter 3, I discussed an alternative approach that formulates the task as an end-to-end phrase retrieval problem by encoding and indexing every possible text span in a dense vector offline [Seo et al., 2018]. The approach promises a massive speed advantage with several orders of magnitude lower time complexity, but it performs poorly on entity-centric questions, often unable to disambiguate similar but different entities such as “1991” and “2001” in dense vector space. To alleviate this issue, [Seo et al., 2019] concatenate a term-frequency-based sparse vector with the dense vector to capture lexical information. However, such sparse vector is identical across the document (or paragraph), which means every word’s importance is equally considered regardless of its context (Figure 4.1).

In this paper, we introduce a method to learn a Contextualized Sparse Representation (SPARC) for each phrase and show its effectiveness in open-domain QA under phrase retrieval setup. Related previous work
Between 1991 and 2000, the total area of forest lost in the Amazon rose from 415,000 to 587,000 square kilometres.

**Question**
How many square kilometres of the Amazon forest was lost by 1991?

**Sparse Representations of 415,000**
- tf-idf: amazon rose (1.00), ..., 1991 (0.23), 2000 (0.19)
- Ours: 1991 (1.00), amazon (0.50), ..., 2000 (0.17)

**Sparse Representations of 587,000**
- tf-idf: amazon rose (1.00), ..., 1991 (0.23), 2000 (0.19)
- Ours: 2000 (1.00), amazon (0.53), ..., 1991 (0.21)

**Figure 4.1:** An example of sparse vectors given a context from SQuAD. While tf-idf has high weights on infrequent n-grams, our contextualized sparse representation (SPARC) focuses on semantically related n-grams.

(for a different task) often directly maps dense vectors to a sparse vector space \[\text{Faruqui et al., 2015; Subramanian et al., 2018}\], which can be at most only a few thousand dimensions due to computational cost and small gradients. We instead leverage rectified self-attention weights on the neighboring n-grams to scale up its cardinality to n-gram vocabulary space (billions), allowing us to encode rich lexical information in each sparse vector. We kernelize\(^1\) the inner product space during training to avoid explicit mapping and obtain memory- and computational efficiency.

SPARC improves the previous phrase retrieval model, DenSPI \[\text{Seo et al., 2019}\] (by augmenting its phrase embedding), by more than 4% in both CuratedTREC and SQuAD-Open. In fact, our CuratedTREC result achieves the new state of the art even when compared to previous retrieve & read approaches, with at least 45x faster speed.

### 4.2 Background

We focus on open-domain QA on unstructured text where the answer is a text span in a textual corpus (e.g., Wikipedia). Formally, given a set of $K$ documents $x^1, \ldots, x^K$ and a question $q$, the task is to design a model that obtains the answer $\hat{a}$ by $\hat{a} = \arg \max_{a_{i:j}} F(x^k_{i:j}, q)$, where $F$ is the score model to learn and $x^k_{i:j}$ is a phrase consisting of words from the $i$-th to the $j$-th word in the $k$-th document. Pipeline-based

\(^1\)Our method is inspired by the kernel method in SVMs \[\text{Cortes and Vapnik, 1995}\].
methods [Chen et al., 2017; Lin et al., 2018; Wang et al., 2019] typically leverage a document retriever to reduce the number of documents to read, but they suffer from error propagation when wrong documents are retrieved and can be still slow due to the heavy reader model.

**Phrase-Indexed Open-domain QA**  As an alternative, Seo et al. [2018, 2019] introduce an end-to-end, real-time open-domain QA approach to directly encode all phrases in documents agnostic of the question, and then perform similarity search on the encoded phrases. This is feasible by decomposing the scoring function $F$ into two functions,

$$\hat{a} = \arg \max_{x_{i,j}} H_x(a_{i,j}^k) \cdot H_q(q)$$

where $H_x$ is the query-agnostic phrase encoding, and $H_q$ is the question encoding, and $\cdot$ denotes a fast inner product operation.

Seo et al. [2019] propose to encode each phrase (and question) with the concatenation of a dense vector obtained via a deep contextualized word representation model [Devlin et al., 2019] and a sparse vector obtained via computing the tf-idf of the document (paragraph) that the phrase belongs to. We argue that the inherent characteristics of tf-idf, which is not learned and identical across the same document, has limited representational power. Our goal in this paper is to propose a better and learned sparse representation model that can further improve the QA accuracy in the phrase retrieval setup.

### 4.3 Sparse Encoding of Phrases

Our sparse model, unlike pre-computed sparse embeddings such as tf-idf, *dynamically* computes the weight of each n-gram that depends on the context.

#### 4.3.1 Why do we need sparse representations?

To answer the question in Figure 4.1, the model should know that the target answer \(415,000\) corresponds to the year \(1991\) while the (confusing) phrase \(587,000\) corresponds to the year \(2000\). The dense phrase encoding is likely to have difficulty in precisely differentiating between \(1991\) and \(2000\) since it needs to also
encode several different kinds of information. Window-based tf-idf would not help because the year 2000 is closer (in word distance) to 415,000. This example illustrates the strong need to create an n-gram-based sparse encoding that is highly syntax- and context-aware.

4.3.2 Contextualized Sparse Representations

The sparse representation of each phrase is obtained as the concatenation of its start word’s and end word’s sparse embedding, i.e. \( s_{ij} = [s^\text{start}_i, s^\text{end}_j] \). This way, similarly to how the dense phrase embedding is obtained in [Seo et al. 2019], we can efficiently compute them without explicitly enumerating all possible phrases.

We obtain each (start/end) sparse embedding in the same way (with unshared parameters), so we just describe how we obtain the start sparse embedding here and omit the superscript ‘start’. Given the contextualized encoding of each document \( H = [h_1, \ldots, h_N] \in \mathbb{R}^{N \times d} \), we obtain its (start/end) sparse encoding \( S = [s_1, \ldots, s_N] \in \mathbb{R}^{N \times F} \) by

\[
S = \text{ReLU}(\frac{QK^T}{\sqrt{d}})F \in \mathbb{R}^{N \times F} \tag{4.1}
\]

where \( Q, K \in \mathbb{R}^{N \times d} \) are query, key matrices obtained by applying a (different) linear transformation on \( H \) (i.e., using \( W_Q, W_K : \mathbb{R}^{N \times d} \to \mathbb{R}^{N \times d} \)), and \( F \in \mathbb{R}^{N \times F} \) is an one-hot n-gram feature representation of the input document \( x \). That is, for instance, if we want to encode unigram (1-gram) features, \( F_i \) will be a one-hot representation of the word \( x_i \), and \( F \) will be equivalent to the vocabulary size. Intuitively, \( s_i \) contains a weighted bag-of-ngram representation where each n-gram is weighted by its relative importance on each start or end word of a phrase. Note that \( F \) will be very large, so it should always exist as an efficient sparse matrix format (e.g., csc), and one should not explicitly create its dense form. Since we want to handle several different sizes of n-grams, we create the sparse encoding \( S \) for each n-gram and concatenate the resulting sparse encodings. In practice, we experimentally find that unigram and bigram are sufficient for most use cases.

We compute sparse encodings on the question side \( (s' \in \mathbb{R}^F) \) in a similar way to the document side, with the only difference that we use the [CLS] token instead of start and end words to represent the entire question. We share the same BERT and linear transformation weights used for the phrase encoding.
4.3.3 Training

As training phrase encoders on the whole Wikipedia is computationally prohibitive, we use training examples from an extractive question answering dataset (SQuAD) to train our encoders. We also use an improved negative sampling method which makes both dense and sparse representations more robust to noisy texts.

Kernel Function

Given a pair of question $q$ and a golden document $x$ (a paragraph in the case of SQuAD), we first compute the dense logit of each phrase $x_{i:j}$ by $l_{i,j} = h_{i:j} \cdot h'$. Each phrase’s sparse embedding is trained, so it needs to be considered in the loss function. We define the sparse logit for phrase $x_{i:j}$ as $l_{\text{sparse},i,j} = s_{i,j} \cdot s'_{\text{CLS}}$. For brevity, we describe how we compute the first term $s_{i}^{\text{start}} \cdot s'^{\text{start}}_{\text{CLS}}$ corresponding to the start word (and dropping the superscript ‘start’); the second term can be computed in the same way.

$$s_{i}^{\text{start}} \cdot s'^{\text{start}}_{\text{CLS}} = \text{ReLU}(\frac{QK^T}{\sqrt{d}})_{i}F$$

where $Q, K' \in \mathbb{R}^{M \times d}, F' \in \mathbb{R}^{M \times F}$ denote the question side query, key, and n-gram feature matrices, respectively. The output size of $F$ is prohibitively large, but we efficiently compute the loss by precomputing $FF'^T \in \mathbb{R}^{N \times M}$. Note that $FF'^T$ can be considered as applying a kernel function, i.e. $K(F, F') = FF'^T$ where its $(i, j)$-th entry is 1 if and only if the n-gram at the $i$-th position of the context is equivalent to the $j$-th n-gram of the question, which can be efficiently computed as well. One can also think of this as kernel trick (in the literature of SVM [Cortes and Vapnik, 1995]) that allows us to compute the loss without explicit mapping.

The final loss to minimize is computed from the negative log likelihood over the sum of the dense and sparse logits:

$$L = -(l_{i^*,j^*} + l_{i^*,j^*}^{\text{sparse}}) + \log \sum_{i,j} \exp(l_{i,j} + l_{i,j}^{\text{sparse}})$$

where $i^*, j^*$ denote the true start and end positions of the answer phrase. As we don’t want to sacrifice the quality of dense representations which is also very critical in dense-first search explained in Section 4.4.1.
we add dense-only loss that omits the sparse logits (i.e. original loss in [Seo et al., 2019]) to the final loss, in which case we find that we obtain higher-quality dense phrase representations.

**Negative Sampling** To learn robust phrase representations, we concatenate negative paragraphs to the original SQuAD paragraphs. To each paragraph \( x \), we concatenate the paragraph \( x_{\text{neg}} \) which was paired with the question whose dense representation \( h'_{\text{neg}} \) is most similar to the original dense question representation \( h' \), following [Seo et al., 2019]. We find that adding tf-idf matching scores on the word-level logits of the negative paragraphs further improves the quality of sparse representations.

### 4.4 Experiments

#### 4.4.1 Experimental Setup

**Datasets** SQuAD-Open is the open-domain version of SQuAD [Rajpurkar et al., 2016]. We use 87,599 examples with the golden evidence paragraph to train our encoders and use 10,570 examples from dev set to test our model, as suggested by [Chen et al., 2017]. CURATEDTREC consists of question-answer pairs from TREC QA [Voorhees et al., 1999] curated by [Baudiš and Šedivý, 2015]. We use 694 test set QA pairs for testing our model. We only train on SQuAD and test on both SQuAD-Open and CuratedTREC, relying on the generalization ability of our model (zero-shot) for CuratedTREC.

**Implementation Details** We use and finetune BERT-Large for our encoders. We use BERT vocabulary which has 30,522 unique tokens based on byte pair encodings. As a result, we have \( F \approx 1B \) when using both uni-/bigram features. We do not finetune the word embedding during training. We pre-compute and store all encoded phrase representations of all documents in Wikipedia (more than 5 million documents). It takes 600 GPU hours to index all phrases in Wikipedia. We use the same storage reduction and search techniques by [Seo et al., 2019]. For search, we perform dense search first and then rerank with sparse scores (DFS) or perform sparse search first and rerank with dense scores (SFS), or a combination of both (Hybrid).

**Comparisons** For models using dedicated search engines, we show performances of DrQA [Chen et al., 2017], R³ [Wang et al., 2018a], Paragraph Ranker [Lee et al., 2018], Multi-Step-Reasoner [Das et al., 2019],
<table>
<thead>
<tr>
<th>Model</th>
<th>C.TREC EM</th>
<th>SQuAD-Open EM</th>
<th>F1</th>
<th>s/Q</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Models with Dedicated Search Engines</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DrQA</td>
<td>25.4*</td>
<td>29.8**</td>
<td>-</td>
<td>35</td>
</tr>
<tr>
<td>R³</td>
<td>28.4*</td>
<td>29.1</td>
<td>37.5</td>
<td></td>
</tr>
<tr>
<td>Paragraph Ranker</td>
<td>35.4†</td>
<td>30.2</td>
<td>-</td>
<td>161</td>
</tr>
<tr>
<td>Multi-Step-Reasoner</td>
<td>-</td>
<td>31.9</td>
<td>39.2</td>
<td></td>
</tr>
<tr>
<td>BERTserini</td>
<td>-</td>
<td>38.6</td>
<td>46.1</td>
<td>115</td>
</tr>
<tr>
<td>Multi-passage BERT</td>
<td>-</td>
<td><strong>53.0</strong></td>
<td><strong>60.9</strong></td>
<td>84</td>
</tr>
<tr>
<td><strong>End-to-End Models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ORQA</td>
<td>30.1</td>
<td>20.2</td>
<td>-</td>
<td>8.0</td>
</tr>
<tr>
<td>DENSPI</td>
<td>31.6†</td>
<td>36.2</td>
<td>44.4</td>
<td>0.71</td>
</tr>
<tr>
<td>DENSPI + SPARC (Ours)</td>
<td><strong>35.7†</strong></td>
<td><strong>40.7</strong></td>
<td><strong>49.0</strong></td>
<td>0.78</td>
</tr>
</tbody>
</table>

* Trained on distantly supervised training data.
** Trained on multiple datasets
† No supervision using target training data.

Table 4.1: Results on two open-domain QA datasets.

BERTserini [Yang et al., 2019], and Multi-passage BERT [Wang et al., 2019]. For end-to-end models that do not rely on search engine results, DENSPI [Seo et al., 2019], ORQA [Lee et al., 2019], and DENSPI + SPARC (Ours) are evaluated. For DENSPI and ours, ‘Hybrid’ search strategy is used.

### 4.4.2 Results

**Open-Domain QA Experiments**  Table 4.1 shows experimental results on two open-domain question answering datasets, comparing our method with previous pipeline and end-to-end approaches. On both datasets, our model with contextualized sparse representations (DENSPI + SPARC) largely improves the performance of the phrase-indexing baseline model (DENSPI) by more than 4%. Also, our method runs significantly faster than other models that need to run heavy QA models during the inference. On CuratedTREC, which is constructed from real user queries, our model achieves state-of-the-art performance at the time of submission. Even though our model is only trained on SQuAD (i.e., zero-shot), it outperforms all other models which are either distant- or semi-supervised with at least 45x faster inference.

On SQuAD-Open, our model outperforms BERT-based pipeline approaches such as BERTserini [Yang et al., 2019] while being more than two orders of magnitude faster. Multi-passage BERT, which utilizes
Table 4.2: Ablations of our model. We show effects of different sparse representations.

<table>
<thead>
<tr>
<th>Model</th>
<th>SQuAD$_{1/100}$</th>
<th>SQuAD$_{1/10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>60.0</td>
<td>51.6</td>
</tr>
<tr>
<td>– SPARC</td>
<td>55.9 ($-4.1$)</td>
<td>48.4 ($-3.2$)</td>
</tr>
<tr>
<td>– Doc./Para. tf-idf</td>
<td>58.1 ($-1.9$)</td>
<td>50.9 ($-0.7$)</td>
</tr>
<tr>
<td>+ Trigram SPARC</td>
<td>58.0 ($-2.0$)</td>
<td>49.8 ($-1.8$)</td>
</tr>
</tbody>
</table>

Table 4.3: Results on the SQuAD development set. LSTM+SA+ELMo is a query-agnostic baseline from Seo et al. [2018].

<table>
<thead>
<tr>
<th>Model</th>
<th>EM</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DrQA [Chen et al. 2017]</td>
<td>69.5</td>
<td>78.8</td>
</tr>
<tr>
<td>BERT [Devlin et al. 2019]</td>
<td>84.1</td>
<td>90.9</td>
</tr>
<tr>
<td>Query-Agnostic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM + SA + ELMo</td>
<td>52.7</td>
<td>62.7</td>
</tr>
<tr>
<td>DENSPI</td>
<td>73.6</td>
<td>81.7</td>
</tr>
<tr>
<td>DENSPI + SPARC</td>
<td>76.4</td>
<td>84.8</td>
</tr>
</tbody>
</table>

Ablation Study Table 4.2 shows the effect of contextualized sparse representations by comparing different variants of our method on SQuAD-Open. We use a subset of Wikipedia dump (1/100 and 1/10). Interestingly, adding trigram features in SPARC is worse than using uni-/bigram representations only, calling for a stronger regularization for high-order n-gram features.

Closing the Decomposability Gap Table 3.1 shows the performance of DenSPI + SPARC in the SQuAD v1.1 development set, where a single paragraph that contains an answer is provided in each sample. While BERT-Large that jointly encodes a passage and a question still has a higher performance than ours, we have closed the gap to 6.1 F1 score in a query-agnostic setting.

Qualitative Analysis Table 4.4 shows the outputs of three OpenQA models: DrQA [Chen et al. 2017], DENSPI [Seo et al. 2019], and DENSPI + SPARC (ours). Our model is able to retrieve various correct
Q: When is Independence Day?

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DrQA</td>
<td>[Independence Day (1996 film)] Independence Day is a 1996 American science fiction ...</td>
</tr>
<tr>
<td>DENSPI + SPARC</td>
<td>[Independence Day (India)] ... is annually observed on <strong>15 August</strong> as a national holiday in India.</td>
</tr>
</tbody>
</table>

Q: What was the GDP of South Korea in 1950?

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DRQA</td>
<td>[Economy of South Korea] In 1980, the South Korean GDP per capita was <strong>$2,300</strong>.</td>
</tr>
<tr>
<td>DENSPI</td>
<td>[Economy of South Korea] In 1980, the South Korean GDP per capita was <strong>$2,300</strong>.</td>
</tr>
<tr>
<td>DENSPI + SPARC</td>
<td>[Developmental State] South Korea’s GDP grew from <strong>$876</strong> in 1950 to <strong>$22,151</strong> in 2010.</td>
</tr>
</tbody>
</table>

Table 4.4: Prediction samples from DrQA, DENSPI, and DENSPI + SPARC. Each sample shows **[document title]**, context, and **predicted answer**.

answers from different documents, and it often correctly answers questions with specific dates or numbers compared to DENSPI showing the effectiveness of learned sparse representations.

### 4.5 Conclusion

In this paper, we demonstrate the effectiveness of contextualized sparse representations, DENSPI, for encoding phrase with rich lexical information in open-domain question answering. We efficiently train our sparse representations by kernelizing the sparse inner product space. Experimental results show that our fast open-domain QA model that augments DENSPI with DENSPI outperforms previous open-domain QA models, including recent BERT-based pipeline models, with two orders of magnitude faster inference time.
Chapter 5

Neural Reasoning

5.1 Introduction

In this chapter, I address the problem of reasoning over multiple pieces of factual knowledge. For example, consider we know that Frogs eat insects and Flies are insects. Then answering Do frogs eat flies? requires reasoning over both of the above facts. Question answering, more specifically context-based QA, has been extensively studied in machine comprehension tasks [Richardson et al., 2013b; Hermann et al., 2015; Hill et al., 2016; Rajpurkar et al., 2016]. However, most of the datasets are primarily focused on lexical and syntactic understanding, and hardly concentrate on inference over multiple facts. Recently, several datasets aimed for testing multi-hop reasoning have emerged; among them are story-based QA [Weston et al., 2016] and the dialog task [Bordes and Weston, 2017].

Recurrent Neural Network (RNN) and its variants, such as Long Short-Term Memory (LSTM) [Hochreiter and Schmidhuber, 1997] and Gated Recurrent Unit (GRU) [Cho et al., 2014], are popular choices for modeling natural language. However, when used for multi-hop reasoning in question answering, purely RNN-based models have shown to perform poorly [Weston et al., 2016]. This is largely due to the fact that RNN’s internal memory is inherently unstable over a long term. For this reason, most recent approaches in the literature have mainly relied on global attention mechanism and shared external memory [Sukhbaatar et al., 2015; Peng et al., 2015; Xiong et al., 2016; Graves et al., 2016]. The attention mechanism allows these models to focus on a single sentence in each layer. They can sequentially read multiple relevant sentences
from the memory with multiple layers to perform multi-hop reasoning. However, one major drawback of these standard attention mechanisms is that they are insensitive to the time step (memory address) of the sentences when accessing them.

Our proposed model, Query-Reduction Network (QRN), is a single recurrent unit that addresses the long-term dependency problem of most RNN-based models by simplifying the recurrent update, while taking the advantage of RNN’s capability to model sequential data (Figure 5.1). QRN considers the context sentences as a sequence of state-changing triggers, and transforms (reduces) the original query to a more informed query as it observes each trigger through time. For instance in Figure 5.1b, the original question, Where is the apple?, cannot be directly answered by any single sentence from the story. After observing the first sentence, Sandra got the apple there, QRN transforms the original question to a reduced query Where is Sandra?, which is presumably easier to answer than the original question given the context provided by the first sentence. Unlike RNN-based models, QRN’s candidate state ($\tilde{h}_t$ in Figure 5.1a) does not depend on the previous hidden state ($h_{t-1}$). Compared to memory-based approaches [Sukhbaatar et al., 2015; Peng et al., 2015; Kumar et al., 2016; Xiong et al., 2016], QRN can better encode locality information because it does not use a global memory access controller (circle nodes in Figure 5.2), and the query updates are performed locally.

In short, the main contribution of QRN is threefold. First, QRN is a simple variant of RNN that reduces the query given the context sentences in a differentiable manner. Second, QRN is situated between the attention mechanism and RNN, effectively handling time dependency and long-term dependency problems of each technique, respectively. Hence it is well-suited for sequential data with both local and global interactions (note that QRN is not the replacement of RNN, which is arguably better for modeling complex local interactions). Third, unlike most RNN-based models, QRN can be parallelized over time by computing candidate reduced queries ($\tilde{h}_t$) directly from local input queries ($q_t$) and context sentence vectors ($x_t$). In fact, the parallelizability of QRN implies that QRN does not suffer from the vanishing gradient problem of RNN, hence effectively addressing the long-term dependency. We experimentally demonstrate these contributions by achieving the state-of-the-art results on story-based QA and interactive dialog datasets.

1 Code is publicly available at: seominjoon.github.io/qrn/
2 This mechanism is akin to logic regression in situation calculus [Reiter, 2001].
**Figure 5.1:** (5.1a) QRN unit, (5.1b) 2-layer QRN on 5-sentence story, and (5.1c) entire QA system (QRN and input / output modules). $x, q, \hat{y}$ are the story, question and predicted answer in natural language, respectively. $x = \langle x_1, \ldots, x_T \rangle$, $q, \hat{y}$ are their corresponding vector representations (upright font). $\alpha$ and $\rho$ are update gate and reduce functions, respectively. $\hat{y}$ is assigned to be $h^5_2$, the local query at the last time step in the last layer. Also, red-colored text is the inferred meanings of the vectors (see ‘Interpretations’ of Section 5.5.3).

### 5.2 Model

In story-based QA (or dialog dataset), the input is the context as a sequence of sentences (story or past conversations) and a question in natural language (equivalent to the user’s last utterance in the dialog). The output is the predicted answer to the question in natural language (the system’s next utterance in the dialog). The only supervision provided during training is the answer to the question.

In this paper we particularly focus on end-to-end solutions, i.e., the only supervision comes from questions and answers, and we restrain from using manually defined rules or external language resources, such as lexicon or dependency parser. Let $\langle x_1, \ldots, x_T \rangle$ denote the sequence of sentences, where $T$ is the number of sentences in the story, and let $q$ denote the question. Let $\hat{y}$ denote the predicted answer, and $y$ denote the true answer. Our proposed system for end-to-end QA task is divided into three modules (Figure 4.1): input module, QRN layers, and output module.

**Input module.** Input module maps each sentence $x_t$ and the question $q$ to $d$-dimensional vector space, $x_t \in \mathbb{R}^d$ and $q_t \in \mathbb{R}^d$. We adopt a previous solution for the input module (details in Section 5.5).

**QRN layers.** QRN layers use the sentence vectors and the question vector from the input module to obtain the predicted answer in vector space, $\hat{y} \in \mathbb{R}^d$. A QRN layer refers to the recurrent application of a QRN...
unit, which can be considered as a variant of RNN with two inputs, two outputs, and a hidden state (reduced query), all of which operate in vector space. The details of the QRN module is explained throughout this section [5.2.1, 5.2.2].

**Output module.** Output module maps \( \hat{y} \) obtained from QRN to a natural language answer \( \hat{y} \). Similar to the input module, we adopt a standard solution for the output module (details in Section 5.5).

We first formally define the base model of a QRN unit, and then we explain how we connect the input and output modules to it (Section 5.2.1). We also present a few extensions to the network that can improve QRN’s performance (Section 5.2.2). Finally, we show that QRN can be parallelized over time, giving computational advantage over most RNN-based models by one order of magnitude (Section 5.3).

### 5.2.1 QRN Unit

As an RNN-based model, QRN is a single recurrent unit that updates its hidden state (reduced query) through time and layers. Figure 5.1a depicts the schematic structure of a QRN unit, and Figure 5.1b demonstrates how layers are stacked. A QRN unit accepts two inputs (local query vector \( q_t \in \mathbb{R}^d \) and sentence vector \( x_t \in \mathbb{R}^d \)), and two outputs (reduced query vector \( h_t \in \mathbb{R}^d \), which is similar to the hidden state in RNN, and the sentence vector \( x_t \) from the input without modification). The local query vector is not necessarily identical to the original query (question) vector \( q \). In order to compute the outputs, we use update gate function \( \alpha : \mathbb{R}^d \times \mathbb{R}^d \to [0, 1] \) and reduce function \( \rho : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \). Intuitively, the update gate function measures the relevance between the sentence and the local query and is used to update the hidden state. The reduce function transforms the local query input to a candidate state which is a new reduced (easier) query given the sentence. The outputs are calculated with the following equations:

\[
\begin{align*}
z_t &= \alpha(x_t, q_t) = \sigma(W^{(z)}(x_t \odot q_t) + b^{(z)}) \\
\tilde{h}_t &= \rho(x_t, q_t) = \tanh(W^{(h)}[x_t; q_t] + b^{(h)}) \\
h_t &= z_t \tilde{h}_t + (1 - z_t) h_{t-1}
\end{align*}
\]

where \( z_t \) is the scalar update gate, \( \tilde{h}_t \) is the candidate reduced query, and \( h_t \) is the final reduced query at time step \( t \). \( \sigma(\cdot) \) is sigmoid activation, \( \tanh(\cdot) \) is hyperbolic tangent activation (applied element-wise),
$W^{(z)} \in \mathbb{R}^{1 \times d}, W^{(h)} \in \mathbb{R}^{d \times 2d}$ are weight matrices, $b^{(z)} \in \mathbb{R}, b^{(h)} \in \mathbb{R}^d$ are bias terms, $\circ$ is element-wise vector multiplication, and $[;]$ is vector concatenation along the row. As a base case, $h_0 = 0$. Here we have explicitly defined $\alpha$ and $\rho$, but they can be any reasonable differentiable functions.

The update gate is similar to the global attention mechanism [Sukhbaatar et al., 2015; Xiong et al., 2016] in that it measures the similarity between the sentence (a memory slot) and the query. However, a significant difference is that the update gate is computed using sigmoid ($\sigma$) function on the current memory slot only (hence internally embedded within the unit), whereas the global attention is computed using softmax function over the entire memory (hence globally defined). The update gate can be rather considered as local sigmoid attention.

**Stacking layers**  We just showed the single-layer case of QRN, but QRN with multiple layers is able to perform reasoning over multiple facts more effectively, as shown in the example of Figure 5.1b. In order to stack several layers of QRN, the outputs of the current layer are used as the inputs to the next layer. That is, using superscript $k$ to denote the current layer’s index (assuming 1-based indexing), we let $q_{t}^{k+1} = h_{t}^{k}$. Note that $x_t$ is passed to the next layer without any modification, so we do not put a layer index on it.

**Bi-direction.**  So far we have assumed that QRN only needs to look at past sentences, whereas often times, query answers can depend on future sentences. For instance, consider a sentence “John dropped the football.” at time $t$. Then, even if there is no mention about the “football” in the past (at time $i < t$), it can be implied that “John” has the “football” at the current time $t$. In order to incorporate the future dependency, we obtain $\overrightarrow{h}_t$ and $\overleftarrow{h}_t$ in both forward and backward directions, respectively, using Equation 5.3. We then add them together to get $q_t$ for the next layer. That is,

$$q_{t}^{k+1} = \overrightarrow{h}_{t}^{k} + \overleftarrow{h}_{t}^{k}$$

(5.4)

for layer indices $1 \leq k \leq K - 1$. Note that the variables $W^{(z)}, b^{(z)}, W^{(h)}, b^{(h)}$ are shared between the two directions.

**Connecting input and output modules.**  Figure 4.1 depicts how QRN is connected with the input and output modules. In the first layer of QRN, $q_{t}^{1} = q$ for all $t$, where $q$ is obtained from the input module by
processing the natural language question input \( q \). \( x_t \) is also obtained from \( x_t \) by the same input module. The output at the last time step in the last layer is passed to the output module. That is, \( \hat{y} = h_t^K \) where \( K \) represent the number of layers in the network. Then the output module gives the predicted answer \( \hat{y} \) in natural language.

5.2.2 Extensions

Here we introduce a few extensions of QRN, and later in our experiments, we test QRN’s performance with and without each of these extensions.

**Reset gate.** Inspired by GRU [Cho et al., 2014], we found that it is useful to allow the QRN unit to reset (nullify) the candidate reduced query (i.e., \( \tilde{h}_t \)) when necessary. For this we use a reset gate function \( \beta : \mathbb{R}^d \times \mathbb{R}^d \to [0, 1] \), which can be defined similarly to the update gate function:

\[
\begin{align}
    r_t &= \beta(x_t, q_t) = \sigma(W^{(r)}(x_t \circ q_t) + b^{(r)}) \\
    z_t &= \sigma(W^{(z)}(x_t \circ q_t) + b^{(z)})
\end{align}
\]

where \( W^{(r)} \in \mathbb{R}^{1 \times d} \) is a weight matrix, and \( b^{(r)} \in \mathbb{R} \) is a bias term. Equation 5.3 is rewritten as

\[
    h_t = z_t r_t \tilde{h}_t + (1 - z_t) h_{t-1}.
\]

Note that we do not use the reset gate in the last layer.

**Vector gates.** As in LSTM and GRU, update and reset gates can be vectors instead of scalar values for fine-controlled gating. For vector gates, we modify the row dimension of weights and biases in Equation 5.1 and 5.5 from 1 to \( d \). Then we obtain \( z_t, r_t \in \mathbb{R}^d \) (instead of \( z_t, r_t \in \mathbb{R} \)), and these can be element-wise multiplied (\( \circ \)) instead of being broadcasted in Equation 5.3 and 5.6.

5.3 Parallelization

An important advantage of QRN is that the recurrent updates in Equation 5.3 and 5.5 can be computed in parallel across time. This is in contrast with most RNN-based models that cannot be parallelized, where
computing the candidate hidden state at time $t$ explicitly requires the previous hidden state. In QRN, the final reduced queries ($\mathbf{h}_t$) can be decomposed into computing over candidate reduced queries ($\tilde{\mathbf{h}}_t$), without looking at the previous reduced query. Here we primarily show that the query update in Equation 5.3 can be parallelized by rewriting the equation with matrix operations. The extension to Equation 5.5 is straightforward. The recursive definition of Equation 5.3 can be explicitly written as

$$
\mathbf{h}_t = \sum_{i=1}^{t} \prod_{j=i+1}^{t} (1 - z_j) z_i \tilde{\mathbf{h}}_t = \sum_{i=1}^{t} \exp \left\{ \sum_{j=i+1}^{t} \log (1 - z_j) \right\} z_i \tilde{\mathbf{h}}_t.
$$

Let $b_i = \log(1 - z_i)$ for brevity. Then we can rewrite Equation 5.7 as the following equation:

$$
\begin{bmatrix}
\mathbf{h}_1^\top \\
\mathbf{h}_2^\top \\
\mathbf{h}_3^\top \\
\vdots \\
\mathbf{h}_T^\top
\end{bmatrix} = 
\exp \left\{ \begin{bmatrix}
0 & -\infty & -\infty & \ldots & -\infty \\
-\infty & 0 & -\infty & \ldots & -\infty \\
-\infty & -\infty & 0 & \ldots & -\infty \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\infty & -\infty & -\infty & \ldots & 0
\end{bmatrix} \right\} 
\begin{bmatrix}
z_1 \tilde{\mathbf{h}}_1^\top \\
z_2 \tilde{\mathbf{h}}_2^\top \\
z_3 \tilde{\mathbf{h}}_3^\top \\
\vdots \\
z_T \tilde{\mathbf{h}}_T^\top
\end{bmatrix}
$$

(5.8)

Let $\mathbf{H} = [\mathbf{h}_1^\top; \ldots; \mathbf{h}_T^\top]$ be a $T$-by-$d$ matrix where the transposes ($\top$) of the column vectors $\mathbf{h}_t$ are concatenated across row. We similarly define $\tilde{\mathbf{H}}$ from $\tilde{\mathbf{h}}_t$. Also, let $\mathbf{z} = [z_1; \ldots; z_T]$ and $\mathbf{b} = [0; b_2; \ldots; b_T]$ be column vectors (note that we use 0 instead of $b_1$). Then Equation 5.8 is:

$$
\mathbf{H} = [\mathbf{L} \circ \exp(\mathbf{L} [\mathbf{B} \circ \mathbf{L}'])] [\mathbf{Z} \circ \tilde{\mathbf{H}}]
$$

(5.9)

where $\mathbf{L}, \mathbf{L'} \in \mathbb{R}_{T \times T}$ are lower and strictly lower triangular matrices of 1’s, respectively, $\circ$ is element-wise multiplication, and $\mathbf{B}$ is a matrix where $T$ $\mathbf{b}$’s are tiled across the column, i.e. $\mathbf{B} = [\mathbf{b}, \ldots, \mathbf{b}] \in \mathbb{R}^{T \times T}$, and similarly $\mathbf{Z} = [\mathbf{z}, \ldots, \mathbf{z}] \in \mathbb{R}^{T \times d}$. All implicit operations are matrix multiplications. With reasonable $N$ (batch size), $d$ and $T$ (e.g. $N, d, T = 100$), matrix operations in Equation 5.9 can be comfortably computed in most modern GPUs.
5.4 Related Work

QRN is inspired by RNN-based models with gating mechanism, such as LSTM [Hochreiter and Schmidhuber, 1997] and GRU [Cho et al., 2014]. While GRU and LSTM use the previous hidden state and the current input to obtain the candidate hidden state, QRN only uses the current two inputs to obtain the candidate reduced query (equivalent to candidate hidden state). We conjecture that this not only gives computational advantage via parallelization, but also makes training easier, i.e., avoiding vanishing gradient (which is critical for long-term dependency), overfitting (by simplifying the model), and converging to local minima.

The idea of structurally simplifying (constraining) RNNs for learning longer-term patterns has been explored in recent previous work, such as Structurally Constrained Recurrent Network [Mikolov et al., 2015] and Strongly-Typed Recurrent Neural Network (STRNN) [Balduzzi and Ghifary, 2016]. QRN is similar to STRNN in that both architectures use gating mechanism, and the gates and the candidate hidden states do not depend on the previous hidden states, which simplifies the recurrent relation. However, QRN can be distinguished from STRNN in three ways. First, QRN’s update gate simulates attention mechanism, measuring the relevance between the input sentence and query. On the other hand, the gates in STRNN can be considered as the simplification of LSTM/GRU by removing their dependency on previous hidden state. Second, QRN is an RNN that is natively compatible with context-based QA tasks, where the QRN unit accepts two inputs, i.e. each context sentence and query. This is distinct from STRNN which has only one input. Third, we show that QRN is timewise-parallelizable on GPUs. Our parallelization algorithm is also applicable to STRNN.
End-to-end Memory Network (N2N) \cite{Sukhbaatar2015} uses external memory with multi-layer attention mechanism to focus on sentences that are relevant to the question. There are two key differences between N2N and our QRN. First, N2N summarizes the entire memory in each layer to control the attention in the next layer (circle nodes in Figure 5.2b). Instead, QRN does not have any controller node (Figure 5.2a) and is able to focus on relevant sentences through the update gate that is internally embodied within its unit. Second, N2N adds time-dependent trainable weights to the sentence representations to model the time dependency of the sentences (as discussed in Section 5.1). QRN does not need such additional weights as its inherent RNN architecture allows QRN to effectively model the time dependency. Neural Reasoner \cite{Peng2015} and Gated End-to-end Memory Network \cite{Perez2016} are variants of MemN2N that share its fundamental characteristics.

Improved Dynamic Memory Network (DMN+) \cite{Xiong2016} uses the hybrid of the attention mechanism and the RNN architecture to model the sequence of sentences. It consists of two distinct GRUs, one for the time axis (rectangle nodes in Figure 5.2c) and one for the layer axis (circle nodes in Figure 5.2c). Note that the update gate of the GRU for the time axis is replaced with external softmax attention weights. DMN+ uses the time-axis GRU to summarizes the entire memory in each layer, and then the layer-axis GRU controls the attention weights in each layer. In contrast, QRN is simply a single recurrent unit without any controller node.

5.5 Experiments

5.5.1 Data

bAbI story-based QA dataset bAbI story-based QA dataset \cite{Weston2016} is composed of 20 different tasks, each of which has 1,000 (1k) synthetically-generated story-question pair. A story can be as short as two sentences and as long as 200+ sentences. A system is evaluated on the accuracy of getting the correct answers to the questions. The answers are single words or lists (e.g. “football, apple”). Answering questions in each task requires selecting a set of relevant sentences and applying different kinds of logical reasoning over them. The dataset also includes 10k training data (for each task), which allows training more complex models. Note that DMN+ \cite{Xiong2016} only reports on the 10k dataset.
**bAbI dialog dataset**  
BAbI dialog dataset [Bordes and Weston, 2017] consists of 5 different tasks, each of which has 1k synthetically-generated goal-oriented dialogs between a user and the system in the domain of restaurant reservation. Each dialog is as long as 96 utterances and comes with external knowledge base (KB) providing information of each restaurant. The authors also provide Out-Of-Vocabulary (OOV) version of the dataset, where many of the words and KB keywords in test data are not seen during training. A system is evaluated on the accuracy of its response to each utterance of the user, choosing from up to 2500 possible candidate responses. A system is required not only to understand the user’s request but also refer to previous conversations in order to obtain the context information of the current conversation.

**DSTC2 (Task 6) dialog dataset**  
Bordes and Weston [2017] transformed the Second Dialog State Tracking Challenge (DSTC2) dataset [Henderson et al., 2014] into the same format as the bAbI dialog dataset, for the measurement of performance on a real dataset. Each dialog can be as long as 800+ utterances, and a system needs to choose from 2407 possible candidate responses for each utterance of the user. Note that the evaluation metric of the original DSTC2 is different from that of the transformed DSTC2, so previous work on the original DSTC2 should not be directly compared to our work. We will refer to this transformed DSTC2 dataset by “Task 6” of dialog dataset.

**5.5.2 Model Details**

**Input Module.** In the input module, we are given sentences (previous conversations in dialog) $x_t$ and a question (most recent user utterance) $q$, and we want to obtain their vector representations, $x_t, q \in \mathbb{R}^d$. We use a trainable embedding matrix $A \in \mathbb{R}^{d \times V}$ to encode the one-hot vector of each word $x_{tj}$ in each sentence $x_t$ into a $d$-dimensional vector $x_{tj} \in \mathbb{R}^d$. Then the sentence representation $x_t$ is obtained by Position Encoder [Sukhbaatar et al., 2015]. The same encoder with the same embedding matrix is also used to obtain the question vector $q$ from $q$.

**Output Module for story-based QA.** In the output module, we are given the vector representation of the predicted answer $\hat{y}$ and we want to obtain the natural language form of the answer, $\hat{y}$. We use a $V$-way single-layer softmax classifier to map $\hat{y}$ to a $V$-dimensional sparse vector, $\hat{v} = \text{softmax} \left( W(y) \hat{y} \right) \in \mathbb{R}^V$, where $W(y) \in \mathbb{R}^{V \times d}$ is a weight matrix. Then the final answer $\hat{y}$ is simply the argmax word in $\hat{v}$. To handle
questions with multiple-word answers, we consider each of them as a single word that contains punctuations such as space and comma, and put it in the vocabulary.

**Output Module for dialog.** We use a fixed number single-layer softmax classifiers, each of which is similar to that of the story-based QA model, to sequentially output each word of the system’s response. While it is similar in spirit to the RNN decoder [Cho et al., 2014], our output module does not have a recurrent hidden state or gating mechanism. Instead, it solely uses the final output of the QRN, $\hat{y}$, and the current word output to influence the prediction of the next word among possible candidates.

**Training.** We withhold 10% of the training for development. We use the hidden state size of 50 by default. Batch sizes of 32 for bAbI story-based QA 1k, bAbI dialog and DSTC2 dialog, and 128 for bAbI QA 10k are used. The weights in the input and output modules are initialized with zero mean and the standard deviation of $1/\sqrt{d}$. Weights in the QRN unit are initialized using techniques by Glorot and Bengio [2010], and are tied across the layers. Forget bias of 2.5 is used for update gates (no bias for reset gates). L2 weight decay of 0.001 (0.0005 for QA 10k) is used for all weights. The loss function is the cross entropy between $\hat{v}$ and the one-hot vector of the true answer. The loss is minimized by stochastic gradient descent for maximally 500 epochs, but training is early stopped if the loss on the development data does not decrease for 50 epochs. The learning rate is controlled by AdaGrad [Duchi et al., 2011] with the initial learning rate of 0.5 (0.1 for QA 10k). Since the model is sensitive to the weight initialization, we repeat each training procedure 10 times (50 times for 10k) with the new random initialization of the weights and report the result on the test data with the lowest loss on the development data.

5.5.3 Results.

We compare our model with baselines and previous state-of-the-art models on story-based and dialog tasks (Table 5.1). These include LSTM [Hochreiter and Schmidhuber, 1997], End-to-end Memory Networks (N2N) [Sukhbaatar et al., 2015], Dynamic Memory Networks (DMN+) [Xiong et al., 2016], Gated End-to-end Memory Networks (GMemN2N) [Perez and Liu, 2016], and Differentiable Neural Computer (DNC) [Graves et al., 2016].
Table 5.1: (top) bAbI QA dataset [Weston et al., 2016]: number of failed tasks and average error rates (%). † is obtained from github.com/therne/dmn-tensorflow. (bottom) bAbI dialog and DSTC2 dialog dataset [Bordes and Weston, 2017] average error rates (%) of QRN and previous work (LSTM, N2N, DMN+, GMemN2N, and DNC). For QRN, the first number (1, 2, 3) indicates the number of layers, ‘r’ means the reset gate is used, and the last number (100, 200), if exists, indicates the dimension of the hidden state, where the default value is 50. ‘+’ indicates that ‘match’ (See Appendix for details) is used. See Section 5.5.3 for details.

Story-based QA. Table 5.1 (top) reports the summary of results of our model (QRN) and previous work on bAbI QA. In 1k data, QRN’s ‘2r’ (2 layers + reset gate + $d = 50$) outperforms all other models by a large margin (2.8+%). In 10k dataset, the average accuracy of QRN’s ‘6r200’ (6 layers + reset gate + $d = 200$) model outperforms all previous models by a large margin (2.5+%), achieving a nearly perfect score of 99.7%.

Dialog. Table 5.1 (bottom) reports the summary of the results of our model (QRN) and previous work on bAbI dialog and Task 6 dialog. As done in previous work [Bordes and Weston, 2017; Perez and Liu, 2016], we also report results when we use ‘Match’ for dialogs. ‘Match’ is the extension to the model which additionally takes as input whether each answer candidate matches with context (more details on Appendix). QRN outperforms previous work by a large margin (2.0+%) in every comparison.

Ablations. We test four types of ablations (also discussed in Section 5.2.2): number of layers (1, 2, 3, or 6), reset gate (r), and gate vectorization (v) and the dimension of the hidden vector (50, 100). We show a subset of combinations of the ablations for bAbI QA in Table 5.1 other combinations performed poorly and/or did not give interesting observations. According to the ablation results, we infer that: (a) When the number of layers is only one, the model lacks reasoning capability. In the case of 1k dataset, when there are too many layers (6), it seems correctly training the model becomes increasingly difficult. In the case of 10k
dataset, many layers (6) and hidden dimensions (200) helps reasoning, most notably in difficult task such as task 16. (b) Adding the reset gate helps. (c) Including vector gates hurts in 1k datasets, as the model either overfits to the training data or converges to local minima. On the other hand, vector gates in bAbI story-based QA 10k dataset sometimes help. (d) Increasing the dimension of the hidden state to 100 in the dialog’s Task 6 (DSTC2) helps, while there is not much improvement in the dialog’s Task 1-5. It can be hypothesized that a larger hidden state is required for real data.

**Parallelization.** We implement QRN with and without parallelization in TensorFlow [Abadi et al., 2016] on a single Titan X GPU to quantify the computational gain of the parallelization. For QRN without parallelization, we use the RNN library provided by TensorFlow. QRN with parallelization gives 6.2 times faster training and inference than QRN without parallelization on average. We expect that the speedup can be even higher for datasets with larger context.

**Interpretations.** An advantage of QRN is that the intermediate query updates are interpretable. Figure 5.1 shows intermediate local queries (\(q^k_t\)) interpreted in natural language, such as “Where is Sandra?”. In order to obtain these, we place a decoder on the input question embedding \(q\) and add its loss for recovering the

---

**Figure 5.3:** (top) bAbI QA dataset [Weston et al., 2016] visualization of update and reset gates in QRN ‘2r’ model (bottom two) bAbI dialog and DSTC2 dialog dataset [Bordes and Weston, 2017] visualization of update and reset gates in QRN ‘2r’ model. Note that the stories can have as many as 800+ sentences; we only show part of them here.
question to the classification loss (similarly to Peng et al. [2015]). We then use the same decoder to decode the intermediate queries. This helps us understand the flow of information in the networks. In Figure 5.1, the question Where is apple? is transformed into Where is Sandra? at $t = 1$. At $t = 2$, as Sandra dropped the apple, the apple is no more relevant to Sandra. We obtain Where is Daniel? at time $t = 3$, and it is propagated until $t = 5$, where we observe a sentence (fact) that can be used to answer the query.

**Visualization.** Figure 5.3 shows visualization of the (scalar) magnitudes of update and reset gates on story sentences and dialog utterances. In Figure 5.3, we observe high values on facts that provide information to answer question (the system’s next utterance for dialog). In QA Task 2 example (top left), we observe high update gate values in the first layer on facts that state who has the apple, and in the second layer, the high update gate values are on those that inform where that person went to. We also observe that the forward reset gate at $t = 2$ in the first layer ($\overrightarrow{r}_1$) is low, which is signifying that apple no more belongs to Sandra. In dialog Task 3 (bottom left), the model is able to infer that three restaurants are already recommended so that it can recommend another one. In dialog Task 6 (bottom), the model focuses on the sentences containing Spanish, and does not concentrate much on other facts such as I don’t care.

### 5.6 Conclusion

In this chapter, I introduced Query-Reduction Network (QRN) (Seo et al. [2017b]) to answer context-based questions and carry out conversations with users that require multi-hop reasoning. We show the state-of-the-art results in the three datasets of story-based QA and dialog. We model a story or a dialog as a sequence of state-changing triggers and compute the final answer to the question or the system’s next utterance by recurrently updating (or reducing) the query. QRN is situated between the attention mechanism and RNN, effectively handling time dependency and long-term dependency problems of each technique, respectively. It addresses the long-term dependency problem of most RNNs by simplifying the recurrent update, in which the candidate hidden state (reduced query) does not depend on the previous state. Moreover, QRN can be parallelized and can address the well-known problem of RNN’s vanishing gradients.
Chapter 6

Conclusion

General-purpose language representation learning models such as Transformer (and BERT) have recently shown to be very effective for natural language tasks that are less dependent on factual knowledge (e.g. classification, textual entailment, machine translation). In many tasks, the models have already reached the upper bound and outperformed human accuracy. Nevertheless, more challenges still remain for the tasks that are more explicitly dependent on the world knowledge, which is often too large to be considered as a raw input to the parametric model. In this thesis, I tackled these challenges by introducing three different methods for interacting with the world knowledge in the form of natural language data: machine reader, knowledge memory, and neural reasoning.

A promising future research direction is to design a convenient neural interface for accessing the world knowledge that can be attached to the parametric model as a plug-and-play module, so that the parametric model can be knowledge-aware during training and inference for various knowledge-dependent tasks. These not only include direct applications such as open-domain QA and multi-step reasoning (as discussed in [5]), but also may include non-obvious cases such as language models and machine translation where the access to the vast amount of world knowledge can indirectly boost the performance. For the rest of this chapter, I delve into four possible future research topics that are closely related to this challenge.
6.1 Unified knowledge representation in vector space

A vast amount of world knowledge is available on the web in many different forms. Structured data such as Knowledge Graph and databases is effective for fast and precise access to specific knowledge, and is also better able to handle complex queries by leveraging its formal ontology [Seo et al., 2015; Hwang et al., 2019]. On the other hand, unstructured data has several orders of magnitude more information and its scope is not limited by the predefined ontology [Seo et al., 2019]. Semi-structured and multimodal data such as tables, images and lists embodied in text also contain important information. For instance, consider a factoid question “How large is Seattle?” Information necessary to answer the question might be in Knowledge Graph ((Seattle, size, 217km$^2$)), in a Wiki document (“Seattle has an area of 217km$^2$.”) or in a semi-structured table listing city sizes. In order to access such diverse forms of information with a common interface that is not tied to any manually built ontology, developing a unified, distributed (vector) knowledge representation model is crucial. Embedding even a single piece of information in vector space is known to be a difficult task, but its feasibility is also explored and demonstrated in my previous work [Seo et al., 2019; Lee et al., 2020]. In the process of realising knowledge embodied in the data, it is also important to be sufficiently aware of the context, including not only document-wide information but also various kinds of metadata (e.g. time stamp when the document was written) and images and figures [Kembhavi et al., 2017]. This will require us to consider more different kinds of information than the current scope of large pretrained language models (ELMo, BERT) that only look at raw words.

6.2 Large-scale neural memory

Unified, distributed knowledge representations will allow us to build a key-value memory architecture that houses the world knowledge in vector space, but two significant challenges exist. First, effective key representation model will be needed. Poor key vectors will hinder a precise access to the requested information. This could mean that we need a better distance function (than typical ones such as L1, L2, inner product), and/or we need multiple key vectors per knowledge piece. Second, making a web-scale neural memory is a computationally challenging problem. We will need a tighter integration and collaboration with lower-level technology stacks in Computer Science, including distributed systems and (physical) memory architecture.
(for low random-access latency). Furthermore, computing the exact gradient over a large memory is inefficient, so we will need a faster method for approximating the gradient in order to attach it to and train it with a task-specific parametric model. We can also benefit from developing a dedicated similarity search library for the neural memory, especially if we want to handle extremely sparse key vectors [Seo et al., 2019; Lee et al., 2020].

6.3 Combining knowledge in vector space

While the neural memory is meant to contain a quite comprehensive collection of world knowledge, many of complex queries still cannot be directly answered by the memory (with a single access) and require combining knowledge from different places to infer a new conclusion. The existence of the neural memory, however, will allow the task-specific parametric model to minimize effort on finding and processing knowledge and focus on learning to reason. My previous work [Seo et al., 2017b] showed the feasibility of vector-space reasoning when the language structure is simple enough; better knowledge representation models (#A) could extend it to more complex language structures. I believe that such plug-and-play neural interface for world knowledge will make model development for researchers easier and more effective. An exciting direction is to observe if such knowledge interface can benefit not only direct applications such as open-domain QA&dialog and commonsense and multi-step reasoning, but also non-obvious problems such as machine translation and language models where the task-specific model might find a clever usage of the world knowledge to improve the output quality. I also plan to explore how we can gradually augment the neural memory with new knowledge by combining existing knowledge in the memory.

6.4 Parametric knowledge encoding

A very recent and increasingly popular approach is to self-supervise a large model (tens of billions of parameters) with an even larger text corpus of the world knowledge (such as Wikipedia) by asking the model to generate the next sentence. Then the model is finetuned on the target task [Raffel et al., 2019].

Surprisingly, experiments have shown that the model is able to latently encode (i.e. memorize) most of the

\[1\]This methodology is also often called “closed-book QA”, as opposed to “open-book QA” that would allow the model to ‘look up’ Wikipedia.
facts in the text corpus and effectively utilize them for the target task. While a promising paradigm, it also exhibits some non-trivial drawbacks. The model is very large and training it is computationally expensive that it is almost impossible to experiment with it or make a use of it at most places except for companies like Google that have enough computing resources. Furthermore, the implicitness of the knowledge make it hard to control the knowledge—that is, if we want to delete or update a fact, or if we want to ensure that a certain piece of knowledge is encoded in the model. One might view it to be similar to squeezing a lot of information into a human brain. Humans forget, memory gets distorted, and it has a finite capacity. Therefore, for a precise access to information, an on-demand interface for interacting with the world knowledge, stored in explicit formats such as natural language, image, or memory slots, is still essential. Latent knowledge (encoded in the model) and explicit knowledge have pros and cons that compliment each other, and we should actively conduct research on both directions and also consider a hybrid model that can combine the best of the two worlds.
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