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From online shopping to social media network, modern web applications are used everywhere in our daily life. These applications are often structured with three tiers: the front-end developed with HTML or JavaScript, the application server developed with object-oriented programming language like Java, Python or Ruby, and the back-end database that accepts SQL queries. Latency is critical for these applications. However, our study shows that many open-source web applications suffer from serious performance issues, with many slow pages as well as pages whose generation time scales superlinearly with the data size. Prior work has been focusing on improving the performance of each tier individually, but is often not enough to reduce the latency to meet the developer’s expectation.

In this thesis, I present a different optimization strategy that enables much further improvement of database-backed applications. Rather than looking into each tier separately, I focus on optimizing one tier based on how other tiers process and consume the data. In particular, I describe five projects that implement five examples of such optimization. On the database tier, I present 1) CHESTNUT, a data layout designer that generates a customized data layout based on how the application tier consumes the query result; and 2) CONSTROPT, a query rewrite optimizer that performs query optimization by leveraging the data constraint inferred from the application code. On the application tier, I present 3) QURO, a query reorder compiler that changes the query order to reduce the database locking time when processing transactions; and 4) POWERSTATION, an IDE
plugin to fix performance anti-patterns in the application code which results in slow or redundant database queries. Besides cross-tier information, there is more we can use to improve the application. Then I propose 5) HYPERLOOP, a framework that leverages not only application knowledge but also the developer’s insights to make performance tradeoffs. In each project, by looking into the interaction with other tiers and even the developers, I show that many optimizations that may not be viable or effective when optimizing each one tier alone can improve the overall application performance significantly. I show the performance gain brought by these optimizations using real-world applications, then discuss future work in this direction and conclude.
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Chapter 1

INTRODUCTION

From banking to social networking, we interact with database-backed applications on a daily basis. These applications are often organized into three tiers, as shown in Figure 1.1. The front-end is a client or many clients who visit the website. The application is hosted an application server that runs the application logic. The backend is often a database management system (DBMS) which persistently stores the application data. These three tiers are often developed with different languages: the front-end is usually rendering HTML/JavaScript files, the application is often developed with object-oriented programming languages like Java, Python or Ruby, and the database backend accepts SQL queries. When the application runs, the front-end issues requests to the application server. The application processes each request, during which it may issue queries to the database to fetch persistent data and update the persistent data. Then the server processes the fetched data, and organizes the data into a response like a webpage to send to the front-end. The front-end then renders the webpage on a browser. The end-to-end latency, i.e., from the time that a client issues a request to the time she sees the response (e.g., a rendered webpage), is often critical to these applications, since a slow webpage affects user’s experience and thus can have an impact on the company’s profit.

To improve the end-to-end performance, prior work has focused on optimizing each layer separately. For instance, decades of research has been conducted to optimize SQL queries running on databases; many compiler optimizations has been applied to improve the performance of the object-oriented language runtime; web caching and similar other techniques are used to improve the front-end rendering time. However, for these database-backed applications, the end-to-end performance is often still unsatisfying even after applying as many of these optimizations as possible.
Yet, there are still opportunities for further improvement. Instead of focusing on each tier individually, I look into optimizing one tier based on its interaction with other tiers. These optimizations may not be plausible or beneficial for a particular tier, yet they are able to improve the overall performance. For instance, instead of improving individual SQL queries at the database tier, the queries can be optimized differently based on how the application consumes the query result. Such optimization may not accelerate each query significantly but can reduce the later post-processing cost on the application tier. Another example is to change how the application issues the queries, like changing the order of queries. From the application’s perspective, doing so does not reduce any computation on the application side and will not be considered by existing compilers. However, it may change how the database processes the queries and improve query latency on the database tier. Furthermore, information from other tiers may also enable more optimization opportunities. For instance, the dependencies among persistent data expressed in the application logic can be leveraged to optimize database queries as the data is processed by the application and subsequently inserted into the database. While there are many other opportunities, unfortunately, existing tools do not support analyzing all the tiers jointly, and thus unable to implement these optimizations.

In the following, I will first briefly review the architecture of a typical database-backed web application, and present our study which reveals how real-world applications perform. Then I will discuss the intuition behind optimizations leveraging information from other tiers and give a summary of my thesis contribution.
1.1 Architecture of Database-Backed Applications

As mentioned above, database-backed applications include three tiers. Many such applications are developed using object-relational mapping (ORM) framework. Each ORM framework is based on an object-oriented programming language, for instance, Ruby on Rails [55] for Ruby, Django [26] for Python and Hibernate [36] for Java. Rather than embedding SQL queries into the application code, ORM frameworks let developers manipulate persistent data as if it is in-memory objects via APIs exposed by the ORMs. When executed, such API calls are translated by the ORM into queries executed by the database and the query results are serialized into objects returned to the application. Many ORM frameworks also provide APIs to build a template for the front-end which dynamically generates the front-end code. By raising the level of abstraction, this approach allows developers to implement their entire application in a single programming language, thereby enhancing code readability and maintainability.

In this thesis, I focus on one representative type of application, i.e., web applications built using Ruby on Rails (although many optimizations in this thesis can be applied to more general applications). Ruby is among the top 3 popular languages on GitHub [131], and Rails is among the top 3 popular web application frameworks [33]. Many widely used applications are built upon Rails, such as Hulu [39], GitLab [34], Airbnb [3], etc. Compared to other popular ORM frameworks such as Django and Hibernate, Rails has \(2\times\) more applications on GitHub with 400 more stars than Django and Hibernate combined. As Rails provides similar functionalities, my work can be easily applied to applications built with other frameworks as well.

Next I will introduce the setting of applications we focus in this thesis, followed by showing how these applications are developed. A detailed setting of Figure 1.1 is shown in Figure 1.2. A Rails application deploys on an application server connected to a database backend, where the database can be hosted on the same or different machine as the server. Internally, the server consists of three components: model, view and controller [140]. Upon receiving a user’s request, say to

\[\text{1} \text{mainly focus on a setting with a single-machine application server and a single-machine database, leaving the distributed setting to future work}\]
render a web page, the Rails server invokes the corresponding *action* that resides in the appropriate *controller* based on the routing rules provided by the application. During its execution, the *controller* interacts with the database by invoking ORM functions provided by Rails \(^2\), in which Rails translates into SQL queries \(^3\). The query results \(^4\) are serialized into *model* objects returned to the *controller* \(^5\), and subsequently passed to the *view* \(^6\) to construct a webpage \(^7\) to be returned \(^8\).

As an illustration, Figure 1.3 shows the code of a blogging application. While the controller and the model are written in Ruby, the view code is written in a mix of ruby and mark-up languages such as HTML. There are two actions defined in the controller: *index* and *show*. Inside the *index* action, the Rails functions `User.where` and `User.some_blogs` are translated to SQL queries at run time to retrieve blog records from the database system. The retrieved records are then passed to *render* to construct a webpage defined by the view file `blog_index.erb`. This webpage displays the excerpt and the URL link (link_to) of every blog. Clicking the link brings the user to a separate page, with another action (*show*) called with the corresponding blog identifier to retrieve the corresponding blog details via another query issued by `Blog.where`. 

---

**Figure 1.2:** A typical architecture of a Rails application.
1.2 Real-world Application Performance

Although using ORM framework increases the development productivity, it often comes at a cost. With the details of query processing hidden, developers often do not understand how their code is translated to queries and how queries are executed. As a matter of fact, the slow performance of ORM frameworks is often complained by developers [10][11][12].

To measure application performance, we performed a comprehensive study on 12 popular open-source web applications built with Rails [155]. These applications, as listed in Table 1.1, come from 6 categories. These 6 categories cover almost all Rails applications with more than 100 stars on GitHub. They also cover a variety of database-usage characteristics, such as transaction-heavy (e.g., e-commerce), read-intensive (e.g., social networking), and write-intensive (e.g., forums). We study the top 2 most popular applications in each category, based on the number of “stars” on GitHub[^2]. They have been developed for 5 to 12 years and are all in active use, ranging from 7K lines of code (Lobsters [41]) to 145K lines of code (Gitlab [34]).

In this study, we profiled these applications using synthetic data, which is generated according to the data distribution of the actually-hosted website. We synthesize three sets of database contents for each application that contain 200, 2000, and 20,000 records in its main database table, which is the one used in rendering homepage. Other table sizes scale up accordingly following the data

[^2]: We measured in Nov. 2017 and the statistics may have changed over time.
Table 1.1: Details of the applications chosen in our study

<table>
<thead>
<tr>
<th>Category</th>
<th>Abbr.</th>
<th>Name</th>
<th>Stars</th>
<th>Commits</th>
<th>Contributors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forum</td>
<td>Ds</td>
<td>Discourse</td>
<td>21238</td>
<td>22501</td>
<td>568</td>
</tr>
<tr>
<td></td>
<td>Lo</td>
<td>Lobster</td>
<td>1304</td>
<td>1000</td>
<td>48</td>
</tr>
<tr>
<td>Collaboration</td>
<td>Gi</td>
<td>Gitlab</td>
<td>19255</td>
<td>49810</td>
<td>1276</td>
</tr>
<tr>
<td></td>
<td>Re</td>
<td>Redmine</td>
<td>2399</td>
<td>13238</td>
<td>6</td>
</tr>
<tr>
<td>E-commerce</td>
<td>Sp</td>
<td>Spree</td>
<td>8331</td>
<td>17197</td>
<td>709</td>
</tr>
<tr>
<td></td>
<td>Ro</td>
<td>Ror_eCommerce</td>
<td>1109</td>
<td>1727</td>
<td>21</td>
</tr>
<tr>
<td>Task-management</td>
<td>Fu</td>
<td>Fulcrum</td>
<td>1502</td>
<td>697</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Tr</td>
<td>Tracks</td>
<td>835</td>
<td>3512</td>
<td>62</td>
</tr>
<tr>
<td>Social</td>
<td>Da</td>
<td>Diaspora</td>
<td>11183</td>
<td>18734</td>
<td>335</td>
</tr>
<tr>
<td>Network</td>
<td>On</td>
<td>Onebody</td>
<td>1592</td>
<td>1220</td>
<td>6</td>
</tr>
<tr>
<td>Map</td>
<td>OS</td>
<td>Openstreetmap</td>
<td>664</td>
<td>8000</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>FF</td>
<td>Fallingfruit</td>
<td>41</td>
<td>1106</td>
<td>7</td>
</tr>
</tbody>
</table>

distribution statistics discussed above. Under all settings, the database sizes for all applications are smaller than 1GB, ranging from 3MB to 982MB.

While the detailed profiling result can be found in the paper [155], we summarize the highlights as below:

- **All applications have slow and/or super-linearly scaling webpages.** 11 out of 12 applications have pages whose average end-to-end loading time exceeds 2 seconds (we say a webpage is slow if it takes over 2 seconds to load\(^3\)); 6 out of 12 applications have pages that take more than 3 seconds to load. Furthermore, 11 applications have super-linearly scaling webpages.

\(^3\)A survey [66] shows that a website user expects a webpage to load within 2 seconds, which we use as a threshold for slow webpage.
(i.e., the end-to-end time scales super-linearly with the size of the database), with an average of 2.8 pages per application.

• **The majority of the webpage time is spent in the server and the database backend.** We break down the end-to-end loading time of the top 10 pages in each application into backend time (i.e., time spent on the application server and the database), client time (i.e., time for loading the webpage in the browser), and network time (i.e., time for data transfer between server and browser). The backend time contributes to at least 40% of the end-to-end-latency for more than half of the top 10 pages in all but one application. Furthermore, over 50% of the slow webpages spend more than 80% of the loading time on server and the database.

Note that we profiled using the most recent version of every application, where the developers have already applied many optimizations like adding indexes to the database, adding data caches, etc. Our study reveals that even after much effort to optimize, serious performance issues still widely exists in these applications.

### 1.3 Thesis Contributions

Traditional optimizations often optimize a single tier individually, aiming to improve the performance of a particular tier: database query optimizers optimize SQL queries to reduce the query latency; compilers and interpreters optimize the application code to reduce the computation and the memory latency of the application server; front-end libraries and web caches optimize the execution of HTML and JavaScript to reduce the rendering time of a webpage. Many of these optimizations have already been applied to existing applications, yet they still leave behind many slow webpages that greatly affect the user experience. In this thesis, I focus on the optimizations across tiers that bring much further performance gain in addition to traditional ones. Our work jointly analyze multiple tiers to understand how each tier processes the data and consumes the result from other components. We explore how to change one tier to better prepare the requests and data for other tiers for the purpose of improving the overall performance. We also look into what extra information we can obtain from other tiers in order to better carry out the optimizations for one tier. We further
ask, what other information can we leverage, other than the other tiers which are still part of the application? So we also explore how to interact with the developer to understand their insight in order to better customize the optimization for every application. These different perspectives lead to a discovery of many opportunities that are not studied by previous work.

Concretely, I will discuss four projects implementing such optimizations for the database backend and the application server, followed by a system that decides the performance tradeoff using not only the application itself but also the developer’s knowledge.

• Ch. 2 introduces CHESTNUT, a data layout designer for the database tier. This work was published in VLDB 2019 [151] and SIGMOD 2020 [138]. CHESTNUT leverages how the query result is being used in the application to customize the in-memory data layout. We observe that the query result is processed in the application server as plain or nested objects, which is different from the tabular representation in the database. When the application runs, the query results are serialized from tabular representation to nested format, where the serialization cost is often the major bottleneck for many slow queries. Instead of storing data in the tabular format in memory, storing them in a nested format reduces the cost of serialization and improves the efficiency of data processing in the application. However, determining what data layout (e.g., how to nest the data and how to build index) to use is non-trivial since the application uses different data nesting for different queries and webpages. CHESTNUT solves this challenge by leveraging recent advances in program analysis, symbolic execution, and solvers to automatically generate a custom data layout and query plans on the data layout. CHESTNUT is able to accelerate the application queries by 3.6× in average (up to 42×) as compared to using the default tabular data layout of relational databases.

• Ch. 3 introduces CONSTROPT, an extension to query optimizer for the database tier. A survey of application constraints motivating CONSTROPT is published in ICSE 2020 [154] and this work is under preparation for submission. CONSTROPT leverages the data constraints defined in the application code to optimize database queries. We observe that many data constraints can be inferred from the application code, e.g., how the application processes the
data before saving it to the database, yet these constraints are not explicitly defined in the database. As a result, the database is not aware of such constraints and unable to leverage them to optimize SQL queries. In response, we propose CONSTROPT to bridge this gap. CONSTROPT infers data constraints through static analysis on the application code, rewrites the application queries and leverages the constraints to verify the correctness of query rewrites. CONSTROPT is able to discover a large number of constraints from the application code. Our evaluation shows that on average over 43 queries can be optimized by CONSTROPT per application where the query performance can be improved by up to 43×.

• Ch. 4 introduces QURO, a query-reordering compiler that works on the application code. This work was published in VLDB 2016 [150]. QURO changes how the application issues database queries to enable faster transaction processing. We observe that for transaction processing systems under locking-based concurrency control, the order of the queries in a transaction has great impact on the system throughput. By moving hotspot accesses (i.e., records that are often accessed by many concurrent transactions) to later in the transaction, the locking period of hotspots is shortened, and the transaction latency is reduced. However, the applications often issues transaction interactively, and the database only sees individual queries without knowing how they are related. So we build QURO that changes the application code to issue queries in different order. By analyzing the application semantics, it ensures that such reordering does not alter the expected transaction behavior. QURO-generated transaction code improves the system throughput by 6.53× compared to using the original code, and reducing the transaction latency by up to 85% on standard benchmarks.

• Ch. 5 introduces POWERSTATION, a compiler that fixes performance anti-patterns. This work was published in CIKM 2017 [152] and FSE 2018 [156]. A performance anti-pattern is a code pattern that leads to slow performance but can be replaced by a more efficient piece of code. In this work we focus on anti-patterns of inefficient data access involving database queries. We first conduct a study on the open-source web applications and summarize the common anti-patterns. We then build POWERSTATION to automatically detect and fix these
anti-patterns. POWERSTATION accelerates the end-to-end page time by over $5 \times$, and 57 of the fixes are accepted by application developers.

- Ch. 6 introduces HYPERLOOP, a framework to take developer’s insight and make performance tradeoffs. This work was published at CIDR 2020 [153] and ICSE 2019 [157]. HYPERLOOP relies on the developer’s knowledge to decide how to optimize application components. We observe that developers are often willing to make tradeoffs to accelerate the essential part of their application, like accelerating important webpages by slowing down non-important ones, or making design changes to a webpage to make it faster. HYPERLOOP proposes an interface to let developers provide their insight using priority on the webpage element. It then uses such information to drive the optimization and tradeoffs of the entire webpage. With HYPERLOOP, developers only need to interact with the webpage visually to make the tradeoffs. While still under development, preliminary results of HYPERLOOP show that this view-driven approach can substantially improve the performance and user experience.

I will next describe each of the projects in detail in the following chapters. Then in Ch. 7 I will discuss more opportunities in cross-tier optimizations and discuss its extension to dynamic workload and runtime optimizations. Then I will discuss related work in Ch. 8 and conclude in Ch. 9.
Chapter 2
CHESTNUT: GENERATING APPLICATION-SPECIFIC DATA LAYOUTS

In this chapter, we present CHESTNUT, a data layout generator for in-memory object-oriented database applications. Given a memory budget, CHESTNUT generates customized in-memory layouts and query plans to answer queries written using a subset of the Rails API, a common framework for building object-oriented database applications. CHESTNUT differs from traditional query optimizers and physical designers in two ways. First, CHESTNUT automatically generates layouts that are customized for the application after analyzing their queries. Second, CHESTNUT uses a novel enumeration and verification-based algorithm to generate query plans that use such data layouts, rather than rule-based approaches as in traditional query optimizers. We evaluated CHESTNUT on four open-source Rails database applications. The result shows that it can reduce average query processing time by over 3.6× (and up to 42×), as compared to other in-memory relational database engines.

2.1 Data Representation Mismatch

As described in Sec. 1.1, database applications are increasingly written using object-oriented programming languages, and use ORM frameworks to manage the persistent data. The idea is that by utilizing relational databases, such object-oriented database applications (OODAs) can leverage relational query optimization techniques to become efficient.

In practice, however, OODAs often exhibit characteristics that make them distinct from traditional transactional processing or analytical applications. In particular:

- **Nested data model.** OODAs often come with objects containing fields of variable-length lists, making data model highly non-relational. While variable-length lists are common in classical
database applications (e.g., storing the list of ordered items in the TPC-C benchmark), OODAs, being object-oriented, makes it very easy to create deep object hierarchies including circular ones. The object hierarchy can easily reach more than 10 levels, with nearly half of the queries returning objects from multiple levels.

- **Many-way materialized joins.** Due to deep object hierarchies, simple object queries can turn into a long chain of multi-way joins when translated into relational queries. Unlike analytical applications where such joins are also common, the join results are directly returned in OODAs rather than aggregated. As an example, a single query can involve as many as 6 joins in the OODAs, and return as much as 5GB of data. This makes the data structures used to store persistent data of crucial importance as standard row or column stores are not the best fit.

- **Serialization cost.** As the database and application represent data in different formats, moving data across them incurs serialization cost. This cost is pronounced in OODAs as queries often return a long list of hierarchical objects which requires converting materialized join result into objects and nested objects. Serialization easily takes longer than retrieving data, as our experiments show.

- **Complex predicates.** OODA queries include many complex predicates, as many frameworks expose methods to filter collections of persistent objects that can be easily chained. As each chained function is translated into query predicate, the final query often contains many (potentially overlapping or redundant) predicates as a result of passing a collection through different method calls. In fact, in our OODA evaluation corpus a single query can involve as many as 40 comparison predicates.

- **Simple writes.** Similar to transactional applications, most writes in OODAs touch very few number of objects (one object for each write query in our evaluation corpus). This makes write optimization (e.g., batch updates) a secondary concern.

The above aspects make OODAs challenging to optimize using standard query processing techniques. In this section, we present an overview of CHESTNUT, our proposed solution to the data representation mismatch problem described above. CHESTNUT is an in-memory data layout\(^1\) and

\(^1\)We use the term “data layout” to refer to both the data being stored (in cases where only a subset of fields in an object and a subset of all objects are stored), and the type of data structure used to store data in memory.
query plan generator for OODAs. (as in object-oriented databases [75][120]), It leverages recent advances in program analysis, symbolic execution, and solvers to automatically generate a custom data layout given application code.

In sum, CHESTNUT makes the following contributions:

• We design an engine that finds the best data layout for OODAs. Our engine does not rely on rule-based translation as classical optimizers. Instead, it analyzes the application code to generate a custom search space for the storage model, and uses a novel enumeration and verification-based algorithm to generate query plans.

• Given the search space, we formulate the search for the best data layout as an ILP problem. We also devise optimization techniques to reduce the problem size such that the ILP can be solved efficiently, with an average of 3 minutes of solving time when deployed on real-world applications.

• We built a prototype of CHESTNUT and evaluated it on four popular, open-source OODAs built with Ruby on Rails framework. Compared to the original deployment using an in-memory version of MySQL, CHESTNUT improves overall application performance by up to 42× (with an average of 6×). It also outperforms popular in-memory databases with an average speedup of 3.9× and 3.6× respectively. CHESTNUT compares favorably even after additional indexes and materialized views are deployed.

2.2 Chestnut Overview

In this section we give an overview of CHESTNUT using an example abridged from a project management application Redmine [54]. In this example, two classes are managed persistently, Project and Issue, with a one-to-many association from project to issues, i.e., one Project can contain multiple Issue instances, but each Issue belongs to at most one Project. Listing 2.1 shows the definition of two classes and two queries using Rails API [55] supported by CHESTNUT: Q1 returns Projects created later than a parameter p1 that contain open issues,2 and Q2 updates an

---

2“exists” is a short-hand expression introduced by CHESTNUT that filters projects based on their associated issues. The query can be written using standard Rails API as Project.where("created>?",p).joins(issues,"status='open'").distinct.
issue with id equals to p2 and changes its status to ‘close’.

**Listing 2.1:** An example application

```ruby
class Project:
    has_many: issues => Issue # issues is a list of Issue objects, can be retrieved as a field of Project
    uint id
date created
class Issue:
    has_one: project => Project
    uint id
    string status
Q1 = Project.where(created>? AND exists(issues, status='open'), p1)
Q2 = Issue.update(p2, status:'close')
```

![Diagram](image)

**Figure 2.1:** Using CHESTNUT’s data layout for OODAs.

To use CHESTNUT, developer provides the input OODA code and a memory budget. CHESTNUT then generates the implementation of an in-memory data layout, consisting of data structures to hold data in memory, indexes to speed up queries, and code that leverages the data structures and indexes to answer queries embedded in the OODA. The total size of the data structures and indexes is subject to the provided memory budget. Figure 2.1 shows how the OODA can use the CHESTNUT-generated database. Like other in-memory databases, data is first loaded from persistent
storage to in-memory data layout created by CHESTNUT. Embedded queries are implemented using CHESTNUT-generated code, with the results from writes propagated to persistent storage, and read results returned back to the application as in standard relational databases.

Internally, CHESTNUT searches for different ways to organize in-memory data given the application code. Figure 2.2 shows a few data layouts that CHESTNUT considers for Q1. In (a), the Projects and Issues are stored in two separate arrays, as in standard relational databases. Given this layout, to answer Q1, we scan the Projects array, and repeatedly scan the Issues array for each Project to find the associated open issues. Indexes can be used to avoid repeated scans. In (b), a B-tree index is created on the created field of Project to quickly find those newly-created Projects, while an index on the foreign key project_id of Issue can be used to find Issues associated with a Project.

We test the data layout above with 400K projects and 8M issues (altogether 3.2GB of data). Q1 takes 15s with 3.2GB of memory, and 9s with 3.6GB of memory to finish using (a) and (b), respectively. We can do better, however. Figure 2.2 (c) and (d) show another design that CHESTNUT considers, where (c) stores a nested array of Issues within each Project object, and the Projects are furthermore sorted on created. With (c), checking whether an open issue exists in a project can be done by checking the nested objects without scanning a separate Issues array. Using this layout, Q1 finishes in 7.4s with 3.2GB of memory. Q1 can run even faster with layout (d), which only stores Projects that contain open issues, and sorted by created. Using (d), Q1 requires only one range scan on the Projects array and finishes in 0.3s using only 0.2GB of memory. Note that as (c) stores nested objects, and (d) keeps only a subset of the Projects in memory as determined by Q1’s predicate, neither of them would be considered by relational physical designers, but are within CHESTNUT’s search space of designs.

We now briefly describe how CHESTNUT finds the best data layout. CHESTNUT first analyzes the OODA code and extracts all query components written with the query APIs. It then enumerates query plans for each individual read query, with each plan using a different data layout. To do so, it first enumerates object nestings, i.e., how associated objects are stored (such as Projects and the embedded Issues in Figure 2.2). It then generates data structures for each nest level that can be
Figure 2.2: Example of data layouts for Q1. A green box shows a Project object and a blue shaded box shows an Issue object. A triangle shows an index created on the array of objects.

used to answer the query. These object nestings and data structures define the search space of data layouts. To generate query plans, CHESTNUT enumerates over the space of query plans using the data structures. Such enumeration generates many invalid plans, and CHESTNUT verifies each plan against the query and retains only the valid ones. CHESTNUT also uses a few heuristics to prune out plans that are unlikely to be the best.

All data structures enumerated above can be potentially used to answer a read query, which need to be updated properly for writes. CHESTNUT generates plans for each write query on every data structure introduced when enumerating read plans. It first generates “reconnaissance” queries that fetch the objects to be updated as well as other relevant data, and searches plans for these reconnaissance queries by treating them as normal read queries. During this process, new data structures may be introduced and they also need to be updated. CHESTNUT repeats the process until no new data structure is introduced and every seen data structure can be properly updated.

CHESTNUT formulates the problem of finding the data layout that optimizes overall OODA query performance as an ILP problem. Solving the ILP tells us which data structure to use for the data layout and the plan chosen for every query. CHESTNUT then generates C++ code that

---

3A reconnaissance query is a read query that performs all the necessary reads to discover the set of objects to be updated given a write query, as introduced in [143].
implements an in-memory application-specific database based on this result.

![Figure 2.3: Workflow of CHESTNUT](image)

The overall workflow of CHESTNUT is shown in Figure 2.3. We next describe each step in detail.

### 2.3 Data Layout and Query Plan

In this section we introduce the search space for data layouts and query plans.

#### 2.3.1 Query interface

CHESTNUT supports queries written using a subset of the Rails API [55], including commonly used query operations such as selection, projection, aggregation, etc [2]. As a review, all queries in Rails start with a class name (we refer to it as the “base class”), which by itself returns a list of all persistent objects of that class. Functions can be applied to the returned list, e.g., `where` and `find` along with a predicate, which is similar to relational selection. Join functions (e.g., `includes`, `joins`) are used in Rails queries to retrieve objects and their embedded (i.e., associated) fields, for instance, given the `has_many` association [1] between Projects and Issues, `Project.includes(:issues)` returns all projects that and their associated issues. Further predicates can be specified to filter the join result, for instance `Q1` shown in Listing 2.1 returns only projects with open issues using the CHESTNUT-provided `exists` shorthand.

When CHESTNUT analyzes the queries in the input OODA, it first rewrites them into a stylized form for easy processing as shown in Listing 2.2. A read query always starts from the base class,
followed by filters, ordering, and aggregation, then retrieval of associated objects that are returned from subqueries. A subquery is similar to a read query except that it can only retrieve associated objects of the base class (e.g., issues that belongs to a project). For write queries, CHESTNUT rewrites them into queries that updates one object one at a time. As discussed in Sec. 2.1, OODAs often update a single object at a time, hence we leave the implementation of batch updates as future work.

**Listing 2.2:** Stylized CHESTNUT queries with Rails APIs in bold.

```ruby
readQ := Class.where(...).order(...).aggr(...)
    .includes(association, subQ)
writeQ := Class.(insert|update|delete)(id,...)
```

### 2.3.2 Data layout search space

As mentioned in Sec. 2.2, CHESTNUT searches for the best data layout given a set of queries. A data layout describes how CHESTNUT-managed objects are stored in memory (e.g., as a simple or nested array), including indexes to be added. CHESTNUT customizes the search space for each set of queries. To make search effective, we represent the search space using the language shown below.

- **dataStructure** := topArray | nestedArray | index
- **topArray** := array(pred, key->value)
- **nestedArray** := nested_array(pred, key->value, nested)
- **index** := indexType(pred, key->topArray)
- **value** := obj | pointer(topArray) | aggr(obj)
- **indexType** := b-tree | hash
- **pred** := pred\pred | pred\pred | ¬pred
  - e==e |...| e in {e,...} | e between [e,e]
  - exists(associatedObj, pred)
- **e** := constant | parameter | f
- **key** := {} | {f,...}
- **f** := field | (associatedObj.)+field
In the above, `topArray`, `nestedArray`, and `index` are data structures that CHESTNUT enumerates during search. **Top-level arrays** store objects of a single class (e.g., `Project`), pointers to objects in another array[4] or aggregation result. Top-level arrays can also be sorted. The predicate `pred` can involve associated objects as defined by `has_many` association using `exists` (e.g., `Q1` in Listing 2.1), or associated objects defined by `has_one` as a normal class field (e.g., `Issue.where(project.name=?)`). The field used in the predicate or order key can be the field of object stored in the array or the field of an associated object, as defined by `has_one` association. If the array stores aggregated values, it may store a single aggregated value over a list of objects if key is `null` (e.g., `array(status='open',null→count(issues))` stores the count of all open issues), or aggregated values for each group (e.g., `array(status→count(issues))` stores an array of `(status, count) pair for each status and its count).

Meanwhile, **nested arrays** store values of associated objects as an array within another object. They are the same as top-level arrays except that they store only objects associated with those in another nested or top-level array.

Finally, **indexes** can be added to top-level arrays to map keys to object pointers. CHESTNUT supports B-tree and hash indexes created on all objects of one type, and also **partial indexes** on a subset of objects as determined by a predicate (e.g., all open issues).

As shown above, `topArray`, `nestedArray` and `index` are defined by three parameters: `pred` determines the set of objects to be included in the data structure, `key` is the sorted order of an array or index key, and `value` describes the objects or aggregation values stored. For instance: `topArray(exists(issues, status='open'),created→Project)` is a top-level array that stores `Project` objects containing open issues, and is sorted by the created field.

CHESTNUT’s data layout is inspired by its query interface. First, because queries often filter objects of one class by examining their associated objects, CHESTNUT supports creating predicates and index/order keys using associated objects. Moreover, because queries often involve associated objects, CHESTNUT supports storing them as nested arrays. As we will see in Sec. 2.7 these

---

features allow CHESTNUT to greatly improve the performance of OODAs as compared to traditional physical designers.

2.3.3 Query plan description

Given a data layout, CHESTNUT enumerates query plans to answer each query in the application. As CHESTNUT’s data layouts include nested data layouts that are not supported by relational databases, CHESTNUT can no longer use their query plans for query execution. We instead design an intermediate representation to represent CHESTNUT’s query plans as shown below. This intermediate representation is designed to describe high-level operations on the data structures such that the cost of a plan can be easily estimated, while facilitating easy C++ code generation.

```
plan  ::=  (s_coll)* (s_sdu)* (s_setv)* return v
coll  ::=  ds.scan(k1,k2) | ds.lookup(k)
s_coll ::=  for v in coll: (plan)
s_sdu ::=  sort(v) | distinct(v) | v'=union(v1,...)
s_setv ::=  if expr(v) setv
setv  ::=  v=expr | v.append(expr) |
       | ds.insert(k,v) | ds.update(k,v) | ds.delete(k,v)
expr  ::=  v + v | v ∧ v | ... | *v|v.f|const
```

Each read query plan starts with a for loop that looks up from an index or scans an array (s_coll, where ds is a data structure), followed by statements (s_sdu) that perform sort, distinct, or union, and returns a list of objects or aggregation result. The loop body conditionally appends objects into the result object list or set the value of variables like aggregation result (s_setv). Each s_coll loop may contain recursive subplans with nested loops that iterates over data structures storing associated objects.

Unlike relational databases that need to convert query results from relations to objects (i.e., deserialization), CHESTNUT’s query plan returns objects and nested objects directly. Doing so reduces the overhead of time-consuming deserialization and allows CHESTNUT’s query plan to be often faster than similar relational query plans that require deserialization.
Likewise, a write query plan also starts with an index lookup or array scan to find the object to update, followed by modification of each identified object. Updating a nested object can be slower than updating a relational tuple due to the overhead of locating the object. Besides, multiple copies of an object may be stored which makes a write query slower. However, since most updates in OODA are single-object updates, the overhead of slower writes are small compared to the gain from read queries, as we will see in Sec. 2.7.

2.4 Query Plan Generation

We now discuss how CHESTNUT enumerates data layouts and query plans efficiently and finds the optimal one for each read query. After determining the best data layout, we discuss finding query plans for write queries in Sec. 2.5.

2.4.1 Enumerate data layouts

CHESTNUT first enumerates data layouts that can be used to answer a read query $Q$. This includes enumerating object representations, i.e., whether objects of one class are stored as top-level or nested objects, as well as data structures to be used. Each design is described using the language described in Sec. 2.3.3. Unlike traditional physical designers, CHESTNUT only enumerates data structures involving objects and predicates used in $Q$. As we will see, doing so greatly reduces the size of the search space.

The algorithm is shown in Algorithm 1. It takes $Q$ as input, the class $C$ to generate designs for, and optionally a design $ds_{upper}$ where $C$ is to be nested within ($C$ is initially set to be the base class of $Q$ and $ds_{upper}$ is set to null). It first enumerates the data structures to store $C$ and saves them in DS$_C$. On line 4, it enumerates $C$’s fields used in $Q$’s predicates as the sort or index key for the data structure to be created, e.g., created in Q1, and on line 5 the predicates in $Q$ that uses $C$ and does not use input parameters, e.g., exists(issues, status='open') in Q1’s predicates from Listing 2.1. The data structures are then enumerated. If $C$ is not to be nested in another data structure (line 6), it then creates a top-level array using the key and predicate (line 7), along with indexes on that array (line 8-10). Otherwise, $C$ is nested in $ds_{upper}$ (line 12).
**Algorithm 1** Object nesting enumeration

1: procedure ENUMERATEDS($Q, C, d_{upper} = \text{null}$)

2: models ← [] // data layouts to be returned

3: $D_{S_e} \leftarrow []$ // data structures to store objects of $C$

4: for key $\in \{\text{scalar fields of } C \text{ used in } Q\}$ do

5: for pred $\in \{\text{partial pred in } Q \text{ with no param}\}$ do

6: if $d_{upper}$ is null then

7: array ← array(pred, key, $C$)

8: $D_{S_e}$.add(array)

9: $D_{S_e}$.add(B-tree(pred, key, ptr(array))

10: $D_{S_e}$.add(hash(pred, key, ptr(array))

11: else

12: $D_{S_e}$.add(array(pred, key, $C$, $d_{upper}$))

13: for $a \in \{C$’s associated objects involved in $Q\}$ do

14: $Q_a \leftarrow$ sub-query/sub-predicate on $a$

15: for an $\in$ EnumerateDS($Q_a, ds$) do

16: for $ds \in D_{S_e}$ do

17: ds.addNested(an))

18: models.add(DS$_c$)

19: for $ds \in D_{S_e}$ do

20: ds.addNested(an.replace(value, ptr))

21: models.add(DS$_c$)

22: for an $\in$ EnumerateDS($Q_a$) do

23: models.add(an.addNested(DS$_c$))

24: return models
After enumerating the data structures to store \( C \), we enumerate the structures to store any associated class \( A \) of \( C \) that is used in \( Q \). \textsc{chestnut} considers three ways to store \( A \), which we illustrate using the Project-Issue association in \( Q1 \):

1. Store Issues as a nested array within each Project. Issues of one project can then be retrieved by visiting these nested objects.

2. Same as 1. but store pointers to a separate array of Issues. In this case issues of a project are retrieved through pointers.

3. Store Issues as a top-level array, and keep a copy of project as a nested object within each Issue. Issues of one project \( p \) are then retrieved by visiting top-level Issues and finding those whose nested project matches \( p \).

These three designs are generated from lines 15 to 22 in Algorithm 1. We iterate through the different data structures used to store \( C \) and combine that with data structures storing \( A \). For every associated class \( A \), the algorithm first extracts the subquery or the subquery’s predicate from \( Q \) that uses \( A \), e.g., the “\texttt{status='open'}” predicate on the associated Issues. It calls \texttt{EnumerateDS} using the sub-query or the predicate to recursively enumerate the data layouts for \( A \) and \( A \)’s associated objects, and merges \( A \) into \( ds \) (i.e., the data structure that stores \( C \)) using one of the three ways mentioned above. The final layout is created by either nesting the associated objects (line 17), nesting pointers (line 19), or nesting the parent objects within the associated ones (line 22).

### 2.4.2 Enumerate query plans

Given the data layouts, \textsc{chestnut} next enumerates query plans for them. These plans are represented using the intermediate language described in Sec.\texttt{2.3.3}. Because of the huge variety of data layouts that can be generated for each OODA, \textsc{chestnut} does not use rules to generate correct query plans as in traditional query optimizers. Instead, it enumerates as many plans as possible up to a bound, and verifies if any of them is correct, i.e., returning the desired result as the query asks for.

Suppose we have a query \( Q \) with no associations written as \texttt{Class.where(pred).order(f,...)} as described in Sec.\texttt{2.3.3} and are given a storage model containing a list of data structures \( \{ds_0, ds_1, \ldots\} \) storing objects of \( Q \)’s base class \( C \). \textsc{chestnut} uses a skeleton that defines the
“shape” of a query plan, and enumerates only plans whose number of statements is smaller than the number of disjunctions in $Q$’s predicate.

The skeleton is shown as below:

$$
\begin{align*}
\text{plan} & :\ (op)^+\ (v' = \text{union}(v_1, v_2, \ldots))? \\
& \quad \text{(distinct(v'))? (sort(v'))?}
\end{align*}
$$

$$
\begin{align*}
\text{op} & :\ \text{for o in } ds.\text{scan/lookup(params)}: \\
& \quad \text{(if } pred, \ v.\text{append(o)})
\end{align*}
$$

The skeleton consists of several operations ($op$) followed by optional operations that merge and process the results from previous operations: union, distinct, or sort. Each $op$ performs a scan or lookup on a data structure $ds$, and evaluates a predicate $pred_r$ over the input objects. The skeleton is instantiated by filling in the data structure $ds$, the predicate $pred_r$, and the number of operations $op$ given the generated storage models.

If $Q$ involves no associations, then all plans are enumerated by the above. If not, CHESTNUT enumerates sub-plans $pl_a$ to answer the predicate on the associated objects using the same process as above, and merges the sub-plans into the loop body of $pl$ to produce the final nested-loop query plan for $Q$.

2.4.3 Verify query plans

We now have two ways to represent a query: as expressed using the Rails API as described in Sec. 2.3.3 or as one of the CHESTNUT-generated query plans expressed using the intermediate language described in Sec. 2.3.3. Our goal is to check the CHESTNUT-enumerated query plans to see which ones are semantically equivalent to the input, i.e., they return the same results.

Testing can be used to check for plan equivalence: we generate random objects, pass them as inputs to the two plans, execute the plans (using Rails for the input query, or as a C++ program for the CHESTNUT-generated plan), and check if the two plans return the same results. However, this is costly given the large number of plans enumerated by CHESTNUT. CHESTNUT instead leverages

---

5The idea is that each loop generated by $op$ answers one one clause in the disjunction, and objects from different clauses are then unioned to generate the final result. If $Q$ is a conjunctive query, then one loop would be sufficient to retrieve all objects.
recent advances in symbolic reasoning [146, 97, 96] for verification. This is done by feeding the two plans with a fixed number (currently 4) of symbolic objects but with unknown contents. Executing the plans with symbolic objects will return symbolic objects, but along with a number of constraints. For instance, given the following CHESTNUT-generated query plan that scans through an array of projects:

```python
for p in projects.scan:
    if p.created < '1/1':
        v.append(p)
```

Executing this plan with an array of projects consisting of two symbolic objects `projects[0] = p0` with `p0 = {created=c0}` and `projects[1] = p1` with `p1 = {created=c1}` where the creation dates `c0` and `c1` are unknown will return the following constraints:

```python
if c0 < '1/1' && c1 < '1/1':
    v[0] = p0  v[1] = p1
else if c0 >= '1/1' && c1 < '1/1':
    v[0] = p1  v[1] = null
else if c0 < '1/1' && c1 >= '1/1':
    v[0] = p0  v[1] = null
else # both projects are created >= '1/1':
    v[0] = null  v[1] = null
```

While we do not know the concrete contents of `v` after execution, we know the constraints that describe what its contents should be given the input. We execute the Rails and CHESTNUT-generated plan to generate such constraints, send them to a solver [70] to check for equivalence under all possible values of `c1` and `c2`, and retain only those plans that are provably equivalent. Checking such constraints can be done efficiently: in our evaluation it takes less than 1s to check when fewer than two associations involved.
2.4.4 An illustrative example

We now use Q1 in Listing 2.1 to illustrate query plan enumeration, where it returns the Projects created later than a parameter param that contain open Issues.

CHESTNUT first enumerates the data structures to construct data layouts as described in Sec. 2.4.1. Figure 2.4(a) shows three data layouts. In the first one, Issues are nested within each Project. A few data structures to store Projects are shown from \( ds_1 \) to \( ds_3 \). The keys of a data structure are fields used in Q1 like \( \text{created} \) in \( ds_1 \), and the predicates are partial predicates from \( Q \) without parameters such as \( \text{exists}(\text{issue, status=‘open’}) \) in \( ds_1 \). Different combinations of keys, predicates, and data structure types are enumerated. CHESTNUT similarly enumerates nested data structures to store Issues like \( ds_4 \) and \( ds_5 \).

Other data layouts store the association between Projects and Issues differently from layout 1. In layout 2, Projects store nested Issue pointers that point to a top-level Issue array \( ds_7 \), while in layout 3, top-level Issues store nested Projects. These three layouts show the three ways to store associated class as described in Sec. 2.4.1. In layouts 2 and 3, CHESTNUT also enumerates data structures using different keys, predicate and data structure types, with some of them are shown in Figure 2.4(a).

After the data layouts are enumerated, CHESTNUT then generates query plans as described in Sec. 2.4.2. Figure 2.4(b) shows three examples of the enumerated plans. Since Q1’s predicate has no disjunctions, CHESTNUT enumerates plans using the skeleton with up to one \( op \), and fills \( op \) with different \( ds \) and \( pred_r \). In (1), the skeleton is filled with \( ds_0 \) (the Project array that stores all Projects), and \( pred_r \) as \( p.\text{created} > \text{param} \). In (2), \( ds_1 \) and \( \text{true} \) are used. Both (1) and (2) are complete plans as \( pred_r \) does not involve associated objects. In (3) however, the predicate \( \text{exists}(\text{issues, status=‘open’}) \) involves associated issues (as shown in (1)), so CHESTNUT generates a sub-plan that stores the nested Issues to fill a skeleton, as shown in (2). The sub-plan is then merged into the loop of (1) to form a complete plan.

Each plan is then verified against Q1 as described in Sec. 2.4.3. The solver determines that plan 1 is invalid and discarded (as it does not evaluate the partial predicate \( \text{exists}(\text{issues, status=‘open’}) \) in (1)). Plan 2 and (3) are then verified against Q1 and (3) is determined to be correct.
Figure 2.4: Example of how CHESTNUT enumerates data structures and plans for Q1. A green box shows a Project and a blue box an Issue.

status=‘open’) in Q1), while plan 2 and 3 are valid and retained.

2.4.5 Plan cost estimation

To find the optimal plan, CHESTNUT estimates the execution time of a plan using a cost model, and assumes that predicate selectivities are provided. The plan cost is then estimated as the number of objects visited in the plan. For instance, the cost of the plan 1 shown in Figure 2.4(b) is $N_{projects}$ (i.e., number of Projects) as each Project is visited once when scanning $ds_0$; the cost of plan 3 is $N_{projects} \times N_{issue_per_project}/2$ as the top-level loop visits $N_{projects}/2$ Projects (assuming the value of created is evenly distributed), and each nested loop visits $N_{issue_per_project}$ nested issues. Other cost models can be used with CHESTNUT as well.
2.4.6 Reducing search space size

CHESTNUT’s enumeration algorithm produces a large number of query plans for each query. CHESTNUT uses three heuristics to prune away plans that are unlikely to be the optimal ones.

First, as mentioned in Sec. 2.4.1, CHESTNUT only enumerates layouts involving classes used in the queries. A layout storing an associated class A as top-level and C nested in A (e.g., layout 3 in Figure 2.4(a)) is discarded if the association is only used in one direction in the application, for instance, queries only retrieve Issues given Projects but not vice versa. Furthermore, if no query retrieves the associated objects directly, then any layout that stores them as top-level arrays (like layout 2 in Figure 2.4(a)) is also dropped.

Second, CHESTNUT drops plans that are subset of others. For example, if \( p \) performs the same scans on the same data structure \( ds \) twice while there exists another plan \( p' \) that only scans \( ds \) once, then \( p \) is redundant and is dropped.

Third, if the plans for one query have the same set of shared data structures, then CHESTNUT only keeps the best ones in terms of either least memory consumption or plan execution time. To do so, CHESTNUT groups the plans enumerated for one query by the set of data structures they share with other queries. For each group, CHESTNUT drops all plans other than those that has minimum execution time or uses a data layout with minimum memory cost.

These pruning heuristics can greatly reduce CHESTNUT’s execution time, as we will discuss in Sec. 2.7.6.

2.5 Handling Write Queries

After enumerating plans for read queries, CHESTNUT generates plans for writes. As mentioned in Sec. 2.1 OODAs often make individual object updates, hence CHESTNUT currently supports single-object writes (i.e., insert, delete, or update), and translates multi-object writes into a sequence of single-object writes.

To generate plans for writes, CHESTNUT first executes “reconnaissance” read queries [143] to retrieve the objects that are updated. After that, CHESTNUT enumerates plans for these reconnaissance
queries, whose results are then used to generate a write plan.

2.5.1 Generating reconnaissance queries

**Algorithm 2** Generate plan for \( Q_w \) to update \( ds \)

1: **procedure** \texttt{GENWRITEPLAN}(\( Q_w, ds \))
2: \hspace{1em} plan\( \leftarrow [] \)
3: \hspace{1em} if not \texttt{isAffected}(ds) then
4: \hspace{2em} return
5: \hspace{1em} Qw1\( \leftarrow ds\text{.class\_where}(..., Q_w\text{.id}) \)
6: \hspace{1em} Qw2\( \leftarrow ds\text{.class\_where}(..., obj\text{.id}) \)
7: \hspace{1em} plan.add_stmt((\texttt{EnumeratePlan(Qw1)}))
8: \hspace{1em} plan.add_stmt((\texttt{EnumeratePlan(Qw2)}))
9: \hspace{1em} objs\( \leftarrow \)plan.result
10: \hspace{1em} for \( o \in \) objs do
11: \hspace{2em} o\text{.update}()
12: \hspace{1em} ds\text{.delete}(o)
13: \hspace{1em} \( (k, pred, v)\leftarrow(ds\text{.key}(o),ds\text{.pred}(o),ds\text{.value}(o)) \)
14: \hspace{1em} plan.add_stmt(if \( pred \) ds.insert(\( k, v \)))
15: \hspace{1em} return plan

Given a write query \( Q_w \) on object \( o \) of class \( C \) and a data structure \( ds \), \( ds \) will be updated if \( ds \)'s predicate, key, or value involves \( C \), or \( ds \) contains nested object of class \( C \). For example, if an Issue is updated, Issue arrays and indexes, data structures whose key uses Issue’s field and arrays containing nested Issue will be updated.

CHESTNUT generates up to two reconnaissance queries for each \( ds \). The first retrieves the affected object in \( ds \) using \( o \)'s id (denoted as \( o_{ds} \)), and the second retrieves associated objects of \( o_{ds} \) to compute the new key and predicate of \( o_{ds} \). We use Q2 updating \( ds1 \) as shown in Sec. 2.2 to illustrate. The first query (\( Qw1 \) below) retrieves the project in \( ds1 \) containing the issue to be updated.
The second one (Qw2) retrieves that project’s issues to recompute if that project contains any other open issues.

**Listing 2.3:** Read query to find the project of a deleted issue

Qw1=Project.where(exists(issues, id=?))
Qw2=Project.where(id=?).includes(issues)

2.5.2 Generate plans for write query

CHESTNUT then uses the same search procedure described in Sec. 2.4 to find plans for the read queries generated, and constructs a write plan using the read results.

The algorithm to generate write plans is shown in Algorithm 2. Lines 5-6 generate the two read queries as described above. It then finds plans for these queries using the same process shown in Sec. 2.4 (line 7-8). These read queries find all the entry objects in ds that need to be updated. For each entry object, it first deletes the entry from ds (line 12), updates the entry and recomputes the key, predicate and value (line 13), and reinserts it into ds (line 14).

CHESTNUT first generates an update plan for every ds enumerated for all input read queries. In this process it generates new reconnaissance queries, whose data layouts may contain new data structures not used by any input read query, thus do not have corresponding update plans yet. CHESTNUT iteratively produces write plans to update these new data structures until no new data structures and all write plans are added. In practice, this process converges quickly, usually within just a few rounds.

2.6 Finding Shared Data Structures

The above describes CHESTNUT’s data layout and plan enumeration for all queries in the OODA. By formulating into an integer linear programming (ILP) problem, we now discuss how CHESTNUT selects the best data layout from them by trading off between query performance and memory usage.

The ILP consists of the following binary variables:
• each data structure is assigned a variable $ds_i$ to indicate whether it is used in the chosen data layout.
• if $ds_i$ stores an object of class C, then each of C’s field $f$ is assigned a variable $f_{ds_i}[f]$ to indicate if $f$ is stored in $ds_i$ (recall that a data structure may store only a subset of an object’s fields).
• each plan for read query $i$ is assigned a variable $p_{ij}$ to indicate if plan $j$ is used for query $i$.
• each plan for write query $i$ updating a data structure $ds$ is assigned a variable $p_{ijd}^w$ to indicate if plan $j$ is used to update the data structure $ds$.

CHESTNUT estimates the memory cost of each data structure $ds_i$, denoted as $C_i^{ds}$, as well as the execution time of each query plan $C_{ij}^{ds}$ or $C_{ijd}^p$ (for read or write plans, respectively) as described in Sec. 2.4.5. It also calculates the size of field $f$ as $F_{ds[f]}$, and estimates the number of elements in $ds_i$ as $N_i^{ds}$.

CHESTNUT then adds the following constraints to the ILP:

• Each read query uses only one plan: $\sum_j p_{ij} = 1$
• Each write query uses only one plan: $\sum_j p_{ijd}^w = 1$.
• Plan $p_{ij}$ uses all the data structures $ds_1, \ldots, ds_N$ in its plan. Similar constraints are created for write query plans: $p_{ij} \rightarrow ds_1 \land \ldots \land ds_N$.
• Plan $p_{ij}$ uses object fields $f_{ds[t_1]}, \ldots, f_{ds[t_N]}$ in array $ds$ in the plan. A field is used when the plan has a $s_{setv}$ statement that evaluates a predicate, computes an aggregation that involves that field, or adds an object to the result set where the field is projected. Similar constraints are created for write query plans: $p_{ij} \rightarrow f_{ds[t_1]} \land \ldots \land f_{ds[t_N]}$.
• If a data structure $ds_k$ is affected by a write query $Q_j$, then at least one update plan should be used: $ds_k \rightarrow \land_j (\lor_i P_{ijd}^w)$.
• The total memory cost of used data structures and object fields should be smaller than the user-provided bound $M$: $\sum_i D_i \ast C_i^D + \sum_{ij} N_i^D \ast F_{D_i}^{lj} \leq M$.

The objective is then to minimize the total execution time of all queries:

$$\left( \sum_i \sum_j C_{ij}^P p_{ij} w_i \right) + \left( \sum_i \sum_d \sum_j D_d C_{ijd}^P p_{ijd}^w w_i \right)$$

where the sums are the total execution time off all read and write queries, respectively. Each query $i$
is associated with a weight \( w_i \) to reflect its execution frequency in the OODA, which can be provided by developers or collected by a profiler.

We use the example shown in Figure 2.4 to illustrate. Assume the application contains Q1 and Q2 shown in Listing 2.1. To demonstrate, we only show two plans for Q1 (shown in Figure 2.4(b)) and a subset of data structures enumerated by CHESTNUT (ds1, ds2 and ds3). The following lists a subset of the ILP constraints, while the rest involving other plans and data structures are constructed similarly.

- Q1 uses only one plan: \( p_{11} + p_{12} + \ldots = 1 \).
- Q2 uses only one plan to update ds1: \( p_{211}^w + p_{212}^w + \ldots = 1 \).
- Q1’s plan1 uses ds1: \( p_{11} \rightarrow ds_1 \).
- Q1’s plan2 uses ds2 and ds3: \( p_{12} \rightarrow ds_2 \land ds_3 \).
- Q1’s plan2 uses fields created in ds2 and status in ds3: \( p_{12} \rightarrow f_{ds2[created]} \land f_{ds3[status]} \).
- ds1 is updated by Q2: \( ds_1 \rightarrow p_{211}^w \lor \ldots \).
- ds3 is updated by Q2: \( ds_3 \rightarrow P_{231}^w \lor \ldots \).
- Total memory consumed does not exceed bound: \( ds_1 * C_{1}^{ds} + ds_2 * C_{2}^{ds} + \ldots + f_{ds2[created]} * N_{3}^{ds} + f_{ds3[status]} * N_{3}^{ds} \ldots \leq M \).
- **Goal:** \( \min(p_{11} * C_{11}^p * w_1 + p_{12} * C_{12}^p * w_1 + \ldots) \)

The ILP’s solution sets a subset of variables of \( ds_i, f_{ds_i[f]}, p_{ij}, p_{ijd} \) to 1 to indicate the data structures and plans to use, along with a subset of fields to store in each data structure. CHESTNUT then generates C++ code for the chosen plans and data structures using the STL library and Stx-btree library [61]. For query plans, it translates each IR statement in the query plan into C++.

### 2.7 Evaluation

CHESTNUT is implemented in Python with gurobi [35] as the ILP solver, and uses the static analyzer described in [152] to collect the object queries. We evaluate CHESTNUT using open-source Rails OODAs.
2.7.1 Experiment setup

**Application corpus:** Similar to prior work [155], we categorize the top-100 starred Rails applications on GitHub into 6 categories based on their tags. We then pick 4 categories, project management, chatting service, forum, and web scraping, and pick one of the top-2 applications from each category as our evaluation corpus. All of the four chosen applications are professionally developed. They are selected as “trending” Rails applications [53, 63, 16], and widely used by companies, individual users [69, 68] and prior research [106, 156].

- **Kandan** [40] is an online chatting application structured with classes **User**, **Channel**, **Activity**, etc. Users can send messages in **Channels**. Each Channel lists **Activities**, where an activity is often a message. Queries in this application contain simple predicates, but retrieve a deep hierarchy of nested objects. For example, Kandan’s homepage lists channels with their activities and creators of each activity. The corresponding data is retrieved using a query that returns a list of **Channels** with nested **Activities**, where each **Activity** contains nested **Users**.

- **Redmine** [54] is a collaboration platform like GitHub structured around **Project**, **Issue**, etc. Each project belongs to a **Module** and contains properties like issue tracking. The **Tracker** class is used to manage what can be tracked in a project, such as issue updates, and has a many-to-many relationship with **Projects**. This relationship is maintained by a mapping table with two columns, **project_id** and **tracker_id**. Such associations result in many-way materialized joins as well as complex predicates predicates to retrieve the associated objects. In addition, Redmine’s queries also use disjunctions extensively. For instance, it uses nested sets [43] as trees to organize each project and its children projects. A query that retrieves projects in a subtree with ID within the range (p1, p2) is done using the predicate `left>=p1 OR right<=p2`, where `left`, `right Project's fields. Such range predicates are often combined with others and are difficult for relational databases to optimize well. We will discuss this later in the evaluation.

- **Lobsters** [41] is a forum application like Hacker News. Persistently stored classes include **User**, **Story**, **Tag**, etc. Users share URLs as stories and add tags to them. Lobsters has similar query patterns as **Redmine**, with many-to-many associations. For example, a **Story** has many **Tags**, and
the same Tag can be added to many Storys. As a result, many queries are multi-way joins.

- **Huginn** [38] is a system to build agents to perform automated web scraping tasks. It persistently stores Agents, each with a set of Delayed jobs to automatically run in the backend to watch these Agents, and records Events when any update happens. Its queries retrieve a hierarchy of nested objects, as well as aggregations to render the current state of an Agent in various ways.

<table>
<thead>
<tr>
<th>App</th>
<th># classes</th>
<th># read query</th>
<th># write query</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kandan</td>
<td>6</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Redmine</td>
<td>12</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>Lobsters</td>
<td>7</td>
<td>26</td>
<td>10</td>
</tr>
<tr>
<td>Huginn</td>
<td>6</td>
<td>16</td>
<td>7</td>
</tr>
</tbody>
</table>

**Table 2.1: Application statistics**

<table>
<thead>
<tr>
<th>App</th>
<th>data size</th>
<th>PostgreSQL</th>
<th>CHESTNUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kandan</td>
<td>5.1GB</td>
<td>7.2GB</td>
<td>5.8GB</td>
</tr>
<tr>
<td>Redmine</td>
<td>5.9GB</td>
<td>8.3GB</td>
<td>7.4GB</td>
</tr>
<tr>
<td>Lobsters</td>
<td>9.8GB</td>
<td>14.5GB</td>
<td>13.7GB</td>
</tr>
<tr>
<td>Huginn</td>
<td>6.0G</td>
<td>9.8G</td>
<td>9.0G</td>
</tr>
</tbody>
</table>

**Table 2.2: Comparison of runtime memory cost**

We select the top-10 most popular pages from each application. These pages are chosen by running a crawler from prior work [155]. The crawler starts from the application’s homepage and randomly clicks on links or fills forms on a current page to go to a next page. This random-click/fill process is repeated for 5 minutes, and we collect the top 10 mostly-visited pages. Table 2.1 shows the total number of classes and distinct read and write queries involved in the popular pages. We collect the queries executed when generating these pages from the SQL query log, and trace back to the object queries defined in the application. These object queries then serve as input workload to CHESTNUT.

We populate the application’s database with synthetic data using the methodology described in [155]. Specifically, we collect real-world statistics of each application based from its public website or similar website to scale data properly as well as to synthesize database contents and application-specific constraints. We scale the size of the application data to be 5GB-10GB, which is close to the size of data reported by the the application deployers [17, 18].

**Baseline database engines:** We compare the CHESTNUT-generated database with relational in-memory databases, including MySQL, PostgreSQL and a commercial database.
• **MySQL** (version 5.7). The original applications use MySQL as the default backend database, so we use the same setting as the baseline and add the same indexes that the developers specified in the application.

• **PostgreSQL** (version 12). We use an indexing tool [22] to analyze the query log and automatically add more indexes besides the ones that come with the application. We set the buffer pool size for MySQL and PostgreSQL to be larger than the total of data and indexes (20GB) such that data stays in memory as much as possible. We use the default value for other settings.

• **System X.** We further use a commercial high-performance in-memory column-store database as the third comparison target. We add the same set of indexes we use in PostgreSQL as suggested by the automatic indexing tool.

• **Chestnut.** When using CHESTNUT, we measure the actual total size of tables and indexes used by PostgreSQL and set it as the memory bound for CHESTNUT. We replace the database engine and Rails’ serialization code with CHESTNUT, and connect to a backend MySQL database to persist data.

We measure the time from issuing the query until the result converted into Ruby objects as the query time. Hence query time includes both **data-retrieving time**, i.e., the time to execute the queries, and **deserialization time**, i.e., the time to convert query results into ruby objects. For relational databases, Rails deserializes the query result from relational tables into (nested) Ruby objects. CHESTNUT’s query plans return results as C++ (nested) objects, and uses protocol buffer [47] to convert them into Ruby objects. All evaluations are performed on a server with 128 2.8GHz processors and 1056GB memory. In our current prototype CHESTNUT does not support transactions, so we run queries sequentially and measure their latency.

### 2.7.2 Performance comparison

Figure [2.5](#) shows the performance comparison across OODAs. We focus on slow queries takes longer than 100ms to execute in the original application setting as they are often performance bottlenecks. To get a better understanding of such queries, we show the breakdown of data retrieval and deserialization time in Figure [2.5](#). We show only the summary, i.e., the min, max and mean
times of the remaining read and write queries as they execute quickly.

The results show that using the automatic indexing tool improves the performance for half of the slow queries by up to $163 \times$. Interestingly, unlike OLAP queries where in-memory column stores can substantially accelerate queries, System X does not achieve similar speedup for OODA’s queries. As discussed in Sec. 2.1, this is because query results in OODAs are often not aggregated but returned as lists of objects where all columns are projected. Rather than speeding up queries, columnar store instead adds the non-trivial overhead of row materialization. Compared to other relational database engines, CHESTNUT shows better performance in all slow queries, with an average speedup of $6 \times$, $3.9 \times$, and $3.6 \times$ against the MySQL, PostgreSQL, and System X respectively.

The memory consumption comparison is shown in Table 2.2. It shows the size of the application data and the maximum runtime memory used by PostgreSQL (e.g., tables, indexes and intermediate tables) and CHESTNUT’s engine (e.g., data layout). Despite using smaller amount of memory than PostgreSQL, CHESTNUT still achieves significant performance gain in comparison, as shown in Figure 2.5.

We next present case studies to analyze why CHESTNUT’s data layout delivers better performance on OODA’s queries.

**Case 1: Kandan-Q1.** This query, shown in Figure 2.6(a), retrieves the first 50 Channels ordered by its id, where each Channel includes its associated Activities and each Activity includes its associated User. The Rails-generated SQL queries are shown in Figure 2.6(b). They first select from the channel table, then use the foreign key channel_id to select from the activity table, followed by a third selection from the user table using the values of the user_id column in the second query result as parameter. The cost of combining the tuples from these tables to generate the final query results is prohibitively expensive. Rails would 1) create Channel objects from the result of the first query, 2) create Activity objects from the second query, 3) group Activity by channel_id and insert into Channel as nested object, 4) similarly create nested User object inside each Activity. In our evaluation, with one channel having 10K activities on average, deserialization alone takes 55s to finish, which is much longer than query execution time.
Figure 2.5: Query performance comparison. Figures on the left shows the relative time of slow queries compared to the original. The original query time is shown as text on the top. Each bar is divided into the top part showing the data-retrieving time and the shaded bottom part showing the deserialization time. Figures on the right shows the summary of other short read queries and write queries.
Channel.includes(activities, includes(user))
  .order(id).limit(50)

SELECT * FROM channel ORDER BY id LIMIT 50;
SELECT * FROM activity WHERE channel_id IN (?);
SELECT * FROM user WHERE id IN (?);

def Channel.includes(activities, includes(user))
  .order(id).limit(50)
for c in dsc.scan:
c0 = c
for a in c.dsa.scan:
a0 = a
a0.user = a.user
    c0.activities.append(a0)
v.append(c0)
return v

dsc:
array[id->Channel]
dsa:
    nestedArray[ptr(Activity)]
    topArray[User]
    topArray[Activity]

Figure 2.6: Case study of Kandan-Q1. (a) shows the original query. (b) shows the corresponding SQL queries. (c) shows the data layout (left) and the query plan (right) generated by CHESTNUT.

CHESTNUT instead generates a layout that stores Channel objects in an array sorted by id, a nested array of associated Activity pointers within each Channel object, and User pointer in each Activity, as shown in Figure 2.6(c). To answer this query, CHESTNUT’s query plan scans the Channel array. Inside this scan loop, it uses a nested loop to retrieve Activity objects via pointers stored in each Channel, and then retrieves User objects via pointer stored in each Activity. Although such nested-loop query plan is slower than System X (7.5s compared to 1.7s), skipping object materialization greatly reduces deserialization time from 55s to 1.5s.

Case 2: Redmine-Q3. This query, shown in Figure 2.7(a), retrieves the Trackers that relate to active projects that contain issue-tracking module. Rails generates a query that contains three joins as shown in (b). The first two joins retrieve the associated Projects for each Tracker through the mapping table project_tracker. The third join is a semijoin that selects Projects within the issue-tracking module. Since the inner joins produce a denormalized table with duplicated trackers, the query then groups by Tracker’s id, followed by DISTINCT to generate a list of unique trackers. This many-way join takes over 8s to finish in the original application, 592ms after indexes are added in PostgreSQL, and 98ms with System X.

As this query does not have user-provided parameters, its results can be pre-computed. The
Tracker.where(exists(projects, status!='inactive' AND exists(modules, name='issue_tracking'))) (a)

SELECT DISTINCT * FROM tracker t INNER JOIN project_tracker pt ON pt.tracker_id = t.id INNER JOIN project p ON p.id = pt.project_id WHERE (p.status != 'inactive' AND EXISTS (SELECT 1 AS one FROM module m WHERE m.project_id = p.id AND m.name='issue_tracking')) GROUP BY t.id; (b)

dst: array[exists(projects, status!='inactive' AND exists(modules, name='issue_tracking')), Tracker] for t in dst.scan:
  v.append(t)
return v (c)

Figure 2.7: Case study of Redmine-Q3.

CHESTNUT-generated data layout does exactly this: it stores the Trackers that satisfy the query predicate into an array such that the query plan only scans this array, as shown in Figure 2.7(c). Doing so reduces the query time to only 0.2ms.

However, the data layout chosen by CHESTNUT brings extra overhead to update queries. A query that removes an issue-tracking module from a project slows down from 1ms to 76ms, since the write query plan now needs to re-examine a tracker’s projects to see if that tracker contains other active, issue-tracking-enabled projects other than the one to be removed. However, the write query’s

Project.where(status=?, AND (left>=? OR right=?)) (a)

SELECT * FROM project WHERE status=? AND (left>=? OR right=?); (b)

dsp1: btree[(status,left)->Project]

dsp2: btree[(status,right)->Project]

for p in dsp1.scan:
  v0.append(p)
init(v1)
for p in dsp2.scan:
  v1.append(p)

v=distinct(union(v0,v1))
return v (c)

Figure 2.8: Case study of Redmine-Q8.
Case 3: Redmine-Q8. The query is shown in Figure 2.8(a). It retrieves projects of a user-provided status in a subtree whose range is defined by the left and right parameters. When the selectivities of predicate “status=? AND left>=?” and “status=? AND right<=?” are small, indexing on (status, left) and (status, right) can accelerate the query compared to a full table scan. CHESTNUT-generated data layout creates these two indexes on Projects. The corresponding query plan performs a range scan on each index and unions the results, taking only 69ms to finish. Query optimizers in MySQL, PostgreSQL, and System X are unable to use such indexes for this query. Their query plans scan the entire project table even when the indexes are created, resulting in over 180ms to finish for all engines. In contrast, CHESTNUT uses custom enumeration and symbolic reasoning to find query plans rather than looking for particular query patterns to optimize. As a result, it finds better query plans as compared to the relational engines.

2.7.3 Comparison with materialized views

We next compare CHESTNUT’s data layouts with materialized views (MVs). We use MVs to optimize the slow queries executed using relational database engines even after indexes are added. For each of these queries, we manually create different combinations of views and indexes in System X to the best of our abilities and pick those that give the best performance. Since MVs are designed to optimize a single query, it is often a union of all query results under different parameter values, indexed by the fields that are involved in the query to compare to user-provided parameters. For

![Comparison with hand-tuned materialized views on individual slow queries.](image)

Figure 2.9: Comparison with hand-tuned materialized views on individual slow queries.
example, the best MV for Q1 shown in Listing 1 is a table of all Projects containing open issues, with a clustered index created on field created. We measure the amount of memory used to create MVs for each query, and use it as the memory bound for CHESTNUT.

Both MVs and CHESTNUT selectively determine which subset of data to store, but MVs still use tabular layout and return relational query results. Instead, CHESTNUT chooses from both tabular and nested data layouts, as well as their combinations, and generate query plans that return objects. When using MVs, the bottleneck for slow queries is again object deserialization. Although MVs greatly accelerate the relational query, the overall query time is still dominated by deserialization. CHESTNUT’s query plan instead returns nested objects directly without changing the data representation, significantly reducing deserialization time. The result is shown in Figure 2.9, where CHESTNUT’s query plan outperforms its relational counterpart by \(3.69 \times\) on average.

### 2.7.4 Scaling to larger data sets

In this experiment we show how CHESTNUT performs when we scale the application’s data. We scale Kandan’s data to 50GB, and the evaluation result is shown in Figure 2.10. With larger data sets, the time spent in deserialization becomes more dominant, and CHESTNUT’s ability to speed up data deserialization becomes very significant. Over the four slow read queries, CHESTNUT achieves an average speedup of \(9.2 \times\) compared to MySQL, \(6.6 \times\) to PostgreSQL and \(6.5 \times\) to System X on the 5GB dataset, but speedup increases to \(20 \times\), \(12.3 \times\), and \(12 \times\) respectively once data increases to 50GB.

**Figure 2.10:** Scaling Kandan’s data to 50G.
2.7.5 Evaluation on TPC-H

To isolate the effect of data deserialization, we next evaluate CHESTNUT using eight analytical queries from the TPC-H [144] benchmark. Most TPC-H queries can be expressed using the Rails API in the stylized form as shown in Listing 2.2. We use CHESTNUT to find the best data layout for each query and compare the performance with System X (column store without indexes). Since these queries do not return objects, we do not include deserialization when measuring the query time, thus allowing us to study the quality of CHESTNUT-generated data layouts and plans.

The result is shown in Figure 2.11. CHESTNUT-generated database is slower in Q3 and Q6. In comparison to System X’s column-oriented data store and custom machine code generation, CHESTNUT uses a slow sort from C++ STL and table scans over C++ vectors. For other queries, however, CHESTNUT is more efficient due to the better layout it finds compared to columnar tables. For example, a partial index on Q5 reduces the query time by over 90% because Q5’s predicate involves many joined relations where the join predicates can be pre-computed because they do not involve user-provided parameters.

![Figure 2.11: Evaluation on TPC-H.](image)

2.7.6 Search and verification time

We run CHESTNUT on a machine with 256 cores and 1056GB memory using 32 threads, and measure the time used to find the best data layout.
Table 2.3 shows the total number of query plans enumerated by CHESTNUT (before and after pruning) and the time taken to find the best layout. The total running time includes plan enumeration and verification (described in Sec. 2.5), as well as ILP solving (described in Sec. 2.6). CHESTNUT enumerates a large number of plans even for a few queries, up to millions. With the pruning optimization described in Sec. 2.4.6, however, the number is greatly reduced by 53-96%. This reduction makes the ILP solving finishes quickly, as quick as 3min in average.

**Table 2.3:** The number of query plans before and after pruning, and CHESTNUT’s running time.

<table>
<thead>
<tr>
<th>App</th>
<th># query plans</th>
<th>running time</th>
<th>unoptimized mode</th>
<th># query plans</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Orig prune1+</td>
<td>plan ILP total</td>
<td>enum solve</td>
<td></td>
</tr>
<tr>
<td>Kandan</td>
<td>405 191</td>
<td>&lt;1min &lt;1min 1min</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>Redmine</td>
<td>78K 5K</td>
<td>9min 1min 10min</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Lobsters</td>
<td>2031K 166K</td>
<td>42min 12min 54min</td>
<td>117</td>
<td></td>
</tr>
<tr>
<td>Huginn</td>
<td>9K 880</td>
<td>3min &lt;1min 3min</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>TPC-H</td>
<td>143K 667</td>
<td>48min &lt;1min 48min</td>
<td>43</td>
<td></td>
</tr>
</tbody>
</table>

While solving ILP is fast, the majority of CHESTNUT’s running time lies in plan enumeration and verification. This part varies greatly depending on the query pattern. It becomes slow when a query involves many associations. An association between classes $C_1$ and $C_2$ involved in a query predicate produces a large symbolic expression to encode the mapping. When many associations involved, the number of mapping expressions grows exponentially. Verifying complicated expression takes longer and slows down plan synthesis. For a query involving six associations, verifying one plan can take over 5min. Fortunately, verification can often be done in parallel, as discussed in Sec. 2.4.3.

Plan synthesis can also be slow when the query predicate involves many disjunctions (e.g., many ORs are involved). As plan synthesis enumerates all plans from small a size up to a bound determined by the number of disjunctions (described in Sec. 2.4.2), lots of disjunctions leads to a large upper bound, hence many more plans to be enumerated and verified.
Meanwhile, the reason for CHESTNUT’s relatively longer running time on TPC-H and Lobsters is due to the two reasons mentioned above. Some queries in TPC-H involve many associations, for instance, Q5 involves six associations; some has multiple disjunctions. Kandan has the shortest running time because it is a small application with the fewest number of classes and associations, and the query predicates are simpler. For Redmine, although it also has queries with disjunctions and associations, it is fast because many sub-queries in Redmine shares the same predicate. CHESTNUT caches the plans synthesized for each query and sub-query, and reuses the plans when seeing the same (sub-)query without synthesizing from start, so the running time is shorter than TPC-H and Lobsters which barely have any shared sub-queries.

Despite pruning, CHESTNUT still takes a while to compile a few applications. To help developers view and test data layouts quickly, CHESTNUT can run in an “unoptimized” mode where the search space of data layouts is restricted to use only row-major tabular layout with foreign key indexes. For all applications, CHESTNUT enumerates much fewer plans (as shown on the last column of Table 2.3) and the total running time under this mode is less than 1 minute. We envision developers running CHESTNUT in unoptimized mode to get a preliminary design, and rerun CHESTNUT in full mode once their application is ready for deployment to obtain the best results.

2.8 Summary and Future Work

In this chapter, we presented CHESTNUT, a generator for in-memory database for OODAs. CHESTNUT searches for customized different types of data layouts to improve the performance of queries. Our experiments show that CHESTNUT can improve application’s query performance by up to $42 \times$ using real-world applications.

Current version of CHESTNUT does not adapts to the workload and data distribution change; the data layout needs to be re-generated and re-loaded from scratch when the changes lead to a different optimal data layout. We leave the dynamic data layout migration to future work, as we will discuss in Ch. 7.
Chapter 3

CONSTROPT: REWRITING QUERIES BY LEVERAGING APPLICATION CONSTRAINTS

Database-backed web applications are often developed with object-oriented languages while using relational databases as the backend. In these applications, the users input data through webpages, where the data is processed by the application code before being sent to the database and persistently stored. The application data is usually associated with constraints, where a large portion of these constraints are defined in the application code (over 25% as revealed in [154]). Unlike SQL constraints, there is no standard way to define constraints in the application code and the constraints can only be inferred from how the application processes the user-input data. The database is not aware of these hidden constraints, hence not being able to leverage them to optimize storage and query performance.

To address this challenge, we build CONSTROPT to detect constraints from application code and leverage them to optimize queries. CONSTROPT infers constraints from application semantics. It then rewrites application queries to apply query optimizations utilizing such constraints. CONSTROPT differs from traditional semantic query rewrites in two ways. First, constraints detected from the application code rather than explicitly defined in the database. Second, instead of rule-based query rewrite, CONSTROPT uses verification-based rewrite. This approach is able to optimize more queries compared to rule-based rewrite approach as we have observed many distinct ways of rewrite which can not be covered by a small set of rules. We evaluate CONSTROPT on 10 real-world open-source web application. The result shows that it is able to discover over 78 constraints per application (where none of them are not already defined in the database), optimizing over 43 queries and achieving up to 43× speedup of query time.
3.1 ConstrOpt Overview

In this section we give an overview of ConstrOpt using an example abridged from Spree [59], a popular e-commerce web application with over 10K stars on GitHub. Spree uses a Product class to manage a product, and each product has multiple prices in different currencies. The prices managed by a Price class, with one price being the default price.

Spree stores product and price data as two tables in the database. The application manipulates the data as objects, and calls the Rails save function to persist the object as a tuple to the database. Lines 1-7 in Listing 3.1 shows the a function in Spree that saves a price object p. In this function, if the price to be saved is currently the default (i.e., the price shown on the product webpage), a query is issued to see whether another default price of the same product exist in the database (lines 3-4), and raises an error if it already exists (line 5). In the application, all prices are saved to database via the save_price function. As written, the function implicitly defines a data constraint that every product has at most one default price, as otherwise it would be an error.

Listing 3.1: Application code abridged from Spree showing data constraint

```python
def save_price (p):
    if p.is_default:
        if Price.where(is_default = true, product_id = p.product_id).exists():
            error('Product with default price already exists')
        p.save()
```

This constraint can be leveraged to optimize application queries. For example, Listing 3.2 shows a query from this application that selects all products where the default price is within $10 to $100. This query has a DISTINCT keyword. From the constraint, we know that a product can have only one default price, hence the returned products are already distinct and the keyword can be removed. The query can be consequently accelerated by not removing duplicated tuples in the result before returned. With 100K products returned, this query can be accelerated from 278ms to 161ms, about
1.73× speedup. In this example, the query and the validation of default price are written by different developers and the developer writing the query may not be aware of the constraint and adds the DISTINCT keyword to ensure the returned products are unique. However, as the constraint check is done at the application level, the database is not aware of it, hence is not able to leverage them to optimize queries. Indeed, as we will show, many application constraints can be inferred from the application code but not explicitly defined in the database, and no existing tools can extract these constraints.

**Listing 3.2: Application query**

```sql
1. SELECT DISTINCT(Product.*) FROM Product
2. INNER JOIN Price ON Price.product_id = Product.id
3. WHERE Price.is_default=true
4. AND Price.amount BETWEEN (10, 100) AND Price.currency='USD'
```

**CONSTROPT** is built to bridge this gap. The architecture of **CONSTROPT** is shown in Figure 3.1. It first statically detects data constraints from the different sources like data validation before saving an object shown in Listing 3.1, and analyzes the data and control flow in order to represent the constraint with a grammar that can be parsed by a verifier (to be introduced later). It also collects the application queries by identifying the query API calls and analyzing how they are chained to construct application queries. Then it selects the queries that can potentially be optimized according to the query type and rewrites them accordingly. Because the rewrite step does not take constraint into consideration (e.g., remove DISTINCT keyword for all distinct queries regardless of the constraint), many rewrites may be invalid (i.e., not equivalent to the original query), and **CONSTROPT** next verifies every rewrite using the inferred constraints to filter out the invalid ones. To reduce runtime overhead, query detection and verification are done offline, with **CONSTROPT** maintaining a list of the verified pairs of original and optimized queries. During runtime, **CONSTROPT** intercepts all queries issued by the application and checks if it exists in the list. If so, it replaces the query with the optimized one.

We next discuss the different types of data constraints that are encoded in application code, and
how CONSTROPT detects them. Then we introduce the optimizations that leverage these constraints, followed by an evaluation showing how many data constraints can be found, how many queries can be optimized and what is the performance gain in popular, real-world applications.

![Figure 3.1: CONSTROPT architecture](image)

### 3.2 Data Constraint Detection

In this section we discuss how CONSTROPT detect data constraint from application source code, and the common types of constraints that we have observed in open-source database-backed web applications.

#### 3.2.1 Data model

Object-relational mapping (ORM) frameworks provide an object-oriented interface to manage persistent data. Usually a class or a class hierarchy maps to a database table. To connect multiple classes, these frameworks often let developers define relationship between classes, for instance, `belongs_to`, `has_one` and `has_many` relationships, where such relationship is termed as **association**. Through such association definition, relevant objects of a different can be retrieved as a field in
class. For instance, inside a Project class the developers defines its relationship to Issue class as \texttt{has_many: issues, class:'Issue'}. With this definition, given a Project object \( p \), the issues of \( p \) can be simply retrieved using \( p.issues \) in the application, where these issues are called \textbf{associated objects} of \( p \). Internally, the ORM framework will issue a query \texttt{SELECT * FROM Issue WHERE project_id=？} to the database to fetch these issues, with the parameter ? being the primary key (id) of \( p \). Managing classes using this association interface is a common practice for most popular ORM frameworks including Rails [1], Django [5], Hibernate [7], Entity Framework [6], DataMapper [4], SQLAlchemy [8], etc. In this work, among join and other queries that retrieve data from multiple tables (e.g., nested query), we only focus on those joining on pre-defined associations (e.g., a join condition like \texttt{Issue.project_id=Project.id}), which we observe to cover over 90\% of the queries in real-world applications we evaluate.

### 3.2.2 Sources of data constraints

Unlike database constraints that are explicitly defined using the SQL constraint language, there is no standard way to define constraints in the application code. Yet many data constraints can be inferred from how the application processes data. In the following we introduce four major sources where data constraints can be inferred. In this section we use applications built with Ruby on Rails as example, but the methodology can be generalized to other frameworks, which we will briefly discuss at the end of this section. We illustrate using examples abridged from four Rails applications: 1) Redmine [54], a project management application like GitHub; 2) Onebody [44], a social network management application; 3) Discourse [23], a discussion forum application, and 4) Spree [59], an e-commerce application for shopping and inventory management. Through these four types of sources many constraints can be detected from the application code, which we will present in Sec. 3.5.

**Data validation.** Developers often wish to validate the data before persist it to the database. The validation process checks an object to be persisted against certain properties, from simple ones like some fields should not be null, to more complicated properties that relates to other data which requires issuing queries to perform the checking (e.g., the constraint in Listing 3.1 where only one
Such validation takes an object as input and is performed whenever an object is inserted or updated to the database, and returns an error to the user if validation fails. Many ORM frameworks provide APIs to support such validation [29, 37]. These APIs include built-in functions which check against frequently-used properties, as well as general functions that allow developers to write arbitrary validation logic.

Listing 3.3 shows an example from Redmine with Rails validation API. The application uses a IssueRelation class to maintain relationships between two issues. Line 2 calls a built-in validation function, validates_uniqueness_of, which states a data constraint that the two fields issue_from_id and issue_to_id forms a primary key (i.e., unique across the table), as illustrated on line 3. Lines 4-9 defines a validation function that returns an error when the relation is between the same issue, i.e., for every tuple in the issue_relations table, the value of issue_from_id is not equal to issue_to_id.

Listing 3.3: Data validation example

```ruby
1 class IssueRelation
2   validates_uniqueness_of [issue_from_id, issue_to_id]
3     # Constraint(IssueRelation, unique([issue_from_id, issue_to_id])
4     validate validate_issue_relation
5       def validate_issue_relation
6         if issue_from_id == issue_to_id
7           error('relation on the same issue')
8         end
9       end
10     # Constraint(IssueRelation, issue_from_id != issue_to_id)
```

Association definitions. ORM frameworks often support defining relationships like has_one, has_many and belongs_to between classes. Such relationship enables developers to access associated object in the same way as normal object attribute (i.e., using dot method) instead of explicitly writing a join query. For instance, in Listing 3.4 with the has_many association defined on line 2, the associated variants of a product p can be retrieved using p.variants. ORM frameworks
often generate a foreign key constraint when an association between two classes is defined (e.g.,
product_id field of Variant table is a foreign key to the id field of Product).

Besides association between two classes, developers often define associations between subset of
two classes or multiple (over two) classes in order to leverage the convenience of object retrieval
with dot method. Such associations indicates more complex data constraints than foreign key which
are not mapped to a database constraint by ORM frameworks.

Lines 3-4 in Listing 3.4 shows an example, where the developers define a has_one association
between Product class and a subset of records of Variant class using a predicate (is_master is a
Boolean field of Variant class). This definition indicates a data constraint on the variants table:
among all tuples that is_master is true, the value of product_id field is unique. Another example
is shown on line 7, where a has_one association is defined between Address and potentially many
other classes. The type of the associated addressable is polymorphic instead of a concrete class,
which means that the type of addressable can be different classes like Person or Company. Two
fields in Address are used to maintain such association, addressable_id and addressable_type,
where addressable_type is a string field storing the type of addressable. As such, polymorphic
association indicates a constraint on the addressable_type field whose value can only be the class
name of a class in the application.

Listing 3.4: Example of relationship definition

```ruby
1 class Product
2   has_many variants, class_name: 'Variant'
3   has_one master_variant, class_name: 'Variant'
4     -> {where is_master = true}
5   # Constraint(Variant, unique([product_id], is_master==true))
6 class Address
7   belongs_to addressable, polymorphic: true
8   # Constraint(Address, addressable in ['Person','Company',...])
```

Field definitions. Developers often defines a class field together with a specification of how the
field should be used or how the value should change. Such specification indicates a constraint on
that field. For instance, Listing [3.5] shows an example from Spree that processes payments. The Payment class includes a string field status. The application defines the change of status using a state machine [51] to update the value of status from one state represented by a string to other states upon certain event. For instance, upon event start_processing, the value of status is changed from string “checkout,” “pending,” or “completed” to “processing,” etc. The application can only call an event to change the value of status. With such a definition, the value of status can only be the state names defined in the state machine.

**Listing 3.5: Example of field definition**

```ruby
1 class Payment
2   state_machine : state do
3     event : start_processing do
4       transition from: ['checkout', 'pending', 'complete'], to: 'processing'
5     end
6     event : failure do
7       transition from: ['pending', 'processing'], to: 'failed'
8     end
9   end
10 # Constraint(Payment, state in ['checkout', 'pending', ...])
```

**Field value assignment.** Data constraints can be inferred through the pattern data inserts and updates. The data to be stored to the database does not always come from user input; sometimes they are computed based on a query result. When the value of a field $f$ is always derived from fields $g_1, \ldots, g_n$ that are stored in the database, $f$ is functionally dependent on $g_1, \ldots, g_n$. This is a common practice in many applications to improve application performance. For example, developers often use a field to store an aggregation result of infrequently-updated data (e.g., the count of replies to a post) to accelerate aggregation queries, or use a field to store the value of an associated object’s field to efficiently read that value without joining associated objects (similar as
foreign key except that the referenced value may not be a key).

**Listing 3.6:** Example of field value assignment

```ruby
class TimeEntry
  belongs_to issue, class: 'Issue'

# code to create a time entry
i = Issue.find_by_id(param[:issue_id])
time_entry = TimeEntry.new(issue=i,
                           project_id=i.project_id)
time_entry.save

# Constraint(TimeEntry, project_id=issue.project_id)
```

Listing 3.6 shows an example from Redmine showing how objects of class `TimeEntry` are created and persisted. The `TimeEntry` class manages the progress and the amount of time spent on resolving an issue. Each `TimeEntry` has a `belongs_to` association with an `Issue` object so the corresponding issue can be accessed using `.issue` just like accessing a field, and the field `issue_id` is a foreign key to the `Issue` table. Lines 4-7 shows the code piece to create a time entry. Line 4 retrieves an issue, and line 5-6 creates a time entry object, and assigns the issue object `i` to the associated `issue` of `time_entry`, which is essentially assigning the `id` field of `issue` `i` to the foreign key `issue_id` of `time_entry`. On line 6 the `project_id` field is assigned as the `project_id` of the same `issue` `i`, and line 7 saves the `time_entry` to database. In this application, lines 4-7 is the only code to create and insert time entry, and the `issue_id`, `project_id` of `TimeEntry` and the `project_id` of `Issue` is not modified once persisted to database. Field assignment in this example hence indicates a functional dependency: the `project_id` of `TimeEntry` is equal to the `project_id` of the associated `Issue`. The detection of such constraint is explained later in Sec. 3.2.4.

### 3.2.3 Representing data constraints

We use the grammar shown in Table 3.1 to represent the inferred data constraints. A constraint is on a particular table where the expression `e` must be true for all the tuples in that table. The expr
is represented in a logical expression or three commonly-used constraints including unique (i.e., field(s) value is unique across the table), match (i.e., a string field value matches the regular expression regex) and foreignkey. The expr can involve data from multiple tables using association (assoc.assoc...field as shown in Table 3.1).

\[
\begin{align*}
\text{spec} & := \text{Constraint}(\text{table}, \text{e}) & \text{constraint} \\
\text{e} & := !\text{e} \mid \text{e} \land \text{e} \mid \text{e} \lor \text{e} \mid \text{e} \rightarrow \text{e} & \text{logical op} \\
& \mid \text{e} == \text{e} \mid \text{e} != \text{e} \mid \text{e} \leq \text{e} \mid \ldots & \text{compare op} \\
& \mid \text{e} + \text{e} \mid \text{e} - \text{e} \mid \ldots & \text{arithmetic op} \\
& \mid \text{e} \in \text{e} \mid \text{e} \notin \text{e} \mid \text{size}(\text{e}) & \text{set op} \\
& \mid \text{forall}(\text{a}, \text{e}) \mid \text{exists}(\text{a}, \text{e}) \\
& \mid \text{a} \mid \text{length}(\text{a}) & \text{atomic element} \\
& \mid \text{unique}([\text{field}, \ldots], \text{e}) \\
& \mid \text{match}(\text{field}, \text{regex}) \\
& \mid \text{foreignkey}(\text{field}, \text{table}, \text{field}) \\
\text{a} & := \text{const} \mid \text{field} & \text{atomic element} \\
& \mid \text{assoc.} \text{field} \mid \text{assoc.assoc..field} & \text{associated obj} \\
& \mid \text{q} & \text{query} \\
\text{q} & := \text{Table.where}(\text{p}) \mid \text{assoc.} \text{where}(\text{p}) & \text{query} \\
\text{p} & := !\text{p} \mid \text{p} \land \text{p} \mid \ldots \text{a} = \text{a} \mid \text{a} < \text{a} \mid \ldots & \text{query predicate}
\end{align*}
\]

Table 3.1: Grammar of constraint

### 3.2.4 Constraint detection from code analysis

CONSTROPT uses an ORM-aware static analyzer for applications built using the Ruby on Rails framework. For such applications, an action is the entry point of webpage generation upon receiving an HTTP request from the client. The Rails server invokes an entrance function when it starts to process the request, and which entrance function to call is based on the routing rules defined in the application. CONSTROPT produces a program flow graph (which consists of data and control flow information) for each entrance function that contains the data-flow and control-flow information
for each action. It iteratively inlines all function calls invoked by the entrance function in order to perform inter-procedural analysis. We use type inference algorithm described in previous work \[104\] and do not handle polymorphic functions in our current prototype.

Using the program flow graph, CONSTROPT traces the control and data flow from certain target nodes to the data sources that affects the value or execution of the target nodes. CONSTROPT identifies three types of target nodes: 1) a pre-defined set of API calls (e.g., validation APIs shown in Listing 3.4, state machine APIs as shown in Listing 5.5, etc.), 2) statement that throws an error (e.g., line 7 in Listing 3.4), and 3) statement that persist a record to the database (e.g., lines 7-8 in Listing 3.6). CONSTROPT traces the data and control flow backward from these target nodes until it reaches a data source, where the source is a node representing an atomic element, i.e., a constant value, a field including associated object, or a query. The specification of atomic element is defined in Table 3.1 Next we introduce how CONSTROPT analyzes these different target nodes to generate constrain
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**Figure 3.2:** Example program flow analysis for different types of target node.

API calls. CONSTROPT analyzes the data sources of an identified API call and traces the data source of every parameter. Figure 3.2(1) shows the data flow for the state machine API call listed in List-
CONSTROPT checks the source of the first parameter, state, to see if it is a field persistently stored in the database. Then it checks the data sources of the rest parameters (i.e., the states specified after transition from and to) to see if they are constant values. If all sources are constants, CONSTROPT then generates an inclusion constraint of the form $\text{Constraint}(t, f \in [P(S_{r_1}), \ldots])$, where $S_{r_i}$ is the data source of the $i$th state and $P(S_{r_i})$ is the expression that computes the $i$th state is computed from $S_{r_i}$. In Figure 3.2(1), $P(S_{r_i})$ is simply $S_{r_i}$ because the value of the state is the constant value itself.

**Error statements.** CONSTROPT currently identifies error statement in validation functions like the error statement in Listing 3.3. It first collects all the branch conditions that leads to an error statement by tracking control flow, e.g., the branch condition `issue_from_id==issue_to_id` in the program flow shown in Figure 3.2(2). Then it traces the data source of each variable in the branch condition and replace the variable with an expression computed from its data source. The negation of the conjunction of branch expressions forms the constraint, e.g., $(\neg (\text{issue_from_id==issue_to_id}))$ from the example in Figure 3.2(2), because any record passing the conjunction of branches will cause an error and will not be saved to the database.

**Persist statements.** CONSTROPT identifies function calls like `save` that persist an object to the database. It analyzes each assignment that changes a field value of that object, including explicit assign statements and values passed to constructor calls. Conceptually, CONSTROPT traces the data source of each assigned field and see if two assigned fields share the same data source. Then it checks whether one assignment is a direct assignment of the data source without any computation, and infers an equivalence constraint by replacing the data source in another assignment. For example, Figure 3.2(3) shows the data flow for the persist statement in Listing 3.6. The assignment of associated `issue` and field `project_id` shares a same data source, i.e., `issue_i`, and the assignment of `issue` on line 5 is a direct assignment from `i`. So CONSTROPT replaces the common data source, `issue_i` with the field `issue` in the assignment of field `project_id` and derives an equivalence

---

1Although other patterns of persistent statement (e.g., patterns where assignment of two fields having different data sources) can infer data constraint, we only detect the pattern described above, which we observe to be the most common, while leaving the detection of other patterns as future work.
constraint project_id=issue.project_id. To ensure this constraint holds, CONSTROPT also checks all other persist statements in the application to see if all the fields of the class to persist on the left hand side is not assigned elsewhere in the application (e.g., time_entry_id and project_id of TimeEntry is not assigned in other ways than Listing 3.6), and these fields on the left hand side is re-assigned whenever any field on the right hand side (e.g., issue or the project_id field of Issue) is modified. CONSTROPT considers this constraint as valid only if these two criteria holds.

### 3.2.5 Common data constraints

We inspect the constraints detected by CONSTROPT through the analysis process presented in Sec. 3.2.4. Through this inspection, we find a small number of constraint patterns cover over 82% of all the constraints detected. In the following we present these patterns by the order of their frequency, with the detailed number of constraints under each pattern presented in Sec. 3.5.

- **Categorical constraints**, in the form of Constraint(table, field∈{const1,const2,...}). The value of a field is restricted to a limited set, for instance, the state value in Listing 3.5 can only be “checkout,” “pending,” etc., as defined in the state machine.

- **Not null constraints**, in the form of Constraint(table, field!=NULL). The value of a field cannot be null. It is the same as not null constraint in SQL but defined only in the application code.

- **Length constraints**, in the form of Constraint(table, length(field)<const) where the comparison can be >, <, >=, <= and ==. The length of a string field can only be within certain range, for instance, the length of username cannot exceed 60 characters.

- **Uniqueness constraints**, in the form of Constraint(table, unique([field1,...])). It is the same as the SQL uniqueness constraint, but only defined in the application code.

- **Format constraints**, in the form of Constraint(table, match(field, regex)). The value of a string field must match a regular expression where the regular expression is extracted from the application code. For instance, an application validates a string field barcode_id to match regular expression \A\d+\z (i.e., those containing only numeric digits).

- **Equality constraints**, in the form of Constraint(table, field1=field2), where field1 and field2 can also be field from associated object. A field’s value is always equivalent to another
field, which is essentially encodes a functional dependency. An example of such constraint can be found in Listing 3.6 where a time entry’s project_id is equivalent to its issue’s project_id.

- Non-equality constraints, in the form of `Constraint(table, field1!=field2)`, where `field1` and `field2` can also be field from associated object. A field’s value can never be equivalent to another field. An example is shown in Listing 3.3 where the two issues involved in an issue relation are not the same issue.

### 3.2.6 Constraint detection for other ORM frameworks.

Although CONSTROPT is built for Rails applications, the detection process can be extended to other frameworks as well. For instance, Django has the same validation mechanism as Rails and also provides a set of validation APIs. It also provides APIs to specify association with partial or multiple tables where inclusion or conditional unique constraints can be inferred, as seen in Listing 3.4 and multiple parameters to specify properties of a table field. The techniques described to infer constraint from data validation and persist statement based on data and control flow analysis, which can be applied to applications built using other frameworks as well.

### 3.3 Leveraging Data Constraints to Optimize Queries

We collected optimizations leveraging constraint proposed by previous work and sampled query logs from running applications to manually exam and discover opportunities to optimize. We summarize the optimizations that we observe to be prevalent using manual checks and introduce them in this section.

#### 3.3.1 Remove distinct operator

If a query contains a DISTINCT keyword, it can be removed if we know the result contains no duplicates given the constraints. Listing 3.7 shows an example abridged from Redmine. Given the primary key constraint on fields `user_id` and `project_id` shown in line 1, the query in lines 2-4 that select users who are members of one particular project already returns distinct users, so
the DISTINCT keyword can be removed. The query before and after the optimization is shown in Listing 3.7. Evaluating using 10K users returned, the query time is reduced from 270ms to 160ms, achieving $1.69 \times$ speed up.

**Listing 3.7: Example of remove distinct**

```sql
-- Constraint (Member, unique([user_id, project_id]))
SELECT DISTINCT(users.*) FROM User u
INNER JOIN Member m ON m.user_id = u.id
WHERE m.project_id = ? --before

SELECT users.* FROM User u
INNER JOIN Member m ON m.user_id = u.id
WHERE m.project_id = ? --after
```

### 3.3.2 Limit the number of results

The LIMIT 1 keyboard can be added to a query if we know that such that the query can stop as soon as it finds a satisfying tuple before completing the entire query. Listing 3.8 shows an example, where the login string (a hashed authentication string) of the User table is unique according to the constraint shown on line 1. The query (line 2) selects the user that matches a given login string. This query returns at most 1 User record under the constraint, so we can add LIMIT 1 to the end of the query. Whether this optimization can bring performance gain depends the implementation of LIMIT in the database, i.e., whether the database is able to return early after finding the desired number of results before finishing examining all tuples. With 1M users and evaluated on MySQL which returns result early under LIMIT query, the original query shown in Listing 3.8 takes 1400ms to finish. The performance of optimized query depends on the position of the matching record in the table, i.e., how many other records need to be scanned before finding the matching one. In this example, the optimized query ranges from 0.1ms to 1400ms, achieving speedup as much as $14000 \times$.

**Listing 3.8: Example of add limit 1**

```sql
-- Constraint (User, unique([login]))
```
3.3.3 Remove predicate

Predicates in a query can be removed if they always hold in that query given the inferred constraints. Listing [3.9] shows an example abridged from Onebody. The constraint on line 1 states that the category field of Group cannot be NULL or an empty string. The query on lines 2-4 contain the predicate category IS NOT NULL AND category != '' to check that the group belongs to some category. Under the constraint, this predicate evaluates to true for all group tuples and can thus be removed. With 100k groups, the new query takes 82ms, reducing 26% compared to the original query which finishes in 103ms.

Listing 3.9: Remove predicate optimization

```sql
-- Constraint (Group , category != NULL && category != '' )
SELECT category, count(*) FROM Group WHERE category IS NOT NULL AND category != '' AND category != 'Subscription' GROUP by category
```

3.3.4 Remove join

For queries that join on tables but not project on those tables nor filter using fields from those tables other than the join condition, the join might be removed. Listing [3.10] shows an example from Redmine. An Issue has one status where the type of status is class IssueStatus. The constraint says that for every Issue it always has a status, which means that the field status_id in Issue always references to a record in the IssueStatus table. The query on line 2-5 joins the IssueStatus table but does not filter using any field from IssueStatus, so this join can be
removed. The join removal reduces the query from 260ms to 180ms, speeding up the query time by $1.44 \times$.

**Listing 3.10**: Example of remove join

```sql
-- Constraint (Issue, status!=nil)
SELECT COUNT(*) FROM Issue i INNER JOIN
Project p ON Project.id=Issue.project_id INNER JOIN
IssueStatus ON IssueStatus.id=Issue.status_id
WHERE (Project.status <> 'archived') --before

SELECT COUNT(*) FROM Issue i INNER JOIN
Project p ON Project.id=Issue.project_id
WHERE (Project.status <> 'archived') --after
```

### 3.3.5 Replace disjunctions with unions

When a query contains disjunctive predicates, each predicate in the disjunction can be converted into a single subquery where the results from the subqueries are later unioned. This rewrite has been studied by prior work [129, 25], where the idea is that by splitting disjunctive predicate into subqueries, the query optimizer can choose different access path for each subquery. The downside of this rewrite is that the union query has an extra cost of removing duplicated result when merging the results from subqueries, and this may offset the benefit of using different access path. However, if the subqueries contain no overlapping results (as determined by the constraints), then the duplicate removal step can be avoided.

Listing 3.11 shows an example from Discourse. Each Category has a parent category and the constraint on line 1 states that the parent cannot be itself. The query on Line 2 shows a query that selects topic that either belongs to the category specified by the variable c, or belongs to a category whose parent is category c. The original query plan scans the topics table, and uses a subplan which performs a sequential scan on the categories table to find the match for parent category, as shown in Figure 3.3(1). Since we know from our extracted constraints that if a topic belongs to a
category \( c \) (i.e., its field `category_id` matches the variable \( c \)), then it cannot belong to the children categories of \( c \), so this topic does not overlap with any topic whose parent category is \( c \). As a result, we can split the disjunctive query and use `UNION ALL` (i.e., union without removing duplicates) to combine the query results on the two sides of the disjunction. The new query using `UNION ALL` is shown on Line 3 in Listing 3.11. The new query generates a query plan that is able to perform a hash join to process the subquery, which is more efficient than doing sequential scan on both tables as in the original plan. The parameter \( :c \) is given a concrete value \( 1 \) (from 40 ms to 70 ms).

Figure 3.3: Before and after query plans of replacing disjunctions with unions. The parameter \( :c \) (shown in Listing 3.11) is given a concrete value 1 in the query plan.

Listing 3.11: Example of replace disjunctions with unions

```
1  --Constraint(Category, parent_category_id!=id)
2  SELECT * FROM Topic WHERE category_id = :c OR category_id IN (SELECT id FROM Category WHERE parent_category_id = :c --before
3  UNION ALL (SELECT * FROM Topic WHERE id IN (SELECT * FROM Category WHERE parent_category_id = :c)) --after
```
3.3.6 Add parameter precheck

Many queries in the application filters on a field to match with a user input. If the field has a length or format constraint, a pre-check on the user input can be added to avoid running the query altogether if the input fails the pre-check. For instance, Listing 3.12 shows an example from Onebody. Line 1 shows a length and format constraint on the barcode_id field of the Family class. barcode_id can only contain digits and its length is between 5 to 50. One webpage in the application checks if the user inputs a valid family barcode. It issues a query (Line 3) to fetch the corresponding family. If the user inputs a barcode that does not satisfy the the length and format constraints, then no matching family tuple would be returned. We can add a pre-check as shown from line 5-9 to validate the parameter, and avoid executing the query if the pre-check fails. This brings significant performance gain the barcode_id is not indexed by the application, so running the query that returns no match requires scanning the entire table. For instance, with 100k records in the family table and 20% of the chance a user provides invalid barcode, a pre-check improves the query performance by 1.27×.

Listing 3.12: Example of add parameter check

```ruby
# Constraint(Family, match(barcode_id, /\A\d+\z/) && length(barcode_id) between (5, 50))
# before
family = Family.where(barcode_id: param[:barcode]).first
# after
if param[:barcode].match(/\A\d+\z/) && param[:barcode].length.between?(5, 50)
  family=Family.where(barcode_id: param[:barcode]).first
else
  family=nil
end
```
3.3.7 Change storage format

If a string or integer field has a categorical constraint, i.e., its value can only be a limited set of constants, we can replace this field with an enumeration type. Usually an enumeration type is stored as a byte in database [31, 30]. As a result, changing storage format not only improve the time to process predicate on that field (as byte comparison is faster than string or full integer comparison) but also the space efficiency as well. Listing 3.13 shows an example from Onebody. The gender of a person is stored as a string in the Person table whose value can only be 'male' or 'female'. Line 2 shows a query to select all females. By changing the storage format of gender from string to enum, with 1M records in the Person table, the query can be accelerated from 248ms to 206ms while the table size is reduced by 8MB. In Sec. 3.5 we will see that a large number of fields are involved in categorical constraint and changing storage format can substantially reduce the storage cost.

Listing 3.13: Example of change storage format

```sql
# Constraint (Person, gender in ['male', 'female'])
SELECT Person.* FROM Person WHERE gender = 'female'
```

3.4 Automatic Query Rewrite and Verification

We now describe how CONSTROPT automatically detects and implements the optimization described in Sec. 3.3. As shown in Figure 3.1, CONSTROPT first analyzes the application source code to collect the queries and data constraints. Then it decides whether a query can be optimized based on the query type and the constraints involved, and optimizess accordingly. It then verifies each rewrite to check if the new query is equivalent to the original query. Through this offline process, CONSTROPT maintains a list of valid query rewrites. At runtime, it intercepts the queries issued by the application, checks against the list and dynamically replace the issued queries with the optimized ones. We discuss each step in detail next.
3.4.1 Query analysis

As described in Sec. 3.2.4, CONSTROPT’s analyzer identifies database queries by looking for calls to Rails’ query API \[50\]. Since the query functions are often chained to generated the final query, our analyzer identifies the invocation chain to collect all components of a query using program flow and inter-procedural analysis. Because Rails supports both using query API and customized SQL query string (i.e., partial SQL query passed as a string to Rails query API), CONSTROPT analyzes the query API parameter and parses SQL string in order to understand the query (e.g., the query type and the fields involved).

3.4.2 Static query rewrite

Next CONSTROPT statically applies the optimization described in Sec. 3.3 on the detected queries.

3.4.2.1 Rewrite queries

For each query $Q$, CONSTROPT decides whether $Q$ is a candidate for an optimization based on the query type and the data constraints. It generates $Q'$ from $Q$ if $Q$ is a candidate. The process for each optimization type is presented below. Multiple optimizations can be applied to one query and we keep all combinations of them. This step simply selects potential $Q$s and generates all possible $Q'$s mostly based on the type of $Q$. As a result, the generated $Q'$s may not be equivalent to $Q$, and the correct rewrite will be selected and verified later.

- **Remove distinct operator.** If $Q$ contains the DISTINCT keyword, it is a candidate for this optimization, and $Q'$ is generated by removing DISTINCT from $Q$.

- **Add limit 1.** $Q$ is a candidate if 1) it does not have LIMIT keyword; 2) it involves only one table $T$; 3) there exist a constraint that only contains fields in $T$ and also contains a unique expression (as shown in Table 3.1). $Q'$ is generated by adding LIMIT 1 at the end of $Q$.

\[\text{CONSTROPT also identifies a few APIs that process the query result where the computation can actually be pushed to the database, e.g., the uniq API filters duplicated elements in an array which has the same effect as adding DISTINCT to the SQL query.}\]
• **Remove predicate.** If \( Q \) contains a predicate comparing a field with a constant value (including NULL), and that predicate also appears in any constraint, then \( Q \) is a candidate for this optimization and \( Q' \) is generated by removing that predicate from \( Q \).

• **Remove join.** If \( Q \) contains an inner join on table \( t \) but no there is not filtering using \( t \), then \( Q \) is a candidate, and \( Q' \) is generated by removing that join from \( Q \).

• **Replace disjunctions with unions.** If \( Q \) contains an OR in the query, it is a candidate. \( Q' \) is generated by splitting the predicates connected by OR into two separate queries, copying the rest of the original query to these two queries and merging them using UNION ALL.

• **Add parameter precheck.** If \( Q \) contains a predicate \( t.f=? \) where the parameter is computed from a user input (by checking the data flow graph), and the field \( f \) is involved in a format constraint or a length constraint, then \( Q \) is a candidate. While the query remains the same, the optimization adds a precheck to see if the parameter satisfies the length and format constraint, as shown in Listing 3.12.

• **Change storage format.** If \( Q \) involves a field \( f \) where \( f \) is involved in a categorical constraint, then \( Q \) is a candidate. The optimized query is the same as the original query.

### 3.4.2.2 Verification

As we can see, the rewrite step mainly produces \( Q \) based on the type of \( Q' \) and uses constraints only to reduce the number of potential \( Q' \)s but not to generate the correct \( Q' \). So after obtaining pairs of \((Q, Q')\), CONSTROPT verifies whether each \( Q' \) is a correct rewrite leveraging the constraint. It achieves this by verifying whether the two queries, \( Q \) and \( Q' \), always return the same results for all possible input relations.

CONSTROPT leverages recent advances in symbolic reasoning \([146, 97]\) for verification process, similar to Cosette \([96]\) and Chestnut \([151]\). Conceptually, this is done by populating each table in the database with a fixed number (currently 3) of symbolic tuples (i.e., a tuple whose field values are variables with unknown contents). Next, it adds a set of constraints expressed using these variables. These constraints include both the constraints specified in the database as well as the constraints detected by CONSTROPT from the application code. To do so, CONSTROPT runs the constraint expression (expressed using grammar shown in Table 3.1) on each symbolic tuple and obtains
a set of assumptions (e.g., the constraint holds on every tuple). Then it runs both $Q$ and $Q'$ on these symbolic tables. Note that both $Q$ and $Q'$ are query templates because they are collected via static analysis, so each non-constant query parameter are also represented with a symbolic variable. CONSTROPT sends both results to a solver [70] to check for equivalence under all possible values of variables under the assumptions obtained from the constraints. It retains only those rewrites that are provably equivalent under any values of the variables. If multiple rewrites are correct for one query, it only keeps the rewrite with the most optimizations.

We illustrate verification using the query rewrite in Listing 3.7, where the process is shown in Figure 3.4. Figure 3.4(1) shows two symbolic tables populated by CONSTROPT, User and
Member, where uid1 and the rest are variables. In our implementation we use 3 symbolic tuples per table in CONSTROPT but only show 2 in Figure 3.4 to simplify the illustration. One constraint on the Member table states that the fields user_id and project_id forms a primary key. Applying this constraint on all tuples of the Member table produces an assumption as shown in Figure 3.4(2). Then CONSTROPT runs Q and Q' on the symbolic table and obtains query result shown on the right of (3). Note that unlike running query on concrete tables, whether a tuple appears in the final result depends on the value of the fields in the tuple. So a query result contains all potential tuples, in this example, the cross product of User and Member projected on User, while each tuple has a corresponding “condition” expressed with variables in this tuple to determine whether it will appear in the query result. As illustrated in (3), for the result tuple 1 (on the first line) which User with id uid1 joins Member with id mid1 (i.e., the first row in the result of Q), the corresponding condition c1 checks whether the join condition is valid (i.e., uid1==user_id1) and whether the query predicate holds (i.e., proj_id1==x where x is the variable of query parameter). Furthermore, because of the DISTINCT keyword in Q, at most one result tuple containing uid1 can appear in the result set. Therefore c1 also contains a predicate !c2 restricting that tuple 1 can be included in the final result only if tuple 2 is not included. In contrast, the new query Q’’s conditions do not have DISTINCT keyword, and the corresponding condition c1’ does not include !c2. Finally CONSTROPT verifies that each result tuple appear in Q if and only if it appears in Q’, which is essentially verifying the equivalence of the conditions of every tuple in the result of Q and Q’, as shown in Figure 3.4(4). In this example, the verification goal evaluates to true under all possible table and parameter values under the constraint. Q’ is a valid optimization if the verification passes.

3.4.3 Dynamic query optimization

The above steps to generate valid (Q, Q’) pairs are performed offline. CONSTROPT maintains a hash table that maps Q to its respective Q’. Both Q and Q’ are query templates. At runtime, the ORM framework constructs the query from query API calls. It first constructs the query template

---

3For DISTINCT query we assume the last matching tuple is included. Because all tuples are represented by variable, the order will not matter to the result.
from which APIs are called, then fills in the query parameters specified as parameters to API calls. CONSTROPT intercepts before the ORM framework fills in the parameter, and checks the runtime query template against the hash table. If there is a match, CONSTROPT replaces the runtime template with the optimized $Q'$ from the hash table, and then send the $Q'$ back to the ORM to fill in the parameters and subsequently sends to the database.

Although the whole process can be done at runtime and integrated into query optimizer, we choose to implement CONSTROPT as above due to two reasons. First, many applications are designed to be independent from a particular database implementation, and implementing the rewrite inside the ORM framework allows the application to be optimized even when the application switches to another database implementation. Second, due to a large number of candidate rewrites and a non-trivial amount of time for the verification, it may slow down other queries that cannot be optimized, especially many applications issue many small, fast queries at each page. We leave an efficient implementation of dynamic rewrite inside query optimizer as future work.

### 3.5 Evaluation

#### 3.5.1 Application corpus

We select 10 real-world web applications built using the Ruby on Rails framework, covering 4 application categories: forum, collaboration, e-commerce, and social network. We select the up to 3 most popular, actively maintained applications from each category based on the number of GitHub stars, and from this pool we choose the top 10 starred applications as listed in Table 3.2. Among these applications, 6 of them have over 10K stars and 8 for them are maintained by over 100 contributors, and all of them have been developed for over 4 years. We choose the most recent versions of these applications to evaluate, which we believe have already been carefully developed and manually optimized.
Table 3.2: Details of the applications chosen in our study

<table>
<thead>
<tr>
<th>Category</th>
<th>Abbr.</th>
<th>Name</th>
<th>Stars</th>
<th>Tables</th>
<th>Avg #fields per table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forum</td>
<td>Ds</td>
<td>Discourse</td>
<td>30.8k</td>
<td>147</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Dv</td>
<td>Dev.to</td>
<td>2.1k</td>
<td>73</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Lo</td>
<td>Loomio</td>
<td>1.9k</td>
<td>44</td>
<td>9</td>
</tr>
<tr>
<td>Collaboration</td>
<td>Re</td>
<td>Redmine</td>
<td>3.7k</td>
<td>54</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Gi</td>
<td>Gitlab</td>
<td>22.2k</td>
<td>356</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Op</td>
<td>OpenProject</td>
<td>1.2k</td>
<td>54</td>
<td>2</td>
</tr>
<tr>
<td>E-commerce</td>
<td>Sp</td>
<td>Spree</td>
<td>10.4k</td>
<td>82</td>
<td>6</td>
</tr>
<tr>
<td>Social</td>
<td>Da</td>
<td>Diaspora</td>
<td>12.4k</td>
<td>44</td>
<td>6</td>
</tr>
<tr>
<td>Network</td>
<td>On</td>
<td>Onebody</td>
<td>1.4k</td>
<td>54</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Ma</td>
<td>Mastadon</td>
<td>3.6k</td>
<td>68</td>
<td>6</td>
</tr>
</tbody>
</table>

3.5.2 Evaluation platform

We implement CONSTROPT using a mix of Python and Ruby where the Ruby code analyzes the application code to detect queries and constraints, and the Python code rewrites queries and validates the rewrite. In evaluating query performance, we run the applications on a server with 2.4G Hz processor and 8GB memory.

3.5.3 Constraint detection

In this experiment we present how many constraints are detected by CONSTROPT from the application code. We run CONSTROPT on the applications shown in Table 3.2. For each detected constraint, we check whether the constraint is already defined in the database, and only report those that are not defined. The total number of constraints found, as well as the breakdown by their source (as
described in Sec. 3.2.2) is shown in Table 3.3, and the breakdown of constraint type (as described in Sec. 3.2.5) is shown in Table 3.4

**Table 3.3**: Number of constraint detected, grouped by source.

<table>
<thead>
<tr>
<th>data validation</th>
<th>association define</th>
<th>field define</th>
<th>data update</th>
<th>SUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>689</td>
<td>91</td>
<td>69</td>
<td>74</td>
<td>923</td>
</tr>
</tbody>
</table>

**Table 3.4**: Number of constraint detected, grouped by type.

<table>
<thead>
<tr>
<th>categorical</th>
<th>not null</th>
<th>uniqueness</th>
<th>length</th>
<th>format</th>
<th>equal</th>
<th>non-equal</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>236</td>
<td>219</td>
<td>104</td>
<td>94</td>
<td>59</td>
<td>23</td>
<td>19</td>
<td>169</td>
</tr>
</tbody>
</table>

3.5.4 **Optimization detection**

In this experiment we present how many queries can be optimized using the constraints detected by CONSTROPT. We run CONSTROPT on each application to rewrite queries following the constraint detection. In this experiment, if a piece of code containing a query to be optimized can potentially be invoked by multiple actions, we only count the query once. For each query optimized, we manually check that the optimization leverages at least one constraint detected by CONSTROPT and is not defined in the database, so all the optimizations listed here are not possible no matter which database is used by the application. We present the number of queries that can be optimized in Table 3.5. Each row represents a type of optimization described in Sec. 3.3, and each column shows an application. The last column shows the sum of all applications.

The result shows that every type of optimization can be found multiple times in each application. Even though that each application contains a large number of queries, most queries are relatively very simple like finding tuple by id. Many of the described optimizations are more likely to apply to complicated queries (e.g., remove distinct, remove join, etc.), and the number of cases is significant among those queries. For example, every application has only 14 queries with DISTINCT keyword
and on average 1.5 of them can be optimized by removing DISTINCT. Besides, two optimizations are quite prevalent in all applications: *add parameter precheck* and *change storage format* On average more than 8 queries can be optimized in each application. These cases are found in the most recent version of these applications where developers have already carefully tuned the queries.

Furthermore, as all the queries accounted for in Table 3.5 are detected by static analysis, they can potentially be invoked multiple times during runtime when generating one webpage with different parameters (e.g., a query inside a loop) or be invoked under different webpages, so the number of queries that can be optimized when running the application can potentially be much more than the numbers presented in Table 3.5.

<table>
<thead>
<tr>
<th>#App</th>
<th>Re</th>
<th>Gi</th>
<th>Op</th>
<th>Sp</th>
<th>Di</th>
<th>Da</th>
<th>Ma</th>
<th>Lo</th>
<th>Dv</th>
<th>On</th>
<th>SUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>AL</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td></td>
<td>23</td>
</tr>
<tr>
<td>RP</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td></td>
<td>24</td>
</tr>
<tr>
<td>RJ</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>DU</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>AP</td>
<td>12</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>14</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>28</td>
<td>16</td>
<td>90</td>
</tr>
<tr>
<td>SF</td>
<td>19</td>
<td>54</td>
<td>20</td>
<td>42</td>
<td>0</td>
<td>28</td>
<td>7</td>
<td>14</td>
<td>16</td>
<td>16</td>
<td>256</td>
</tr>
<tr>
<td>SUM</td>
<td>50</td>
<td>71</td>
<td>34</td>
<td>58</td>
<td>20</td>
<td>37</td>
<td>13</td>
<td>19</td>
<td>91</td>
<td>40</td>
<td>436</td>
</tr>
</tbody>
</table>

RD: Remove distinct  AL: Add limit 1  
RP: Remove predicate  RJ: Remove join  
DU: Replace disjunctions with unions’  AP: Add parameter precheck  
SF: Change storage format
3.5.5 Performance evaluation

3.5.5.1 Query performance improvement

We first evaluate SQL query performance before and after optimization. In this experiment, due to the large number of queries, we select one application from each category to evaluate. The selection of applications is based on the best coverage of optimization types (e.g., we choose Redmine in the project management category because it has more cases in 5 out of 7 optimization types than the other applications in the same category). This selection leads to four applications selected: Redmine from project management, Spree from e-commerce, Onebody from social network and Discourse from forum.

To evaluate query performance, we populate the application’s database with synthetic data using the methodology described in prior work [155]. Specifically, we collect real-world statistics of each application based from its public website or similar website to scale data properly as well as to synthesize database contents and application-specific constraints. We scale the size of the application data from 5 to 10GB, which is close to the size of data reported by the application developers [17, 18]. This results in around 10K to 1M records in the tables involved in the queries we evaluate.

We compare the query execution time of each SQL query before and after optimization grouped by optimization type. If one type contains over 10 queries under one application, we randomly sample 8 cases in total to evaluate. In this experiment we only apply one optimization to each query. If multiple optimizations can be applied on a specific query, we apply them and report the speedup separately. For three applications, Redmine, Onebody and Spree, we evaluate using two databases, MySQL and PostgreSQL. For one application, Discourse, we only evaluate with PostgreSQL since this application does not support using MySQL as backend. The evaluation with PostgreSQL is shown in Figure 3.5 and with MySQL is shown in Figure 3.6.

The results show that many types of optimization can substantially improve query performance. For example, removing joins can accelerate a query to up to over 7×, removing predicate can achieve speedup up to over 80×, removing DISTINCT up to 1.6×, and replacing disjunctions with
Figure 3.5: Query time evaluation with PostgreSQL. Each figure shows one type of optimization. Each bar shows the speedup of one query (left y axis) and the dot on line above the bar shows the actual time of the original query in millisecond (right y axis). X-axis shows the number of query.
unions up to $2\times$ in both PostgreSQL and MySQL. These speedups often come from much less computation due to a changed query plan, as we explained in Sec. 3.3. Add limit 1 provides significant performance gain for two queries in MySQL because it avoids scanning the entire table by returning the result early. Add parameter precheck provides around $1.25\times$ speedup.

In the above evaluation of adding parameter precheck, we assume 20% of the user-input parameter is invalid. However, we are not aware of the percentage of invalid inputs in real world application deployment. To better understand this optimization, we randomly sampled 3 queries and evaluated them under 5 different sets of invalid input percentage: 0%, 20%, 40%, 60%, 80%. The result is shown in Figure 3.7. The speedup of the three queries show very similar trend as the percentage of invalid input increases. The larger the percentage is, the more speedup it achieves. When there are 80% input is invalid, the average speed up reaches to $5\times$. When there are no invalid input at all, there is no speedup because all queries are necessary and no query can be avoided, but the overall performance is not hurt since the checking is fast (all within 0.1ms).

### 3.5.5.2 Webpage performance improvement

Although we can see that individual queries can be greatly accelerated from query evaluation, we do not know how these improvements affect overall application performance. Because application developers are mostly concerned about webpage loading time as it has direct impact on user experience, we evaluate how much the optimizations can improve end-to-end webpage loading time. In this experiment, we focus on webpages with slow queries. In particular, from all queries evaluated in Figure 3.5, we choose the top-two slowest queries (before optimization) from each optimization type, and remove queries that take fewer than 100ms as these queries are often triggered in fast webpages which developers care less about optimizing. For each selected query (10 queries in total), we trace the webpage that contains the query. This leads to 10 webpages across the 4 applications. We apply CONSTROPT on these 4 applications and evaluate the end-to-end load time (i.e., the time from web user entering the URL till the webpage is rendered on her browser) of these 10 webpages.

The result is shown in Figure 3.8. It shows that a few pages are significantly accelerated (3 pages over $2\times$), and the speedup is much greater for the backend (i.e., when the network and webpage
Figure 3.6: Query time evaluation with MySQL.
**Figure 3.7:** Speed up under different percentage of invalid input

**Figure 3.8:** Evaluation on webpage performance. It shows the speedup of end-to-end webpage load time, the speedup of server time (the time spent on application server and the database), and the absolute time of the end-to-end page loading time.
rendering time is not considered). Interestingly, compared to the single-query speedup of the queries we selected, in 5 pages the end-to-end speedup is greater than the individual query speedup. This is because each page contains multiple queries that are optimized. The total number of optimized queries for each page is shown in Table 3.6.

Table 3.6: Page detail.

<table>
<thead>
<tr>
<th>Page</th>
<th>App</th>
<th>origin query (Figure 3.5)</th>
<th>page description</th>
<th># queries optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td>spree</td>
<td>1</td>
<td>list orders</td>
<td>4</td>
</tr>
<tr>
<td>p2</td>
<td>redmine</td>
<td>2</td>
<td>list time entries</td>
<td>1</td>
</tr>
<tr>
<td>p3</td>
<td>spree</td>
<td>9</td>
<td>list users</td>
<td>2</td>
</tr>
<tr>
<td>p4</td>
<td>spree</td>
<td>10</td>
<td>list orders</td>
<td>2</td>
</tr>
<tr>
<td>p5</td>
<td>redmine</td>
<td>17</td>
<td>list issues</td>
<td>2</td>
</tr>
<tr>
<td>p6</td>
<td>redmine</td>
<td>18</td>
<td>update the issue</td>
<td>4</td>
</tr>
<tr>
<td>p7</td>
<td>redmine</td>
<td>29</td>
<td>list context menus</td>
<td>1</td>
</tr>
<tr>
<td>p8</td>
<td>onebody</td>
<td>30</td>
<td>search users</td>
<td>2</td>
</tr>
<tr>
<td>p9</td>
<td>redmine</td>
<td>45</td>
<td>list issue metadata</td>
<td>5</td>
</tr>
<tr>
<td>p10</td>
<td>spree</td>
<td>46</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

3.6 Summary and Future Work

In this chapter we present CONSTROPT, a tool to detect data constraints from application code and optimize queries using these constraints. CONSTROPT infers constraints by looking into how the application defines and processes application data, and develops a verification-based method for to optimize queries leveraging a wide range of constraints. Our experiments show that CONSTROPT is able to discover a large number of constraints and optimizes many application queries with speedup up to $43 \times$.

The current prototype of CONSTROPT rewrites queries offline and replaces queries online, thus is not able to optimize queries outside the application, for instance, queries written in SQL sent by the application administrator. It remains future work to push the constraint to the database and performs the rewrite online. Besides query optimization, the constraints inferred by CONSTROPT can be leveraged to reduce data storage cost, optimize data compression, improve cardinality estimation, and many more to explore.
Chapter 4

**QURO: IMPROVING TRANSACTION PERFORMANCE BY QUERY REORDERING**

While much work has focused on designing efficient concurrency control mechanisms for transaction processing applications, not much has been done on understanding how the transactions issue queries and leveraging application semantics to improve application performance. In this section, we present QURO, a query-aware compiler that automatically reorders queries in transaction code to improve performance. Observing that certain queries within a transaction are more contentious than others as they require locking the same tuples as other concurrently executing transactions, QURO automatically changes the application such that contentious queries are issued as late as possible. We have evaluated QURO on various transaction benchmarks, and our results show that QURO-generated implementations can increase transaction throughput by up to 6.53×, while reduce transaction latency by up to 85%.

### 4.1 Query Order and Transaction Performance

In this work, we focus on the transaction processing aspect of database-backed applications. Transactions are widely used in these applications to protect the atomicity and consistency of a set of data access. For instance, an e-commerce applications use transactions for checkout and payment, social network applications use transactions for relationship updates, etc. When a large number of application users invokes the transactions on a hotspot (i.e., a record often touched by many concurrent transactions), some form of concurrency control must be implemented to ensure that all transactions get a consistent view of the persistent data. For example, when many users purchase a popular item in a short period on a sales event, the concurrency control ensures that the item is not oversale.
Two-phase locking (2PL) is one of the most popular concurrency control mechanisms implemented by many DBMSs. In 2PL, each data element (e.g., a tuple or a partition) stored in the database is associated with a read and a write lock, and a transaction is required to acquire the appropriate lock associated with the given database element before operating on it. For example, while multiple transactions can be holding the read lock on the same data concurrently, only one transaction can hold the write lock. When a transaction cannot acquire a lock, its pauses execution until the lock is released. To avoid deadlocks, (strict) 2PL requires that a transaction not request additional locks once it releases any lock. Thus, as each transaction executes, it goes through an expanding phase where locks are acquired and no lock is released, followed by a shrinking phase where locks are released and no locks are acquired.

Unfortunately, not all locks are created equal. While each transaction typically operates on different elements stored in the DBMS, it is often the case that certain elements are more contentious than others, i.e., they tend to be read from or written to by multiple concurrent transactions. As an illustration, imagine an application where all transactions need to update a single tuple (such as a counter) among other operations. If each transaction starts by first acquiring the write lock on the counter tuple before acquiring locks on other data elements, then essentially all but one of the transactions can make progress while the rest are blocked, even though other transactions could have made further progress if they first acquired locks on other data. As a result, each transaction takes a longer time to execute, and the overall system throughput suffers. This is exacerbated in main-memory databases. Since the transaction no longer need to access the disk, most of transaction running time is spent on executing queries, and the long lock waiting time is likely to become the predominant performance bottleneck.

One way to avoid the above problem is to reorder the queries in each transaction such that operations on the most contentious data elements are performed last. Indeed, as our results show, doing so can significantly improve application performance. Unfortunately, reordering queries in transaction code raises various challenges:

- OLTP applications are typically written in a high-level programming language such as C or Java, and compilers for these languages treat queries as black-box library calls. As such, they are
unaware of the fact that these calls are executing queries against the DBMS, let alone ordering them during compilation based on the level of contention.

- DBMS only receives queries from the application as it executes and does not understand how the queries are semantically connected. As such, it is very difficult for the DBMS to reorder queries during application execution, since the application will not issue the next query until the results from the current one have been returned.

- Queries in a transaction are usually structured based on application logic. Reordering them manually will make the code difficult to understand. Furthermore, developers need to preserve the data dependencies among different queries as they reorder them, making the process tedious and error-prone.

In this chapter we present QURO, a query-aware compiler that automatically reorders queries within transaction code based on lock contention while preserving program semantics. To do so, QURO first profiles the application to estimate the amount of contention among queries. Given the profile, QURO then formulates the reordering problem as an Integer Linear Programming (ILP) problem, and uses the solution to reorder the queries and produces an application binary by compiling the reordered code using a standard compiler.

QURO makes the following contributions:

- We observe that the order of queries in transaction code can drastically affect performance of OLTP applications, and that current general-purpose compiler frameworks and DBMSs do not take advantage of that aspect to improve application performance.

- We formulate the query reordering problem using ILP, and devise a number of optimizations to make the process scale to real-world transaction code.

- We implemented a prototype of QURO and evaluated it using popular OLTP benchmarks. When evaluated on main-memory DBMS implementations, our results show that the QURO-generated transactions can improve throughput by up to $6.53 \times$, while reducing the average latency of individual transactions by up to 85%.
4.2 Quro Overview

Now we discuss query reordering in transaction code using an example and describe the architecture of QURO. To motivate, Listing 4.1 shows an excerpt from an open-source implementation [19] of the payment transaction from the TPC-C benchmark [145], which records a payment received from a customer. In the excerpt, the code first finds the warehouse to be updated with payment on line 1 and subsequently updates it on line 2. Similarly, the district table is read and updated on lines 3 and 4. After that the code updates the customer table. The customer can be selected by customer id, or customer name. If the customer has good credit, only the customer balance will be updated, otherwise the detail of this transaction will be appended to the customer record. Finally it inserts a tuple into the history table recording the change.

Listing 4.1: Original code fragment from TPC-C payment transaction. Here select("t", v) represents a selection query on table t that uses the value of program value v as one of its parameters, likewise for update and insert.

```plaintext
1  w_name = select("warehouse");
2  update("warehouse", w_name);
3  d_name = select("district");
4  update("district");
5  if (c_id == 0) {
6    c_id = select("customer", c_name);
7  }
8  c_credit = select("customer", c_id);
9  if (c_credit[0] == ('G')) {
10     update("customer", c_id, w_id);
11  } else {
12    c_id = "..." + w_id + c_id + "...";
13     update("customer", c_id);
14  }
15  insert("history", w_name, d_name, ...);
```

As written, the implementation shown in Listing 4.1 performs poorly due to high data contention.
In a typical TPC-C setup, the warehouse table contains the fewest number of tuples. Hence, as the number of concurrent transactions increases, the chance that multiple transactions will update the same warehouse table tuple also increases, and this will in turn increase lock contention and the amount of time spent in executing each transaction. This is illustrated pictorially in Figure 4.1a with two concurrent transactions that try to update the same tuple in the warehouse table. When executed under 2PL, each transaction attempts to acquire the exclusive lock on the same warehouse tuple before trying to update it, and will only release the lock when the transaction commits. In this case T1 acquires the lock, blocking T2 until T1 commits. Thus the total amount of time needed to process the two transactions is close to the sum of these two transactions executed serially.

**Listing 4.2**: Reordered code fragment from Listing 4.1

```java
1 if (c_id == 0) {
2   c_id = select("customer", c_name);
3 }
4 c_credit = select("customer", c_id);
5 if (c_credit[0] == ('G')) {
6   update("customer", c_id, w_id);
7 } else{
8   c_id = "..." + w_id + c_id + "...";
9   update("customer", c_data);
10 }
11 d_name = select("district");
12 update("district");
13 w_name = select("warehouse");
14 insert("history", w_name, d_name, ...);
15 update("warehouse", w_name);
```

However, there is another way to implement the same transaction, as shown in Listing 4.2. Rather than updating the warehouse (i.e., the most contentious) table first, this implementation updates the customer’s balance first, then updates the district and warehouse tables afterwards. This implementation has the same semantics as that shown in Listing 4.1 but with very different performance characteristics, as shown in Figure 4.1b. By performing the updates on warehouse
Figure 4.1: Comparison of the execution of the original and reordered implementation of the payment transaction. The darker the color, more likely the query is going to access contentious data.

table at a later time (line 15), transaction T1 delays acquiring the exclusive lock on the warehouse tuple, allowing T2 to proceed with operations on other (less contentious) tuples concurrently with T1. Comparing the two implementations, reordering increases transaction concurrency, and reduces the total amount of time needed to execute the two transactions.

While reordering the implementation shown in Listing 4.1 to Listing 4.2 seems trivial, doing so for general transaction code is not an easy task. In particular, we need to ensure that the reordered code does not violate the semantics of the original code in terms of data dependencies. For instance, the query executed on line 15 in Listing 4.1 can only be executed after the queries on lines 1 and 3, because it uses w_name and d_name, which are results of those two queries. Besides such data dependencies on program variables (as w_name and d_name mentioned above), there may also be
dependencies on database tuples. For example, the query on line 3 reads a database tuple which the query on line 4 later updates, so the two queries have a data dependency on that tuple. While such dependencies can be inferred manually, doing so for longer and more complex transactions puts excessive burden on developers. Unfortunately, typical compilers do not perform such aggressive transformations, as they treat queries as external function calls.

QURO is designed to optimize transaction code by reordering query statements according to the lock contention each query incurs. To use QURO, developer first demarcates each transaction function with `BEGIN_TRANSACTION` and `END_TRANSACTION`. Our current prototype is built on Clang and accepts transaction code written in C/C++, and QURO assumes that the transactions use standard APIs to issue queries to the DBMS (e.g., ODBC).

The architecture of QURO is shown in Figure 4.2. After parsing the input code, QURO first

---

1 QURO currently assumes that each transaction is implemented within a single function and leave inter-procedural analysis as future work.
generates an instrumented version to profile the running time of each query and gathers information about query contention. QURO deploys the instrumented version using the same settings as the original application and runs it for a user-specified amount of time. After profiling, QURO assigns a contention index to each query to be used in subsequent reordering steps. QURO also collects information about database schema, which is used to generate order constraints.\footnote{QURO assumes the database schema doesn’t change when transactions are running.}

After profiling, QURO performs a number of preprocessing steps on the input code. First, it performs reaching definition analysis for each transaction function. Reaching definition analysis is used to infer data dependencies among different program variables. After that, QURO performs loop fission and breaks compound statements (e.g., conditionals with multiple statements in their bodies) into smaller statements that we refer to as reorder units. This is to expose more reordering opportunities, to be discussed in Sec. 4.3.

QURO next uses the results from profiling and preprocessing to discover order constraints on queries before reordering. Data dependencies among program variables or database tuples may induce order constraints. QURO first uses the results from reaching definition analysis during preprocessing to construct order constraints based on program variables. QURO then analyzes the queries with the database schemas to infer order constraints among database tuples, e.g., if two queries may update the same tuple in the same table, the order of these queries cannot be changed. Reordering is then formulated as an ILP problem based on the ordering constraints, and solving the program returns the optimal way to implement the transaction subject to the data dependencies given the contention indices. While a simple implementation is to encode each reorder unit as a variable in the ILP, solving the ILP might take a substantial amount of time, especially for transactions with many lines of code. In Sec. 4.4.4 we propose an optimization to make this tractable and more efficient. After receiving the order of queries from ILP solver, QURO restructures the program, and uses a general-purpose compiler to produce the final binary of the application.

In the next sections we discuss each step involved in the reordering process in detail.
4.3 Preprocessing

Before statement reordering, Quro parses the input transaction code into an abstract syntax tree (AST) and performs two preprocessing tasks: breaking the input code into small units to be reordered, and analyzing the data dependencies among program variables. In this section we describe the details of these two steps.

4.3.1 Breaking loop and conditional statements

The purpose of the first task is to enable more queries to be reordered. For loop and conditional statements, it is hard to change the ordering of statements within each block, as each such statement can be nested within others. Disregarding the bodies inside loop and conditional statements and treating the entire statement as one unit limits the number of possible ways that the code can be reordered. In fact, as we will demonstrate in Sec. 4.6, breaking loop and conditional statements is essential to improve the performance for many transaction benchmarks.

For loop statements, Quro applies loop fission, a well-studied code transformation technique [149], to split an individual loop nest into multiple ones. The basic idea is to split a loop with two statements $S_1$ and $S_2$ in its body into two individual loops with the same loop bounds if:

- There is no loop carry dependency. If $S_1$ defines a value that will be used by $S_2$ in later iterations, then $S_1$ and $S_2$ have to reside in the same loop.
- There is no data dependency between the two statements to be split. If $S_1$ defines a value that is used by $S_2$ in the same iteration, and $S_1$ will rewrite that value in some later iteration, then $S_1$ and $S_2$ cannot be split.
- The statements do not affect the loop condition. If $S_1$ writes some value that affects the loop condition, then all the statements within the loop cannot be split into separate loops.

Similarly, conditional statements under a single condition can also be split. In general, conditional statements $S_1$ and $S_2$ under the same Boolean condition can be split into multiple ones with the same condition if:

- Neither statement affects the condition.
• The condition does not have any side effects, for example, changing the value of a program variable that is used by any other statements in the program.

Listing 4.3: Loop fission example

```java
for(i=0; i<n; i++){
    var1 = select("table1");
    update("table1", var1+1);
    var2[i] = select("table2");
    update("table2", var2[i]+1);
}
```

Listing 4.4: Code after fission

```java
for(i=0; i<n; i++){
    var1 = select("table1");
    update("table1", var1+1);
}
for(i=0; i<n; i++){
    var2[i] = select("table2");
}
for(i=0; i<n; i++){
    update("table2", var2[i]+1);
}
```

Listing 4.5: Break conditional statement

```java
if(c_credit[0] == ('G')) { 
    update("customer", c_id, w_id);
}
if(!c_credit[0] == ('G')){
    c_id = "..." + w_id + c_id + "... ";
}
if(!c_credit[0] == ('G')){
    update("customer", c_id);
}
```

As an illustration, breaking the conditional block will transform line 9 to line 14 from Listing 4.1 into Listing 4.5

4.3.2 Analyzing reaching definitions

After breaking loop and conditional statements, QURO analyzes the data dependencies among statements by computing reaching definitions. Formally speaking, a definition of a program variable v by program statement $S_1$ reaches a subsequent (in terms of control flow) statement $S_2$ if there is a program path from $S_1$ to $S_2$ without any intervening definition of v. We compute reaching
definitions for each program statement using a standard data-flow algorithm [128]. The process is straightforward for most types of program statements. For function calls, however, we distinguish between those that are database calls (e.g., those that issue queries), for which we precisely model the def-use relationships among the function parameters and return value, and other functions, for which we conservatively assume that all parameters with pointer types or parameters that are passed by reference are both defined and used by the function.

4.4 Reordering Statements

The preprocessing step normalizes the input code into individual statements that can be rearranged. We call each such statement, including an assignment, a function call statement, or a loop/conditional block that cannot be further decomposed using methods as described in Sec. 4.3.1, a reorder unit.

In this section we discuss how we formulate the statement reordering problem by making use of the information collected during preprocessing.

4.4.1 Generating order constraints

As discussed in Sec. 4.2, the goal of reordering is to change the structure of the transaction code such that the database queries are issued in an increasing order of lock contention. However, doing so is not always possible because of data dependencies among the issued queries. For instance, the result of one query might be used as a parameter in another query, or the result of one query might be passed to another query via a non-query statement. Furthermore, two queries might update the same tuple, or a query might update a field that is a foreign key to a table involved in another query. In all such cases the two queries cannot be reordered even though one query might be more contentious than the other.

Formally, we need to preserve the data dependencies 1) among the program variables, and 2) among the database tuples, when restructuring queries in transaction code. The reaching definition analysis from preprocessing infers the first type of data dependency, while analyzing the queries

---

3QURO currently does not model exception flow. As such, the reordered program might have executed different number of statements when an exception is encountered as compared to the original program.
using database schema information infers the second type. These data dependencies set constraints on the order of reorder units. In the following we discuss how these constraints are derived.

**Dependencies among program variables:**

1. **Read-after-write (RAW):** Reorder unit $U_i$ uses a variable that is defined by another unit $U_j$.  
   **Formal constraint:** Reorder unit $U_i$ should appear before $U_j$ in the restructured code.

2. **Write-after-read (WAR):** $U_j$ uses a variable that is later updated by another unit $U_k$.  
   **Formal constraint:** If both $U_i$ and $U_k$ define the same variable $v$, and $U_j$ uses $v$ defined by $U_i$, then $U_k$ cannot appear between $U_i$ and $U_j$. If no such $U_i$ exists, as in the case of $v$ being a function parameter that is used by $U_j$, then $U_k$ should appear after $U_j$ in the restructured code.

3. **Write-after-write (WAW):** $v$ is a global variable or a function parameter that is passed by reference, and both $U_i$ and $U_l$ define $v$, with $U_l$ being the last definition in the body of the function.  
   **Formal constraint:** $U_i$ should appear before $U_l$ in the restructured code. If $v$ is a global variable, we assume that program locks are in place to prevent race conditions.

We use the code shown in Listing 4.1 to illustrate the three kinds of dependency discussed above. For instance, the insertion into the history table on Line 15 uses variable $w\_name$ defined on Line 1 and $d\_name$ defined on Line 3. Thus, there is a RAW dependency between line 15 along with lines 1 and 3. Hence, a valid reordering should always place line 15 after lines 1 and 3. Meanwhile, the update on customer table on line 13 uses variable $c\_id$, which is possibly defined on line 6 or is passed in from earlier code. Furthermore, line 12 redefines this variable. Thus, there is a WAR dependency between line 12 and line 13, meaning that in a valid ordering line 13 should not appear between line 6 and line 13.

**Dependencies among database tuples:**

1. **Operations on the same table:** queries $Q_i$ and $Q_j$ operate on the same table, and at least one of the queries performs a write (i.e., update, insert, or delete).

2. **View:** query $Q_i$ operates on table $T_i$ which is a view of table $T_j$, and query $Q_j$ operates on $T_j$. At least one of the queries performs a write.
3. Foreign-key constraints: $Q_i$ performs an insert/delete on table $T_i$, or change in the key field $C_i$ of $T_i$. $Q_j$ operates on column $C_j$ in table $T_j$, where $C_j$ is a foreign key to $T_i$ which includes a column that column $C_i$ in $T_i$ references.

4. Triggers: $Q_i$ performs an insert or a delete on table $T_i$, which triggers a set of pre-defined operations that alter $T_j$. Query $Q_j$ operates on table $T_j$.

**Formal constraint:** In all of the above cases, the order of $Q_i$ and $Q_j$ after reordering should remain the same as in the original program.

For the code example in Listing 4.1, the queries on line 1 and line 2 operate on the same table, so they cannot be reordered or else the query on line 1 will read the wrong value.

To discover the dependencies among database tuples, QURO analyzes each database query from the application to find out which tables and columns are involved in each query. Then QURO utilizes the database schema obtained during preprocessing to discover the dependencies listed above.

4.4.2 *Formulating the ILP problem*

QURO formulates the reordering problem as an instance of ILP. As mentioned in Sec. 4.2, QURO first profiles the application to determine how contentious the queries are among the different concurrent transactions. Profiling gives a conflict index $c$ to each query: the larger the value, the more likely that the query will have data conflict with other transactions. The conflict index for non-query statements is set to zero. Under this setting, the goal of reordering is to rearrange the query statements in ascending conflict index, subject to the order constraints described above.

Concretely, assume that there are $n$ reorder units, $U_1$ to $U_n$, in a transaction, with conflict indices $c_1$ to $c_n$, respectively. We assign a positive integer variable $p_i$ to represent the final position of each of the $n$ reorder units. The order constraints derived from data dependencies can be expressed as the following constraints in the ILP problem:

- $p_i \leq n, i \in [1, n]$, such that each unit is assigned a valid position.
- $p_i \neq p_j, i \neq j$, such that each unit has a unique position.
- $p_i < p_j$, if there is a RAW dependency between $U_i$ and $U_j$. 
\[ (p_k < p_i) \mid (p_k > p_j), \] if there is a WAR dependency between \( U_j, U_k \) and \( U_i \), where \( U_i \) redefines a variable that \( U_j \) uses.

\[ p_k > p_j, k \neq j, \] if there is a WAR dependency between \( U_j \) and \( U_k \), and and there is no intervening variable redefinition.

\[ p_i > p_l, i \neq l, \] if there is a WAW dependency between \( U_l \) and \( U_i \), and \( U_i \) is the last definition of a global variable or a return value in the transaction.

\[ p_i < p_j, i < j, \] if \( U_i \) contains query \( Q_i \), query \( Q_j \) is in reorder unit \( U_j \), and the order of \( Q_i \) and \( Q_j \) needs to be preserved due to data dependencies among database tuples referenced by \( Q_i \) and \( Q_j \).

Given these constraints, the objective of the ILP problem is to maximize \( \sum_{i=1}^{n} p_i \times c_i \). Solving the program will give us the value of \( p_1, \ldots, p_n \), which indicates the position of each reorder unit in the final order.

As an example, the code shown in Listing 4.1 generates the following constraints. Here we assume that there are no view, trigger or foreign-key relationships between any two tables used in the transaction:

\[ p_i \leq 11, i \in \{1, 2, 3, 4, 6, 8, 10, 11, 13, 14, 16\} \]

\[ p_i \neq p_j, i \neq j \]

\[ p_1 < p_{15}, \text{RAW on variable w\_name} \]

\[ p_3 < p_{15}, \text{RAW on variable d\_name} \]

\[ \vdots \]

\[ (p_{12} < p_6) \mid (p_{12} > p_8), \text{WAR on variable c\_id} \]

\[ (p_{12} < p_6) \mid (p_{12} > p_{10}), \text{WAR on variable c\_id} \]

\[ \vdots \]

\[ p_1 < p_2, \text{Query order constraint, as both query} \]

\( Q_1(\text{in } U_1) \) and \( Q_2(\text{in } U_2) \) operate on the warehouse table

\[ p_3 < p_4, \text{Query order constraint, as both query} \]

\( Q_3(\text{in } U_3) \) and \( Q_4(\text{in } U_4) \) operate on the district table

With the conflict indices for query-related units as shown in Table 4.1, QURO will give an
reordering of the units shown in Listing 4.2.

<table>
<thead>
<tr>
<th>unit</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>13</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>500</td>
<td>510</td>
<td>100</td>
<td>110</td>
<td>50</td>
<td>50</td>
<td>60</td>
<td>60</td>
<td>10</td>
</tr>
</tbody>
</table>

4.4.3 Removing unnecessary dependencies

Solving ILP problems is NP-hard in general. In the following sections we describe two optimizations to reduce the number of constraints and variables in the ILP problem, and we evaluate these techniques in Sec. 4.6.9.

First, we describe a technique to reduce the number of ILP constraints. Consider the example shown in Listing 4.6.

Listing 4.6: Code example of renaming

```plaintext
1 v = select("table1");
2 update("table2", v);
3 v = select("table3", v);
```

Listing 4.7: Code example after renaming

```plaintext
1 v = select("table1");
2 v_r = v;
3 v_r = select("table3", v_r);
4 update("table2", v);
```

If the update on line 2 is more contentious than the query on line 3, then QURO’s reordering algorithm would place line 3 before line 2. However, RAW and WAR lead to the following constraints:

\[
p_1 < p_2; \quad (p_1 < p_3) \quad \text{(RAW)}
\]

\[
(p_3 < p_1) \lor (p_3 > p_2); \quad \text{(WAR)}
\]

meaning that reordering will violate data dependency. However, we can remove the WAR dependency with variable renaming by creating a new variable \(v_r\), assigning \(v\) to it before \(v\) is used, and replacing subsequent uses of \(v\) to be \(v_r\). This allows us to restructure the code to that shown in Listing 4.7.
In general, WAR and WAW are name dependencies (in contrast to data dependencies, as in the case of RAW) that can be removed by renaming. Doing so reduces the number of ILP constraints, and makes more queries able to be reordered. As shown in the example above. However, if the variable v involved in a WAR or WAW dependency satisfies any of the following conditions, then removing WAR and WAW will be more complicated:

- **v is not of a primitive type (e.g., a pointer or class object).** Since renaming requires cloning the original variable, it might be impossible to do so for non-primitive types as they might contain private fields. Besides, cloning objects can slow down the program. Thus, we do not rename non-primitive variables and simply encode any WAW and WAR dependencies involving these variables in the ILP.

- **v is both used and defined in the same reorder unit.** If the same variable is both defined and used in the same reorder unit, such as f(v) where v is passed by reference, then replacing v with v_r in the statement will pass an uninitialized value to the call. To handle this issue, the value of v should be first copied to v_r before the call. This is done by inserting an assign statement before the statement containing the variable to be renamed: v_r = v; f(v_r).

- **Multiple definitions reach the same use of v.** In this case, if any of the definitions is renamed, then all other definitions will need to be renamed as well.

**Listing 4.8:** Renaming example with multiple reaching definitions

```
1 v=select("table1");
2 if(cond)
3   v=select("table2");
4 update("table3", v);
```

**Listing 4.9:** Example after renaming

```
1 v=select("table1");
2 v_r2=v;
3 if(cond){
4   v_r1=select("table2");
5   v_r2=v_r1;}
6 update("table3", v_r2);
```

We use the example in Listing 4.8 to illustrate. The definitions of v on lines 1 and 3 both reach the update on line 4. If v needs to be renamed on line 3 due to data dependency violation (not shown in the code), then we create a new variable v_r2 to hold the two definitions so that both v_r1 and v...
reach the use at the update query, as shown in Listing 4.9.

4.4.4 Shrinking problem size

Transactions that implement complex program logic can contain many statements, which generate many reordering units and variables in the ILP problem. This can cause the ILP solver to run for a long time. In this section we describe an optimization to reduce the number of variables required in formulating the ILP problem.

Since our goal is to reorder database query related reorder units, we could formulate the ILP problem by removing all variables associated with non-query related reorder units from the original formulation. This does not work, however, as dropping such variables will mistakenly remove data dependencies among query related reorder units as well. For example, suppose query $Q_3$ contained in $U_3$ uses as parameter the value that is computed by a reorder unit $U_2$ containing no query, and $U_2$ uses a value that is returned by query $Q_1$ in $U_1$. Dropping non-query related variables in the ILP (in this case $p_2$ that is associated with $U_2$) will also remove the constraint between $p_1$ and $p_3$, and that will lead to an incorrect order. The order will be correct, however, if we append extra constraints to the ILP problem (in this case $p_1 < p_3$) to make up for the removal of the non-query related variables. To do so, we take the original set of ILP constraints and compute transitively the relationship between all pairs of query related reorder units. First, we define an auxiliary Boolean variable $x_{ij}$ for $i < j$, where $i, j \in [1, n]$, to indicate that $p_i < p_j$. Then, we rewrite each type of constraints in the original ILP into Boolean clauses using the auxiliary Boolean variables as follows:

- $p_i < p_j \Rightarrow x_{ij} = true$
- $(p_k < p_i) \land (p_k > p_j) \Rightarrow (x_{kj} \rightarrow x_{ki}) = true$, if $k < i$
- $(x_{ik} \rightarrow x_{jk}) = true$, if $k > j$
- $p_k > p_j \Leftrightarrow x_{jk} = true$
- $p_i > p_l \Leftrightarrow x_{il} = true$

After that, we combine all rewritten constraints as a conjunction $E$. Clauses in $E$ can include either a single literal, such as $x_{ij}$, or two literals, as in $x_{kl} \rightarrow x_{mn}$:

$$E = x_{ij} \land ... \land (x_{kl} \rightarrow x_{mn}) \land ...$$
Note that any ordering that satisfies all the constraints from the original ILP will set the values of the corresponding auxiliary Boolean variables such that $E$ evaluates to true.

We now use the existing clauses in $E$ to infer new clauses by applying the following inference rules:

- $(x_{ij} \rightarrow x_{kl}) \land (x_{kl} \rightarrow x_{uv}) \Rightarrow x_{ij} \rightarrow x_{uv}$
- $x_{ij} \land x_{jk} \Rightarrow x_{ik}$
- $x_{ij} \land (x_{ij} \rightarrow x_{kl}) \Rightarrow x_{kl}$
- $(x_{ij} \land x_{jk}) \Rightarrow x_{ik}$
- $((x_{ij} \land x_{kl}) \rightarrow x_{uv}) \land (x_{uv} \rightarrow x_{mn}) \Rightarrow (x_{ij} \land x_{kl}) \rightarrow x_{mn}$
- $((x_{ij} \land x_{kl}) \rightarrow x_{uv}) \land (x_{mn} \rightarrow x_{ij}) \Rightarrow (x_{mn} \land x_{kl}) \rightarrow x_{uv}$

Applying each inference rule generates a new clause, and the process continues until no new clauses can be generated. All clauses are then collected into a conjunction $E'$ with the form:

$$E' = x_{ij} \land \ldots \land (x_{kl} \rightarrow x_{mn}) \land \ldots \land ((x_{uv} \land x_{uv}) \rightarrow x_{uv}) \land \ldots$$

which encodes all the dependencies across each pair of reorder units.

After this process, we convert all clauses in $E'$ back into our ILP constraints. As we go through each clause in $E'$, we only select those clauses with literals about query related reorder units, i.e., \{$x_{ij} : U_i$ and $U_j$ contain queries\}, and convert them back into ILP constraints with the following rules:

- $x_{ij} = true \Rightarrow p_i < p_j$
- $(x_{ij} \rightarrow x_{kl}) \Rightarrow (p_i < p_j) \lor (p_k > p_l)$
- $((x_{ij} \land x_{kl}) \rightarrow x_{uv}) \Rightarrow (p_i > p_j) \lor (p_k > p_l) \lor (p_u < p_v)$

The ILP constraints will now only involve query related units, and solving these constraints will give us the optimal ordering.

Given a solution to the optimized ILP, there always exists an ordering of all reorder units such that all constraints are satisfied.
4.4.5 Restructuring transaction code

After Quro receives the ordering of queries from the ILP solver, it restructures the input code accordingly. If we rely on the ILP solver to find the order of all reorder units (as discussed in Sec. 4.4.2), then generating the final code would be easy. However, if we apply the optimization discussed in Sec. 4.4.4 to only solve for query related reorder units, we need to determine the ordering of all non-query related reorder units. We discuss the restructuring process in this section.

The basic idea of restructuring code is to iterate through each query according to its new order as given by the solver, try to place other reorder units that have data dependencies on the query being processed, and roll back upon violating any order constraint. As listed in Algorithm 1, we start with an empty list $U_{list}$, which is used to store the list of reordered units. We insert a unit $U$ from the set $U_s$ of all reordered units into the list when all other units producing values that $U$ uses are already in the list. To do so, we define two functions: $Defs(U_i)$ and $Uses(U_i)$. $Defs$ returns the set of reorder units that defines variables used by unit $U_i$, and $Uses$ returns the set of reorder units that uses values defined by $U_i$. The values to be returned are computed during preprocessing as discussed in Sec. 4.3.2. For each query $Q_i$, we first insert all units in $Defs(Q_i)$ into $U_{list}$ (line 2 to line 8), followed by $Q_i$ itself (line 9), and $Uses(Q_i)$ (line 10 to line 16). For every reorder unit $U$ that is inserted into $U_{list}$, we check if $U$ violates any data dependency constraints using the function CheckValid. Checking is done by scanning the clauses in $E'$ as discussed in Sec. 4.4.4 to see if the current ordering of units would make $E'$ evaluate to false. If so, the current order violates some data dependency constraint encoded in the ILP problem, and the algorithm attempts to resolve the WAR or WAW violation using variable renaming as described in Sec. 4.4.3. If the variable cannot be renamed, then the algorithm backtracks to reprocess all reorder units starting from the first reorder unit that falsifies $E'$. For each query $Q_i$, we keep a reject list ($Rej[Q_i]$) to record all reorderings that have been attempted but failed and led to a rollback. The process continues until a satisfying reordering is found, and Sec. 4.4.4 showed that there always exists a valid order.
Algorithm 3 Algorithm For Restructuring Transaction Code

1: for $Q_i \in Q_{\text{list}}$ do
2:     for $U_j \in U_s$ and $U_j \notin U_{\text{list}}$ and $U_j \notin Rej[Q_i]$ and $\text{Defs}(U_j) \in U_{\text{list}}$ and $Q_i \in \text{Uses}(U_j)$ do
3:         if CheckValid($U_j$) then
4:             $U_{\text{list}}$.insert ($U_j$);
5:         else
6:             break;
7:         $U_{\text{list}}$.insert ($Q_i$);
8:     for $U_k \in U_s$ and $U_k \notin U_{\text{list}}$ and $U_k \notin Rej[Q_i]$ and $\text{Defs}(U_k) \in U_{\text{list}}$ and $Q_i \in \text{Defs}(U_k)$ do
9:         if CheckValid($U_k$) then
10:             $U_{\text{list}}$.insert ($U_k$);
11:         else
12:             break;
13:     function CheckValid($U_i$)
14:     ... // check all clauses in $E'$ (details not shown)
15:     if $E'$ evaluates to true then
16:         return 1;
17:     else
18:         if Variable v in $U_i$ can be renamed then
19:             Rename v in $U_i$ and $\text{Uses}(U_i)$;
20:         else
21:             $temp =$ clear $U_{\text{list}}$ to the failing point $U_f$;
22:             reinsert $temp$ into $U_{\text{list}}$;
23:     for query units $Q_f \in temp$ do
24:         $\text{Rej}[Q_f]$.insert($U_f$);
25: end function
4.5 Profiling

As mentioned in Sec. 4.2, QURO profiles the transaction code by running an instrumented version of the application to estimate the amount of lock contention for each query. There has been prior work that studies how to estimate locking contention. Johnson et al. [116] use Sun’s profiling tools to calculate time breakdown of database transactions, analyzing the time spent on useful work and lock waiting to identify contention level in the lock manager. Syncchar [136] runs a representative sample workload to calculate the conflict density and infer lock contention. QURO can use such techniques, but chose a simpler method which examines the running time of each query and computes its standard deviation. In our current prototype, most of the transaction time is spent on lock waiting. If the query accesses contentious data, then the lock waiting time will vary greatly from one execution to another. Hence the larger the deviation, the greater the possibility of data conflict.

To collect query running time, QURO adds instrumentation code before and after each query, and computes the standard deviation after profiling is completed. In the current prototype, we assume that the profiler runs with the same machine settings as the actual deployment of the application.

4.6 Evaluation

We have implemented a prototype of QURO using Clang [13] to process transaction code written in C/C++, and gurobi [35] as the external ILP solver. In this section we report our experiment results under different settings where we compare the performance of the original implementation and the one generated by QURO.

We first study the performance of transaction code generated by QURO by isolating the effects of disk operations (e.g., fetching and writing committed data back to the disk), which can dominate the amount of time spent in processing each transaction. To do so, we disabled flushing data to the disk at commit time. The machine we use has memory large enough to hold the entire data set of any application used in the evaluation. All of the following experiments were performed on MySQL 5.5 server hosted on a machine with 128 2.8GHz processors and 1056GB memory.
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4.6.1 Benchmarks

We used the following OLTP applications for our experiments:

- The TPC-C benchmark. We used an open source implementation [19] of the benchmark as input source code, and performed experiments by running each type of transactions individually and different mixes of transactions.

- The trade related transactions from the TPC-E benchmark. The TPC-E benchmark models a financial brokerage house using three components: customers, brokerage house, and stock exchange. We used an open source implementation [20] as the input. The transactions we evaluated includes trade update, order, result and status transactions.

- Transaction from the bidding benchmark. We use an open source implementation of this benchmark [9]. This benchmark simulates the activity of users placing bids on items. There is only
one type of transaction in this benchmark: it reads the current bid, updates the user and bidding item information accordingly, and inserts a record into the bidding history table.

We ran the applications for 20 minutes in the profiling phase to collect the running time of queries. In each experiment, we omitted the first 5 minutes to allow threads to start and fill up the buffer pool, and the measured the throughput for 15 minutes. We ran each application for 3 times and report the average throughput. We also omitted the thinking time on the customer side, and we assume that there are enough users issuing transactions to keep the system saturated.
4.6.2 Varying data contention

In the first experiment, we compared the performance of the original code and the reordered code generated by QURO by varying contention rates while fixing the number of concurrently running database threads to 32. Varying data contention is done by changing the data set size a transaction accesses. For the TPC-C benchmark, we change the data size by adjusting the number of warehouses, from 1 to 32. With 1 warehouse, every transaction either reads or writes the same warehouse tuple. With 32 warehouses, concurrent transactions are likely to access different warehouses as they have little data contention. For the TPC-E benchmark, we adjust the number of trades each transaction accesses. As the trade update transaction is designed to emulate the process of making minor corrections to a set of trades, changing the number of trades changes the amount of data the transaction accesses. We varied the number of trades from 1K to the size of entire trade table, 576K. When the number of trades being updated is small, multiple concurrent transactions will likely modify the same trade tuple. In contrast, when transactions randomly access any trade tuple in the trade table, they will likely modify different trades and have little data contention. We did not evaluate the other transactions since no contentious data is accessed in these transactions, so varying data size won’t significantly change the locking situation, and performance will not be much affected by locking. For the bidding benchmark, we adjusted the number of bidding items. The bidder giving a higher bidding price will change the current price on that bid item. We set the percentage of bidder giving higher bidding price to be 75%, which means that 75% of the transactions will write the item tuple.

Figure 4.3a shows the results of TPC-C running only the payment transaction (an excerpt is shown in Listing 4.1). Reordered implementation generated by QURO achieves up to $6.53 \times$ speedup as compared to the original implementation. Figure 4.3b shows the results of TPC-C benchmark running only new order transactions. In this transaction, the flexibility of reordering is restricted by the many data dependencies among program variables. Despite this limitation, QURO still achieves up to $2.23 \times$ speedup as a result of reordering. Figure 4.3c shows the results of the TPC-C benchmark comprising 50% new order and 50% payment transactions. Under high data contention,
the speedup of reordering is 4.13×. Figure 4.3d shows the results of TPC-C with standard mix of five types of transactions according to the specification. Increasing the types of transactions makes more data contentious, as some tables are only read by one type of transaction, hence there are no data contentions on those tables when only that type of transactions are executed. But with transaction mixes, there might be other transaction types that would write to the same table, thus causing contentions. However, with a mix of five types of transactions, reordering still increases the overall throughput by up to 1.74×.

For TPC-E, Figure 4.3e shows the results of trade update transaction. This benchmark has a while loop that on average runs for 20 iterations. There are multiple read queries within each iteration, but only one update query. QURO discovered the optimal reordering by breaking the loop and putting all the write operations from different iterations towards the end of the transaction, resulting in a speedup of up to 4.35× as compared to the original implementation. Even when there is little data contention, reordering still outperforms the original implementation by 1.14×.

Finally, Figure 4.3f shows the results of the bidding benchmark. The bidding transaction is short and contains only five queries. In the reordered implementation, the bidding item is read as late as possible, followed by the item update being the last operation in the transaction. This resulted in a speedup of up to 3.80×.

The results show that as the data size decreases, the contention rate increases, which in return increases the chance of improving performance by reordering.

4.6.3 Varying number of database threads

In the next set of experiments, we ran the benchmarks on the same data, but varied the number of database threads from 1 to 128. With the same database size, running more threads increases the amount of contention. We would like to study how the QURO-generated implementations behave as the number of threads increases.

Figure 4.4a-d shows the results of running transactions from TPC-C. In this experiment we fixed the number of warehouse to be 4. For the payment transaction, QURO speeds up the application by up to 3.52×. For the new order transaction, the amount of speedup due to reordering increases as
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thread number increases, reaching the maximum of $1.57 \times$ when using 64 threads. Stock level and order status transactions are read-only transactions. In these transactions, no query needs to wait on lock when running standalone, and QURO-generated implementation has the same performance as the original implementation. We did not analyze the delivery transaction in TPC-C, since this transaction performs both read and write on a very small set of data. When it is running standalone, most transactions will abort.

Figure 4.5d shows the results of the TPC-E trade update transaction, where we fixed the number of trades to be 4K. The throughput of original implementation falls greatly as the number of threads exceeds 16, while the reordered implementation only decreases slightly, and still speeds up the application by up to $3.35 \times$. 
Unlike TPC-C new order and payment transactions which have significantly contentious queries, queries in trade order and trade result transaction access data with small contention. For trade order transaction, 19 out of 21 queries are read queries, and the remaining 3 write queries are insert operations. These write queries are executed after all the read queries in the transaction in the original implementation. QURO only changes the order of the last three insert operations, which does not greatly affect the overall performance. Figure 4.5a shows that QURO-generated implementation has nearly the same performance as the original implementation. In the best case QURO improves the application throughput by 1.05×, and in worst case decreases throughput by only 2%. Since the input of trade result transaction is dependent on the trade order transaction, we only evaluated a mix of these two types of transactions. Figure 4.5b shows that reordering increases the throughput by up to 1.57×. For the trade status transaction which is a read-only transaction, QURO-generated implementation has the same performance as the original one as shown in Figure 4.5c.

Finally, Figure 4.5e shows the results of the bidding transaction. We fixed the number of bidding items to be 4. As shown in the figure, reordering increases application throughput by up to 2.30×.

We also compared how each benchmark scales as the number of threads increases by evaluating self-relative speedup. The baseline for both implementations is the throughput of single-thread execution with the original implementation, and Figure 4.6 shows how throughput changes as the number of threads increases. As shown in the figure, the reordered implementation has larger self-relative speedup than the original implementation as the number of threads exceeds 8. When running on 32 threads on the payment transaction, QURO-generated implementation has 12.4× self-relative speedup while 3.8× for the original. By reordering queries, QURO allows applications to scale up to a larger number of concurrent database connections as compared to the original implementation.

### 4.6.4 Analyzing performance gain

We did another set of experiments to gain insights on the sources of performance gain due to reordering.
Query execution time We profiled the amount of time spent in executing each query. We show the results for the TPC-C payment transaction in Table 4.2. The table lists the aggregate time breakdown of 10K transactions, with 32 database threads running transactions on a single warehouse. In this case reordering sped up the benchmark by $6.53 \times$, as shown in Figure 4.3a.

The single-thread results in the third column indicates the running time of queries without locking overhead as each transaction is executed serially. By comparing the values to the single-thread query time on each row, we can infer amount of time spent in waiting for locks of that query in both implementations.

For the original implementation, the results show that most of the execution time was spent on query 2. As shown in Listing 4.1, this query performs an update on a tuple in the warehouse table, and every transaction updates the same tuple. By reordering, the running time of this query is
Table 4.2: Query running time of the payment transaction, where ratio=reordered/original. The reordered implementation reduces latency by 85%.

Table 4.3: Query running time of the new order transaction. The reordered implementation reduces latency by 59%.

significantly shortened: the query time in the original implementation is reduced by 97%. However, the execution time for all other queries increases after reordering. This is due to the increased chances of other queries getting blocked during lock acquisition. In the original implementation, the query accessing the most contentious data effectively serializes all transactions as each thread needs to acquire the most contentious lock in the beginning. As a result, the execution time of all subsequent queries is nearly the same as the time running on a single thread (i.e., without locking overhead). But reordering makes these queries run concurrently as they need to compete for locks, and this increases the running time.

We also profiled the new order transaction. In this transaction, the opportunities for reordering is limited by the data dependencies among queries. In particular, query 2 reads a tuple from the district table and reserves it for update later in the transaction. This query is the most contentious one. However, query 2 cannot be reordered to the end of transaction since there are many other queries that depend on the result of this query. This limits the amount of query time reduction, as shown in Table 4.3.
The above analysis indicates a trade-off with reordering. Reordering decreases the time spent on lock waiting on conflicting queries, but increases the time spent on less-conflicting queries. In most cases, the decrease in lock waiting time for contentious data usually outweighs the increase in lock waiting time for queries that access non-contentious data, and reordering reduces query latency despite some queries now taking slightly longer time to execute.

<table>
<thead>
<tr>
<th>#of trades</th>
<th>original</th>
<th>reordered</th>
<th>ratio</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1K</td>
<td>53.89%</td>
<td>39.12%</td>
<td>0.73</td>
<td>4.35x</td>
</tr>
<tr>
<td>4K</td>
<td>20.08%</td>
<td>1.78%</td>
<td>0.09</td>
<td>3.35x</td>
</tr>
<tr>
<td>16K</td>
<td>2.39%</td>
<td>0.35%</td>
<td>0.15</td>
<td>1.79x</td>
</tr>
<tr>
<td>64K</td>
<td>0.55%</td>
<td>0.08%</td>
<td>0.15</td>
<td>1.36x</td>
</tr>
<tr>
<td>256K</td>
<td>0.14%</td>
<td>0.02%</td>
<td>0.14</td>
<td>1.15x</td>
</tr>
<tr>
<td>&gt;512K</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.00</td>
<td>1.14x</td>
</tr>
</tbody>
</table>

Table 4.4: Abort rate comparison of the trade update transaction, where ratio=reordered/original. With 4K trades, reordering can reduce the abort rate by up to 91%.

**Abort rate** For the TPC-E trade update transaction, reordering improves performance by reducing abort rate. On average one trade update transaction randomly samples 20 trades and modifies the trade tuples selected. When the number of trades is small, concurrent transactions are likely to access the same set of trades, but in a different order, which causes deadlock. Reducing the locking time not only makes transaction faster, but also reduces the abort rate as shown in Table 4.4.

Figure 4.7 shows how reordering reduces abort rate. In the trade update transaction, only one query modifies the trade table in every loop, while there are other queries performing read on other tables that are not being modified. Assuming transaction T1 starts first, there is a time window within which if T2 starts, then T1 and T2 will likely deadlock each other. We refer this time range as the deadlock window, as shown in Figure 4.7. After reordering, the deadlock window is shortened, so there is less chance that the transaction would abort, and thus throughput increases.
4.6.5 Worst-case implementations

To further validate our observation that the order of queries affects transaction performance, we manually implement a “worst-case” implementation where the most contentious queries are issued first within each transaction. We then compared the performance of those implementations against the original and QURO generated implementations. The result for the TPC-C payment transaction is shown in Figure 4.8. This experiment shows that the order of queries can have great impact on performance. While QURO relies on profiling to estimate the lock contention, if the workload changes, transactions need to be re-profiled and reordered accordingly. We leave dynamic profiling and regenerating transaction code as future work.

4.6.6 Disk-based DBMS

Next we consider the performance of QURO-generated code for disk-based DBMSs. We measured application performance while changing the amount of time spent on disk operations during transaction execution. This is done by varying buffer pool sizes. When the buffer pool is smaller than the database size, dirty data needs to be flushed to disk, making disk operations a significant

Figure 4.7: Execution of trade update transactions T1 and T2 before and after reordering. Deadlock window is the time range where if T2 starts within the range, it is likely to deadlock with T1.

Original QURO-generated
portion of transaction execution time. Figure 4.10 shows the performance comparison of the TPC-C transactions. When the buffer pool is small, disk operations dominate the transaction processing time, thus the performance gained by reordering becomes trivial. Increasing buffer pool size decreases the time spent on disk and, as expected, that increases throughput as a result of reordering. This experiment shows that even when the database is not completely in-memory, reordering can still improve application throughput.

4.6.7 Performance comparison with other concurrency control schemes

We also run experiments to test the performance of 2PL reordered implementation of TPC-C transactions against other concurrency control schemes like optimistic concurrency control (OCC) and multi-version concurrency control (MVCC). In this experiment, we use the main memory DBMS provided by Yu et al. [158], which supports different schemes including several variants of 2PL, OCC and MVCC. Since this DBMS doesn’t use standard query interface, we manually ordered the transaction according to the order generated by QURO (the same order as in previous experiments). We evaluated the throughput of the TPC-C payment, new order, and a mix of these two transactions with original and reordered implementation under two versions of 2PL: 2PL with deadlock detection (DL_DETECT) and 2PL with non-waiting deadlock prevention (NO_WAIT), as well as the original implementation under OCC and MVCC. We set the number of warehouses to be
Figure 4.10: Throughput comparison by varying buffer pool size

4 and varied the number of threads from 1 to 64, to test how different schemes scale.

Figure 4.11a-c show the results of this experiment. Shaded bars show the throughput of reordered implementation while other bars show the original implementation under different concurrency control schemes. As the number of threads increases, data contention increases, and the performance gain of reordered transaction under 2PL comparing to the original transaction under OCC and MVCC becomes larger. As shown in Figure 4.11c, for a mix of payment and new order transaction with 16 threads, reordered under 2PL with deadlock detection (DL_DETECT) outperforms OCC by 3.04×, and MVCC by 2.74×.

Figure 4.12 explains why reordered transaction under 2PL outperforms original transaction under OCC and MVCC. Assume two transactions T1 and T2 both read and write on a contentious tuple, and T1 starts first. Under each concurrency control scheme, there are time ranges within which if T2 starts, then it will end up being aborted. We refer this time range as abort window. Since OCC only writes to database at validation phase, any read on the contentious tuple before the validation phase will cause T2 to abort. Figure 4.12 shows that the original implementation under 2PL and OCC has much longer abort window than MVCC and reordered implementation under 2PL. Since MVCC requires complicated version management and the concurrency control overhead
Figure 4.11: Performance comparison of TPCC transactions among original implementation under OCC, MVCC, and variants of 2PL.
Figure 4.12: Execution of transaction T1 and T2 under different concurrency control schemes.

is larger than 2PL, reordered 2PL has higher throughput than MVCC.

4.6.8 Performance comparison with stored procedures

In the previous experiments, we ran our database server and client program on the same machine to minimize the effect of network round trips as a result of issuing queries. In this experiment we added another open source implementation that uses stored procedures [19]. Using stored procedures, the client issues a single query to invoke the stored procedure that implements the entire transaction. As a result, the amount of network communication between the client and the database is minimized.

Figure 4.9 shows the results of TPC-C payment transaction in this experiment. When there is little data contention, the stored procedure implementation outperforms the others due to shorter round trip time. However, as the amount of data contention increases, the time spent on locking far exceeds the time spent on the network communication, and the reordered implementation has higher performance improvement (3.52×) over the original, as compared to the improvement of the stored procedure implementation (1.41×).
4.6.9  ILP optimization

In the final experiment, we quantified the optimization presented in Sec. 4.4.4 in reducing the amount of ILP solving time. For the experiment, we chose two transactions: new order transaction with 40 statements and 9 queries, and trade order transaction with 189 statements and 21 queries. After preprocessing, the two transactions were split into 27 and 121 reordering units respectively. We used QURO to formulate each transaction into an ILP problem, using both the simple formulation discussed in Sec. 4.4.2 and the optimized formulation as discussed in Sec. 4.4.4. We then used two popular open source ILP solvers, lpsolve [42] and gurobi [35], to solve the generated programs with a timeout of 2 hours. The algorithm for restructuring the transaction code is described in Sec. 4.4.5, which is only needed when optimization is used, and runs for 1 second in both cases.

<table>
<thead>
<tr>
<th></th>
<th>Transaction 1</th>
<th>Transaction 2</th>
</tr>
</thead>
<tbody>
<tr>
<td># statements</td>
<td>40</td>
<td>189</td>
</tr>
<tr>
<td># queries</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td># variables</td>
<td>27</td>
<td>121</td>
</tr>
<tr>
<td># constraints</td>
<td>266</td>
<td>3595</td>
</tr>
<tr>
<td># constraints post-opt</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td>lpsolve</td>
<td>&gt;2hrs</td>
<td>&gt;2hrs</td>
</tr>
<tr>
<td>gurobi</td>
<td>1s</td>
<td>&gt;2hrs</td>
</tr>
<tr>
<td>Original solving time</td>
<td>&gt;2hrs</td>
<td>1s</td>
</tr>
<tr>
<td>Optimized solving time</td>
<td>1s</td>
<td>&gt;2hrs</td>
</tr>
</tbody>
</table>

Table 4.5: ILP experiment results. The number of variables equals to the number of reordering units. Together with the number of constraints, these two numbers indicate the ILP problem size.

The results are shown in Table 4.5. Under the original problem formulation where each reorder unit is represented by a variable in the ILP, both solvers did not finish before timeout for transaction 2. In contrast, the optimized formulation reduces the number of variables by 79% and the number of constraints by 98%. The problem also solves much faster, and hence allowing QURO to process larger transaction code inputs.
4.7 Summary and Future Work

In this chapter, we presented QURO, a new tool for compiling transaction code. QURO improves performance of OLTP applications by leveraging information about query contention to automatically reorder transaction code. QURO formulates the reordering problem as an ILP problem, and uses different optimization techniques to effectively reduce the solving time required. Our experiments show that QURO can find orderings that can reduce latency up to 85% along with an up to $6.53 \times$ improvement in throughput as compared to open source implementations.

The limitation of QURO lies in the flexibility of reordering: it can only achieve good performance gain when the hotspot access does not have data dependency with later queries and can be moved to the bottom of transaction. When such hotspot access cannot be moved, the locking period can still be reduced by releasing the lock early before commit time, but at the cost of potential cascading abort if multiple hotspots exist. We are designing a new protocol that enables early lock release which can compensate QURO’s limitation.
Chapter 5

POWERSTATION: UNDERSTANDING AND FIXING PERFORMANCE ANTI-PATTERNS

Database-backed applications often use ORM frameworks to manage persistent data. While ORM hides the relational query details from developers for the ease of development, it is also vulnerable to performance issues because developers may write code that results in efficient queries. In this work, we summarized the common code patterns from the popular open-source web applications that leads to slow performance, which we call “anti-patterns”. Then we describe POWERSTATION, a RubyMine IDE plugin to automatically detect and fix some of these anti-patterns. Our evaluation using 12 real-world applications shows that POWERSTATION can automatically detects 1221 performance issues across them.

5.1 Understanding Performance Anti-Patterns

We performed a comprehensive study on open source web applications, where the application corpus and some of the study results were mentioned in Sec.[1,2] In this section we describe it in more detail. This study includes two parts. One one hand, we propose a few anti-patterns that we summarized by looking into the query log of the application, and then use static code analysis on a large body of open source applications to check whether these anti-patterns indeed widely exist. One the other hand, we look into the issue reports from the applications’ bug tracking systems and summarizes the common code anti-patterns that developers complain and file issues. In this thesis we will mainly introduce the first part, and the detail of the issue-report study can be found in [155].
5.1.1 Static analysis methodology

We build an ORM-aware static analyzer for Rails applications in order to find and confirm the proposed anti-patterns. The analyzer produces an Action Flow Graph (AFG) that contains the data-flow and control-flow information for each action, along with ORM-specific information inside and across different actions. For instance, the graph labels query function nodes that we identify based on Rails semantics, such as the `where` function shown in Figure 5.2. To support inter-procedural analysis, we start building AFGs from the top-level function that runs an action and iteratively inline all function calls. In addition to regular function calls, we also inline filters and validations, which are functions that are automatically executed before an action and before any function that modifies database, respectively.

The AFG contains next action edges between pairs of actions $(c_1, c_2)$ if $c_2$ can be invoked from $c_1$ as a result of a user interaction. To identify such interactions, we identify actions that render URLs (e.g., `link_to` in Figure 1.3) or forms in their output webpages, and determine the subsequent actions that may be triggered as a result of an user interaction (e.g., clicking an URL or submitting a form) based on the application routing rules, such as those listed in Figure 1.3.

![Action Flow Graph (AFG) example](image)

**Figure 5.1:** Action Flow Graph (AFG) example

---

1. We assume all recursive calls terminate with call depth 1.
Table 5.1: Application categories and lines of source code (all applications are hosted on github).  
All applications listed are studied with static analysis. Among them, gitlab, kandan, lobsters, publify, redmine, sugar, tracks are profiled as well.

We apply this analyzer on more applications than the 12 applications listed in Table 1.1, with a sum of 27 applications, as shown in Table 5.1. The wider range of applications supports the validity of our findings more strongly.

Next we will introduce the anti-patterns that leads to slow queries. For each anti-pattern, we will introduce how the analyzer detects it, its distribution in the applications we studied, and the potential fix. We group the optimization by two large categories: single-action query optimization and multi-action caching.

5.1.2 Anti-patterns in single action

Many ORM frameworks allow users to construct queries by chaining multiple function calls (e.g., `where`, `join`), with each chain translated into a SQL query. We look into the query log generated by running the applications as described in Sec. 1.2 and manually check the query log and trace the application code to understand how these queries are generated. We find that current query translation scheme often generates inefficient queries. However, they can be optimized by understanding the query generation process and how the results are subsequently used. In the following we introduce common types of inefficient queries that we summarize through a manual exam of the query log and source code. Then we propose ways to identify and optimize them, and manually implement a subset of the optimizations to demonstrate potential performance gain.
5.1.2.1 Caching common subexpressions

By studying the query log, we find that many queries share common subexpressions that cause repetitive computation. An example is shown in Listing 5.1. First, subPj is created on subprojSelect from projects by issuing a query (Q1 in Figure 5.2) to retrieve the first level nested projects of the given projects. Then, projSelect creates descPj also from projects, issuing another query (Q2 in Figure 5.2) to get all descendants of the given projects. These two queries share the same selection predicate and the results are both ordered by project id, i.e., they share the same common subexpression.

Listing 5.1: Example queries that partially share predicate, abridged from redmine [54].

```
subPj = projects.children.visible.order('id ASC')
descPj = projects.where('lft > ? AND rgt < ?').visible.order('id ASC')
```

Figure 5.2: Performance gain by caching of query results.

To systematically measure how prevalent such common subexpressions are, we generate the AFG of each action and compare the query call chains using static analysis: if the same query function is used in two different query function chains, the corresponding queries will share a common subexpression. Using this analysis, we count the number of queries that share subexpressions with a previous query issued within the same action.

Our static analyzer shows that 17% queries share subexpressions with other queries with
most of them performance critical.

To study the effect of caching the intermediate results in Listing 5.1, we create a view (Q3 in Figure 5.2) to store the results of the common subexpression (i.e., the ordered projects with certain status) and change the queries to use the view instead (Q4 and Q5). By using the cached results, the total query execution time of Q1 and Q2 is significantly reduced from 3.6 to 1.2 seconds (67%).

There has been prior work on identifying shared subexpressions in the context of multi-query optimization by batching and analyzing queries online [103, 111, 105]. This imposes a performance penalty on all queries due to the detection overhead of common subexpression at runtime. Instead, using static analysis offline incurs no runtime overhead and is still able to find many queries that potentially share subexpressions. Static analysis alone may result in false positives: if a query shares subexpressions with queries in different branches, such analysis may propose a strategy to cache all subexpressions but at runtime only one branch is taken and one subexpression will be useful. While this brings extra caching overhead, our manual check on all applications finds that very few such cases arise.

5.1.2.2 Fusing queries

Checking the query logs reveals that the results of queries are often only used to issue subsequent queries. Listing 5.2 shows an example of such queries. Q1 in the original implementation returns all members from group 1, with the results (m) only used to issue a subsequent query Q2 to retrieve the corresponding issues. Each query incurs a network round trip between the DBMS and application server and application server will serialize query results into objects after the results returned. Combining such queries can reduce the amount of data to be transferred, reducing the time spent on network and serializing data.

Listing 5.2: Original queries (abridge from redmine [54]) listing issues by members from group 1.

Q1: m = SELECT * FROM members WHERE group_id = 1;
Q2: `SELECT * FROM issues WHERE creator_id IN (m.id) AND is_public = 1;`

We use static analysis on the AFG to identify queries whose results are only used to issue subsequent queries, with the goal to fuse them such that their results do not need to return to the application. To understand how query results are used, we trace the dataflow from each query node in the AFG until we reach either a query function node, or a node having no outgoing dataflow edge. Such read query sinks can be classified as: (1) query parameters used in subsequent queries; (2) results rendered in the view; (3) values used in branch conditions; or (4) values assigned to global variables. After analyzing the sinks, we count the number of queries that only have sinks belonging to (1), i.e., they are queries that can be fused.

Our static analyzer shows that **33% of queries return results that are only used to issue subsequent queries.**

Fusing queries can lead to significant performance gain. In the previous example, Q1 and Q2 can be combined into a single query as shown in Listing 5.3. This reduces execution time from 1.46 and 1.3 seconds for executing Q1 and Q2 respectively to 1.02 seconds for executing the fused query (reduction of 62.3%). Moreover, fusing Q1 and Q2 avoids returning the result of Q1 (20K records, 340KB in size in our experiments) to the application server, which brings further performance gain due to less data transfer over network and reduced serialization effort.

**Listing 5.3:** Combining Q1 and Q2 in Listing 2

```sql
SELECT * FROM issues INNER JOIN members ON members.group_id = 1 AND
issues.is_public = 1 issues.creator_id = members.id
```

However, such optimization can also lead to a few issues. First, if a query’s result is used as a parameter to more than one subsequent query, then query fusion will lead to repeated query execution. Fortunately, using common subexpression optimization can avoid repeated work. Secondly, the performance of combined queries is dependent on the query optimizer, so combined query may not be always faster than the original separated queries.
5.1.2.3 **Eliminating redundant data retrieval**

We find that many queries issued by the applications retrieve fields that are not used in subsequent computation. By default, query functions provided by ORMs fetch entire rows (i.e., `SELECT *`) from the database, unless programmers use explicit functions to project specific columns from the table (e.g., using `SELECT` in Rails). Unfortunately, such project functions are rarely used as programmers who write model functions to retrieve objects are usually unaware of how their functions will be subsequently used (possibly due to structuring the application using Model-View-Control [140]). As such, automatically identifying and avoiding unnecessary data retrieval can reduce both query execution time and amount of data transferred.

To do so, we use the AFG to identify the fields retrieved by each query along with their subsequent uses. Next, we calculate the amount of unused data. For each fixed-size field like integers, we use the data size stored in the database; for unbounded size field (e.g., `varchar`) we use 2000 bytes.²

Our static analyzer shows that **more than 63% of all retrieved data is not used in the application after retrieval.**

After identifying such fields, queries can be rewritten such that only used columns are retrieved using projection as mentioned above. Prior work has studied the unnecessary column retrieval problem [91] but did not propose an effective way to automatically identify them. In particular, it only evaluates the performance impact by analyzing the program and the query log obtained from dynamic profiling. Our method shows that using only static analysis on AFGs can effectively detect both retrieved and used columns, and rewrite queries automatically to avoid redundant data retrieval.

5.1.2.4 **Query with unbounded results**

We observe that loops are usually the cause of performance inefficiencies in the processing of query results. By analyzing loops in the AFG, we find that 99% of them iterate over arrays or maps; 49%²

²Earlier studies [24][14] have concluded that the most popular length of a comment is around 200 words and in average each word is 10 bytes.
process results from queries issued in the current action, while the remaining 51\% iterate over user inputs or query results from previous actions. For example, when a user labels all messages as read on a webpage and clicks the “submit” button, the list of messages (which are query results from a previous action) are sent to the current action to be processed iteratively.

This observation suggests that if a query returns a large number of tuples, then the controller or page renderer will likely be slow due to individual (rather than batched) tuple processing. Such queries also bring scalability issues: as the database size increases, the time spent on processing or rendering the query result may increase linearly or even superlinearly, making the application unable to scale well with its data. To quantify this, we analyze the result size of each query. Specifically, we check whether each query returns an increasing number of tuples with increasing database size.

To do so, we first need to estimate the size of the query results. In Rails, a query can return a large amount of results when the database contains more tuples (we call it an “unbounded result”) in all but the following cases: (1) the query always returns a single value (e.g., a \texttt{COUNT} query); (2) the query always returns a single record (e.g., retrieving using a unique identifier); (3) the query uses a \texttt{LIMIT} keyword bounding the number of returned records. Our static analyzer examines all queries in each application and determines whether a query returns bounded or unbounded result based on the query type discussed above. We then count the average number of both queries.

Our static analyzer shows that 36\% of queries return unbounded numbers of records.

Turning queries from returning unbounded to bounded results often requires changing the application logic. Pagination and incremental loading are common techniques to bound the amount of data shown on a webpage. For instance, developers can change an application to display messages over a number of pages rather than a single one. This allows the messages to be incrementally loaded as the user scrolls down the page. We manually apply pagination to three popular-visited pages from three different applications, where these pages are the most rendering-time consuming pages in their respective application. We evaluate the rendering time before and after pagination, with the results shown in Figure 5.5.
5.1.2.5 Evaluation of anti-pattern fix

We choose the four most query intensive actions in the redmine [54] application to evaluate the fix of the first three optimizations mentioned above. For each action, we evaluate both the query time and the size of data transferred from DBMS. Figure 5.3 and Figure 5.4 show the results. Despite the overhead described in Sec. 5.1.2.1 and Sec. 5.1.2.2, each optimization still improves the overall performance. Adding up all optimizations significantly reduces the query time, up to 91%. For transfer size, the most reduction comes from fusing queries and eliminating redundant data retrieval. The amount of data transferred in the three actions is reduced by more than 60%. These results show the significance of the inefficiencies that we have identified and the potential performance gain that can be obtained.

We also evaluate the fix of changing queries returning unbounded result to bounded with pagination. Our evaluation shows that pagination provides impressive performance gains, reducing rendering time by 85%. As such, building tools that can identify such queries and suggest possible code changes will be an interesting area for future research.
5.1.3 Anti-pattern across actions

In this section we present our findings on performance issues and potential optimizations beyond individual actions.

By default, Rails does not maintain state after an action returns (i.e., the resulting webpage has been generated). Although Rails provide APIs for sharing states across actions (e.g., caching APIs that store fragmented pages or query results), using them complicates program logic and introduces user-defined caches that need to be maintained. Unfortunately, not caching query results often leads to redundant computation being performed across multiple actions.

We analyze our chosen applications and find two query patterns that can benefit from cross-action caching. Below we first introduce these two patterns, and then discuss how AFGs can be used to automatically identify and quantitatively measure how common these patterns are. Finally, we manually implement caches to evaluate the potential performance benefits of cross-action caching.

5.1.3.1 Shared queries across consecutive actions

Syntactically equivalent queries. We find that common practices in Rails applications can cause
many syntactically equivalent queries to be issued across actions. First, Rails supports filters. A filter $f$ of a class $C$ is executed every time a member function of $C$ is invoked. Consequently, the same queries in $f$ are issued by many different actions as they invoke functions of $C$. Checking user permissions represents one such type of filters that is shared across many actions. Second, many pages share the same partial layout. Consequently, the same queries are repeatedly issued to generate the same page layout in different actions. For example, a forum application shows the count of posts written by a user on almost every page after the user logs in.

This pattern reveals an optimization opportunity — we can identify queries that will probably get issued again by later actions, and cache their results to speed up later actions, assuming that the database contents have not been altered.

**Template equivalent queries.** We observe that many queries with the same template, i.e., queries with equivalent structures but with different parameters, are issued across actions. One major reason for this is pagination, a widely used programming practice to reduce rendering time as discussed in Sec. 5.1.2.4. As a user visits these pages, the same actions with different parameters, such as page ID, are repeatedly invoked, thus issuing queries with the same template (e.g., the ones shown in Listing 5.4).

This pattern reveals an opportunity similar to common subexpression optimization. For example, if the sorted posts computed when processing $Q_1$ are cached (i.e., the query that corresponds to

---

**Figure 5.5:** Pagination evaluation. The original page renders 1K to 5K records, as opposed to 40 records per page after pagination.
Post.order('created'), then Q2 can simply return the next batch of posts from the ordered list.

**Listing 5.4:** Q1 and Q2 are issued when visiting page1 and page2, sharing the same query template

- Q1: SELECT * FROM posts ORDER BY created LIMIT 40 OFFSET 0
- Q2: SELECT * FROM posts ORDER BY created LIMIT 40 OFFSET 40

We apply static analysis on the AFG to quantitatively understand how common the above two patterns are across different applications. Specifically, we analyze every *previous-current* action pair that is linked by the *next action* edge in the AFG described in Sec. 5.1.1 For each query Q in the *current* action, we check if there exists a query Q’ from the corresponding *previous* action that is generated by the same code (e.g., the same filter or the same function) as Q. If such a Q’ exists, Q and Q’ share the same query template. We further examine their parameters to see whether they are syntactically-equivalent queries — if Q only takes constant value or the same data from the session cache as parameters, we consider it to be syntax-equivalent to Q’ (i.e., same template and same parameter)(1); if Q takes user input and/or utility function result as parameter, we consider it to be template-equivalent to Q’ with potentially different parameters(2).

We calculate the average number of the two types of queries (1 and 2) issued in an action. If a query has a syntax or template-equivalent peer in any previous action, the earlier query can cache the result to be used by the later query3.

Our static analyzer shows that 20% and 31% of the queries are syntactically or template equivalent to a query in a previous action respectively.

#### 5.1.3.2 Evaluation of anti-pattern fix

We evaluate the benefit of caching using sugar [62], a discussion forum application. Since it is difficult to predict a user’s complete page-access sequence, our evaluation focuses on a common visit pattern on paginated webpages: after visiting the first page, users often visit the following pages to see subsequent results. We choose four slowest paginated webpages that show 1) latest discussions; 2) popular discussions; 3) latest posts; and 4) recent invitations. We populate the

---

3 We imagine such cache can be invalidated similar to standard application caches [65].
database following the data distribution of online forum website as mentioned in Sec. 1.2 with 6GB data in total. Each page takes 0.2 to 24.3 seconds to generate, with more than 95% of time spent on database queries. We measure the total query time for each page since our caching optimizations only affect queries.

We then use the AFG to automatically identify which query results to cache, manually cache the results, and measure how much query time is saved. The results are shown in Figure 5.6. Although the query time in the first page becomes slightly longer (at most 5%) due to caching temporary results, queries in following pages are significantly faster, by more than 5× in all actions (up to 245×). The results illustrate an impressive benefit of caching to improve application performance.

![Figure 5.6: Caching evaluation on paginated webpages. p1 and p2 refer to the current the next pages, respectively. (we observed no significant latency difference among the pages that are reachable from p1). The x-axis shows the query time percentage with original first page’s query time as baseline.](image-url)
5.2 PowerStation: IDE Plugin for Fixing Anti-Patterns

Since some of the above-mentioned anti-patterns can be automatically fixed, we build PowerStation, an IDE plugin for Ruby on Rails (Rails) applications to fix 6 anti-patterns. These 6 anti-patterns are among the anti-patterns described above and those found from the study of the applications’ bug-tracking systems [155]. We demonstrate PowerStation with these 6 anti-patterns while it can be extended to fix other anti-patterns as well. We have integrated PowerStation into a popular Rails IDE, RubyMine [58], so that Rails developers can easily benefit from PowerStation to improve the efficiency of their applications. The source code of PowerStation is available on GitHub [46].

5.2.1 Detecting and fixing anti-patterns

Now we introduce in detail how are these 6 anti-patterns are detected and fixed.

Redundant data retrieval. For every Read query node $n$ in the ADG, PowerStation first computes the database fields loaded by $n$ that are used subsequently. This is the union of the used fields associated with every out-going data-dependency edge of $n$. PowerStation then checks if every loaded field is used. For every unused field, PowerStation either deletes $n$, if none of the fields retrieved by $n$ are used, or adds field selection `.select(:f1, :f2, . . . )` to the original query in $n$ so that only used fields $f1$, $f2$ are loaded.

Common sub-expression queries. PowerStation checks every query node $q_0$ in ADG to see if $q_0$ has out-going data-dependency edges to at least two query nodes $q_1$ and $q_2$ in the same control path. If that is the case, then by default, Rails would issue at least two SQL queries that share common sub-expression $q_0$ at run time, one composing $q_0$ and $q_1$ and one composing $q_0$ and $q_2$, with the latter unnecessarily evaluates $q_0$ again. This can be optimized by changing the query plan and caching the common intermediate result for reuse. Doing so requires issuing raw SQL commands that are currently not supported by Rails ActiveRecord APIs.

Loop invariant queries. A query is repeatedly issued in every iteration of a loop to load the same database content. PowerStation first identifies all query nodes inside loop bodies in ADG.
For each such node \( n \), it checks the incoming data-dependency edges of \( n \). If all of these edges start from outside the loop \( L \) where \( n \) is located, then \( n \) is identified as a loop-invariant query. To fix this, \textsc{PowerStation} inserts a new \texttt{Assign} statement before the start of the loop, where a newly created variable \( v \) gets the return value of the loop-invariant query, and replaces every invocation of the loop-invariant query inside loop \( L \) with \( v \).

**Dead store queries.** SQL queries are repeatedly issued to assign the same memory object with different database content, without any use of the memory object in between, making all but the last query unnecessary. \textsc{PowerStation} checks every ADG node that issues a reload query, i.e., \texttt{o.reload}, and checks its out-going data-dependency edge. If there is no such edge, i.e., the reloaded content is not used, then the query is marked as a dead-store query that is deleted by \textsc{PowerStation}.

**API Misuses.** Different ORM APIs can be used to retrieve the same results from the database, but they can differ drastically in terms of performance. Examples of API misuses can be found in [155]. \textsc{PowerStation} uses regular expression matching to find inefficient API misuses. Since these API mis-use patterns are simple, \textsc{PowerStation} also synthesizes patches for each API mis-use pattern through regular expressions.

**Inefficient rendering.** While rendering a list of objects, helper functions are often used to render a partial view for one object at a time, with much redundant computation repeated for every object. \textsc{PowerStation} checks every loop in the ADG to see if it iterates through objects returned by queries and contains a Rails view helper function such as \texttt{link_to} in every loop iteration. If so, \textsc{PowerStation} identifies the code as having the inefficient rendering problem. To fix this, \textsc{PowerStation} hoists the helper function out of the loop, assigns its result to a newly created variable, and replaces the original helper function in the loop with \texttt{gsub} (a string substitution function) on the newly created variable. Doing so removes the redundant rendering that is performed on every loop iteration in the original code.
5.2.2 PowerStation IDE integration

We have implemented PowerStation as an IDE plugin for RubyMine [58], a popular IDE for Ruby on Rails. A screenshot of PowerStation is shown in Figure 5.7. By pressing the “PowerStation” button in the IDE, users can choose an analysis scope, “Whole Application” or “Single Action,” and launch PowerStation analysis accordingly. Our website includes a tutorial on how to use the tool [46].

**Issues list.** The right panel, as highlighted in Figure 5.7, lists all the inefficiencies detected by PowerStation, each represented by a button displaying the file where the inefficiency is located. By default, all the inefficiencies found in the project are listed. Users can also choose to display inefficiencies of a particularly type as shown in Figure 5.7—loop invariant queries (LI), dead store queries (DS), unused data retrieval queries (RD), common sub-expression queries (CS), API misuses (IA), and inefficient rendering (IR).

**Issues highlight.** Clicking the file button in the issue list will navigate users to the corresponding file in the editor, with the inefficient code highlighted. Hovering the cursor over the highlighted code will display the reason for highlighting, as shown in Figure 5.7.
**Issue fix.** Clicking the “fix” button next to each issue in the issue list will pop up window asking the user whether she wants **POWERSTATION** to fix the issue. If so, **POWERSTATION** will synthesize a fix, and display the fixed code in the editor panel. At that point, the original “fix” button becomes an “undo” button, allowing users to revert the fix if needed.

<table>
<thead>
<tr>
<th>App</th>
<th>Loop Inv</th>
<th>Redundant data</th>
<th>Common sub-exp</th>
<th>API misuses</th>
<th>Inefficient render</th>
<th>SUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discourse</td>
<td>0</td>
<td>16</td>
<td>106</td>
<td>85</td>
<td>0</td>
<td>207</td>
</tr>
<tr>
<td>Lobsters</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>45</td>
<td>5</td>
<td>52</td>
</tr>
<tr>
<td>GitLab</td>
<td>0</td>
<td>14</td>
<td>92</td>
<td>23</td>
<td>1</td>
<td>130</td>
</tr>
<tr>
<td>Redmine</td>
<td>0</td>
<td>11</td>
<td>101</td>
<td>59</td>
<td>0</td>
<td>171</td>
</tr>
<tr>
<td>Spree</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>42</td>
</tr>
<tr>
<td>Ror-ecommerce</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>Fulcrum</td>
<td>0</td>
<td>12</td>
<td>15</td>
<td>2</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>Tracks</td>
<td>0</td>
<td>23</td>
<td>30</td>
<td>30</td>
<td>1</td>
<td>84</td>
</tr>
<tr>
<td>Diaspora</td>
<td>1</td>
<td>55</td>
<td>36</td>
<td>57</td>
<td>0</td>
<td>149</td>
</tr>
<tr>
<td>Onebody</td>
<td>0</td>
<td>17</td>
<td>39</td>
<td>76</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>FallingFruit</td>
<td>0</td>
<td>24</td>
<td>12</td>
<td>4</td>
<td>5</td>
<td>45</td>
</tr>
<tr>
<td>OpenstreetMap</td>
<td>0</td>
<td>89</td>
<td>60</td>
<td>16</td>
<td>0</td>
<td>165</td>
</tr>
<tr>
<td>SUM</td>
<td>1</td>
<td>288</td>
<td>491</td>
<td>428</td>
<td>13</td>
<td>1221</td>
</tr>
</tbody>
</table>

**5.2.3 Evaluation**

We evaluated **POWERSTATION** on 12 open-source web applications (as listed in Table [1.1]). **POWERSTATION** can automatically identify 1221 inefficiency issues and generate patches for 730 of them (i.e., all but the common sub-expression pattern). The distribution is listed in Table [5.2]. We randomly sampled and examined half of the reported issues and the suggested fixes, and found no false positives. Due to the limited resource and time, we reported 433 issues with 57 of them already confirmed by developers (none has been denied). **POWERSTATION** static analysis is fast, taking
only 12–625 seconds to analyze the entire application that ranges from 4k to 145k lines of code in our experiments on a Chameleon instance with 128GB RAM and 2 CPUs. Developers can also choose to analyze one action at a time, which usually takes less than 10 seconds in our experiments.

5.3 Summary and Future Work

In this chapter, we showed our study the database-related inefficiencies in 27 real-world web applications built using the Rails ORM framework. We built a static analyzer to examine how these applications interact with databases through the ORM. We also profiled some applications using workloads that follow real-world data distributions. The we presented POWERSTATION, a new tool that automatically detects and fixes some of these performance issues. POWERSTATION integration with RubyMine provides an easy way for Rails developers to avoid making performance-degrading mistakes in their programs. We have used POWERSTATION to identify and fix many performance-related issues in real-world applications, and will extend POWERSTATION to tackle further performance anti-patterns as future work.
Chapter 6

HYPERLOOP: VIEW-DRIVEN OPTIMIZATIONS WITH DEVELOPER’S INSIGHTS

In this chapter, we present HYPERLOOP, a system for optimizing database-backed web applications (DBWAs). Current approaches in optimizing DBWAs focus on partitioning the application among the browser, application server, and the database, and rely on each component to optimize their portion individually without developer intervention. We argue that this approach misses the goal of DBWAs in optimizing for end-user experience, and fails to leverage domain-specific knowledge that DBWA developers have. For instance, a news website might prioritize loading of the news headlines, even at the expense of slowing down loading of other visual elements on the page. HYPERLOOP illustrates the idea of view-driven optimization by allowing developers to specify priorities for each of the elements on the webpage, and uses such information to drive optimization of the entire webpage. HYPERLOOP currently focus on optimizing for render time of webpage components, and our preliminary results show that this view-driven approach can substantially improve DBWA performance by leveraging developer provided application knowledge.

6.1 View-driven Optimization

Webpages in web applications typically consist of multiple view components (e.g., tables, buttons, text blocks, etc.), with each component rendered using different code paths. In view design literature [67, 21], it is well-known that not all view components are created equal: a user might perceive a news website to have loaded already once the news headlines have appeared on the screen, even though the rest of the page has not been fully loaded yet. This has led to the development of asynchronous loading libraries allowing developers to modify their DBWA code to load page elements at different times, even at the expense of slowing down the rest of the page. Such tradeoffs
are prevalent in DBWA design: dividing a long list of items into multiple, shorter lists and rendering each of them across multiple pages (pagination), pre-loading data that is likely to be used in subsequent pages that the user will visit (caching), etc. Today developers make such tradeoffs manually by trying to change the code across layers and see how that impacts each page element, and repeating the process until the best design is reached. However, we are unaware of any system that would systematically capture such “view-specific” knowledge from developers, and exploit them for optimization of DBWAs.

![Figure 6.1: An example webpage from Tracks.](image)

We argue that this page element-wise “trial-and-error” optimization of DBWAs is wrong. Instead, we believe the optimization of DBWAs should be view-driven by the domain-specific knowledge that developers possess. In this chapter, we describe HYPERLOOP, a new system we are designing with that purpose. HYPERLOOP concretizes view-driven optimization by allowing DBWA developers...
Given priorities and a resource budget (HYPERLOOP currently supports specifying total memory available to store data in memory), we envision HYPERLOOP to automatically analyze the DBWA code to devise a plan to render each of the pages in the application, with the goal to reduce the render time of the high priority elements as much as possible. HYPERLOOP achieves this by applying different optimization across all three tiers, from changing the layout of each page to customizing data structures to store persistent data in memory. To help developers assign priorities, HYPERLOOP comes with a static analyzer that estimates render times to provide domain-specific knowledge as priority labels for each webpage element to indicate those that should be rendered first.\footnote{Other notions of domain-specific knowledge are certainly possible, e.g., impact on user experience, interactivity, etc. We currently use the time to render as it is an easily quantifiable measure.}

Figure 6.2: Abridged code to render the webpage shown in Figure 6.1 with blue numbers indicating which line of Ruby code at the top generated the query.
and presents the results via HYPERLOOP’s user interface.

While we are still in the early implementation phase of HYPERLOOP, our initial experiments have shown promising results: we can improve the start render time (i.e., time taken for the first element to be displayed on the browser’s screen after initiating the HTTP request) of high priority webpage elements in real-world DBWAs by $27 \times$. We believe this illustrates the potential of view-driven optimization of DBWAs, with HYPERLOOP presenting an initial prototype that implements this concept.

### 6.2 HyperLoop Overview

We now discuss how DBWA developers can use HYPERLOOP to improve their applications. Figure 6.2 shows a code fragment from Tracks [64], a popular Ruby on Rails DBWA for task management. Figure 6.1 shows a page from the Tracks listing of projects created by a user, where each project contains a list of todo actions. This page has three panels. The left panel shows a list of undone projects (we call a project “undone” if it contains undone todos), with the detail of each todo shown when clicked. The upper right panel shows a form where user can add a new todo, and the bottom right panel shows a list of active projects and its todo count.

Figure 6.1 shows the abridged DBWA code used to render this page. Lines 1-6 show how persistent data is organized into the User, Project and Todo classes. It also specifies the relationship between the classes, for instance, a project has many todos, as implemented as foreign key constraint in the database. Line 8 retrieves the list of projects that belongs to the current user from the database and into the Ruby array variable @projects. Line 9 then filters @projects to return those to be rendered on the left panels based on the number of undone todos. The filter for the right panel selects the active projects in Line 10. The code uses the where API provided by the Rails library which translates the object query to SQL queries as shown in the bottom of Figure 6.2.

Lines 11-18 show the view file written in HTML with embedded Ruby code. The bottom of Figure 6.2 shows the SQL queries translated by the Rails library to generate this page. Q1 retrieves the current user, followed by Q2 to retrieve her projects. A number of queries (e.g., Q3) are issued to get the count of undone todo for each project. Similarly, some queries are issued to get
the todos for each project (Q4) and note for each todo (Q5) which are on the left panel, as well as
todo count for each project (Q6) on the right.

**HYPERLOOP** allows developers to improve performance via its view-centric interface. Figure 6.3
shows the HYPERLOOP workflow. To use HYPERLOOP, the developer only needs to label the high
priority elements on the webpage, and HYPERLOOP will automatically analyze the application code
to suggest different ways to render the page by reducing the render time of high priority elements,
while possibly increasing the render time of the low priority ones. We envision that HYPERLOOP
will make different tradeoffs based on how the elements are labeled, and propose different render
plans to the developer to further refine.

To help developers assign priorities, HYPERLOOP comes with an analyzer that statically estimates
the load time of each page element, given the amount of data currently stored in the database.
The estimates are presented to the developer as a heatmap. We envision other analyses will also be
useful in aiding the developer to assign priorities, for instance the amount of memory used, query
plans used to retrieve rendered data, etc.

![Figure 6.3: HYPERLOOP workflow](image)

For the example shown in Figure 6.1, suppose the developer decides to label the list of un-
done projects as high priority, based on the current load time estimate. Given this information,
HYPERLOOP will suggest different ways to render the page and optimizes the data processing
leveraging priority. For instance, loading the undone projects panel asynchronously (to be discussed
in Sec. 6.6), and furthermore storing them away in a dedicated list in memory for fast retrieval
(to be discussed in Sec. 6.7). If the developer instead labels the active projects as high priority,
and the undone projects as low priority, then HYPERLOOP will generate different rendering plans, for instance paginating the list of active projects across multiple pages (if there are a lot of active projects) while approximating the undone projects from previously cached data. HYPERLOOP is designed to be interactive: if the developer prefers not to paginate as it disrupts the user experience, she can indicate her preference using the HYPERLOOP user interface (and potentially reassigning the priorities), and HYPERLOOP will devise another render plan for the page.

After the developer picks one of the rendering plans, HYPERLOOP will automatically apply changes to the application code. As our current focus is on leveraging priorities for reducing load time, in the next sections we discuss different code changes we have implemented based on priorities, along with evaluations using real-world DBWA benchmarks. Our current prototype is designed for applications built using the Model-View-Controller (MVC) architecture[140] where the application is hosted on a single web server with source code available to be modified by HYPERLOOP.

6.3 Priority-Driven Optimization

HYPERLOOP applies various optimization to different webpage elements depending on their priorities provided by the developer. These optimization often provides speedup to certain web-page elements (i.e., high-priority ones) at the cost of the loading time or the rendering quality of other elements (i.e., low-priority ones), and hence is not explored by traditional optimization techniques. We present a few optimization of this type below. We will then discuss how we implement these optimization in the next few sections.

Asynchronous loading. Asynchronously loading a view element e allows web users to see e before other potentially slow elements get loaded. The downside is that the total amount of computation or the total number of queries issued to the database may increase, because previously shared computation across asynchronously loaded components can no longer be shared. This optimization can be applied to high-priority elements, and will require view changes (Sec. 6.5) and application-tier changes (Sec. 6.6).

Pre-computing. While generating a web-page p1, one can pre-compute contents needed to generate the next page p2, which the web user is likely to visit next through a link on p1. This will
speedup the loading time of $p_2$ at the cost of the loading time of $p_1$. HYPERLOOP supports this optimization only when the developer provides high priority to the link on $p_1$ that points to $p_2$. It is implemented through our app-tier optimizer (Sec. 6.6).

**Optimizing for heavy reads or writes.** There are often both read and write accesses to the same database table. Our database layout generator (Sec. 6.7) can optimize for either heavy-write workload, at the cost of read performance, or heavy-read workload, at the cost of write performance, based on the priority information provided by the developer.

**Pagination.** It often takes long time to retrieve and display a long list of items. One way to improve performance is to only show the first $K$ items in the list and allow users to navigate to subsequent pages to view the remaining items. This change can greatly improve the loading time of the list, but at the cost of taking users longer time to see later part of the list. It can be applied to a list that contains both high and low priority items and items, or an overall low priority list whose content-viewing experience is less important than its loading speed. This is implemented in HYPERLOOP’s view designer (Sec. 6.5) and app-tier optimizer (Sec. 6.6).

**Approximation.** Approximation can be applied to many aggregation queries, such as showing “you have more than 100 TODOs” instead of “you have 321 TODOs.” Like pagination, approximation presents a tradeoff between loading speed and the quality (accuracy) of the content, and is suitable for low priority elements. This is implemented in HYPERLOOP’s view designer (Sec. 6.5) and the app-tier optimizer (Sec. 6.6).

**Using stale data.** Caching data in memory and updating only periodically can improve performance at the cost of data quality and freshness. Priorities provided by developers can help HYPERLOOP determine which page element to cache. This is implemented in HYPERLOOP’s app-tier optimizer (Sec. 6.6) and layout generator (Sec. 6.7).

### 6.4 HYPERLOOP’s User Interface

HYPERLOOP provides a unique interface for developers to understand the performance of their application and provide priority information. First, it presents the statically estimated cost (to be discussed in Sec. 6.6) to render each HTML element as a heat map in the browser. This cost includes
Figure 6.4: Heatmap showing the estimated loading cost of each webpage element, along with priority assignment and rendering recommendations generated by HYPERLOOP. (1) renders the heatmap; (2) assigns priority; (3) shows the opportunities.

the time to retrieve the data from the database and process it in the application server. Figure 6.4(a) shows an example heat map of the webpage shown in Figure 6.1, where darker color means higher cost. For example, the left and bottom right panels have a high cost because of the large number of projects stored in the database, making the queries that involve them (e.g., Q1 in Figure 6.2) slow.

As discussed in Sec. 6.2, after examining the estimates, the developer can click on an HTML element on the page to indicate priority. We intend the interface to support applying the same priority to a group of elements after highlighting them. HYPERLOOP supports different priority levels as shown in Figure 6.4.

After assigning priorities, the developer would click on the “analyze” button on the right. HYPERLOOP then analyzes each element together with its priority, and provides a list of suggestions.
as shown in Figure 6.4. Some of these suggestions require further user input, for instance, how many objects to show on each paginated page. All of the suggestions are only related to webpage look and functionality designs, and the developer needs no database knowledge to choose a suggestion. We describe the list of suggested changes in Sec. 6.5.

The developer can right-click each element to view the rendering plan generated by HYPERLOOP. After choosing one of the plans, HYPERLOOP will change the application, re-estimates the cost, and renders the new webpage with a new heatmap, like the one shown in Figure 6.5, where the left panel is now loaded first.

HYPERLOOP not only suggests the rendering plan but also optimizes query processing based on priority assignment, as described in Sec. 6.6.1 and Sec. 6.7.2. These optimization strategies often involve tradeoffs, for instance, accelerating a query that retrieves data for high-priority HTML tags by slowing down queries for low-priority tags slightly. HYPERLOOP renders a list
of such optimizations in the IDE and lets developers enable and disable them individually (by default HYPERLOOP applies all optimizations), as shown in Figure 6.6. The developer can then ask HYPERLOOP to regenerate the heatmap to see the effect of certain optimization(s). Doing so allows the developer to do A/B testing and understand how these optimizations interact with each other. Furthermore, HYPERLOOP can show the refactored code (after choosing rendering recommendations and a set of optimizations) if the developer wants to know the change in more detail, as shown in Figure 6.6.

**Figure 6.6:** Left: refactored code. Right: a list of optimizations that developer can enable/disable individually.

HYPERLOOP supports assigning priority to both HTML tags as well as a form or a hyperlink to another webpage. If a form is assigned high priority, HYPERLOOP will attempt to reduce the time taken to process the form by changing the in-memory data layout of persistent data (to be discussed in Sec. 6.7). If the hyperlink is assigned high priority, HYPERLOOP will optimize the render time of the linked page, possibly by increasing the time taken to load the current page. As mentioned in Sec. 6.2, the developer can visualize such tradeoffs and reassign priorities using the HYPERLOOP interface as needed.
We next discuss the design of HYPERLOOP as shown in Figure [6.3] and how different tradeoffs are made given priority information.

6.5 View Designer

The View designer analyzes and transforms view files that define webpages’ look and functionality. Its purpose is to identify which application tier object is rendered by which HTML element, and passes this information to the Application-tier optimizer. It also carries out priority-driven optimization as described below.

Asyncronous loading. To asynchronously load an HTML element \( e \), the View designer splits the original HTML file into two files, one rendering \( e \) and the other rendering the rest of the page. To do so, the View designer first creates a new view file \( v \) to render \( e \), and then creates new code to reside on the application server to compute the contents needed by \( e \) to render the view file \( v \), and finally replaces \( e \) in the original view file with an AJAX request.

Pagination. The View designer detects pagination opportunities by checking whether an HTML element is rendering a list of Ruby objects in a loop. After the developer decides to paginate an element, the View designer rewrites the view file to render a constant number of elements first and adds a page navigation bar, as described in prior work [157]. It passes the design decision to the Application-tier optimizer who will change the query to return limited results (by adding \texttt{LIMIT} and \texttt{OFFSET}). Pagination itself can greatly accelerate the start render time. For example, paginating the left panel of Figure [6.1] to show 20 projects per page (out of 2K projects altogether) accelerates the panel rendering by 27×.

Approximation. The View designer detects approximation opportunities by checking if an HTML element is displaying a value that is returned by an aggregation query. Once the developer accepts an approximation optimization opportunity, the View designer changes the view file to add “at least” or “at most” before the aggregation value and passes it to the Application-tier optimizer to change the query to count only N values by adding a \texttt{LIMIT} clause. Doing so may reduce the long query by 2.1× and a page’s start render time by 1.6×.
6.6 Application-Tier Optimizer

We leverage the analysis framework built in POWERSTATION that enables a wide variety of optimizations. While some optimization always improves performance, e.g., adding projection to load only fields being used, others, however, requires making tradeoffs. Next we give examples on how to extend this framework to support priority-driven optimization.

6.6.1 Priority-driven optimization

We now discuss a few examples on how the Application-tier optimizer supports priority-driven optimization.

**Example 1: Splitting queries.** Very often DBWAs would issue a query to retrieve one set of data that will be filtered/processed in multiple ways to render multiple view components, as doing so can reduce duplicate work in rendering related view components. For example, a web page may show both a list of projects and a total count of these projects. The application can issue a single query to retrieve all projects while counting them in memory. Another example is the query to retrieve all projects (Q1 in Figure 6.2) into a Ruby array @projects that is filtered separately in memory to obtain @left_projects and @right_projects.

Although the original query helps to reduce the total number of queries issued and the overall computation required to render the page, it could be sub-optimal if the multiple view components supported by it have different priorities. Specifically, to carry out an asynchronous loading optimization discussed in Sec. 6.3 the Application-tier optimizer splits a shared query if the result is used in asynchronously loaded elements. For example, if the left panel has high priority and is decided to be asynchronously loaded from other parts, the optimizer splits Q1 into Ql and Qr as shown below:

**Listing 6.1:** Example application code illustrating query splitting

```ruby
Ql: @left_projects = user.projects.where(undone.count>0).include(todos,
                include(note))
Qr: @right_projects = user.projects.where(status='active').include(todos.count)
```
After the split, each query retrieves the data shown on the corresponding panel. Doing so causes the projects shown in the two panels to be retrieved in separate queries, but allows separate optimization of Ql, such as eager-loading of todos and notes for the left panel query (where and include are query functions to filter data using predicate and to eager-load the associated objects). Besides, the Application-tier optimizer will pass the design decision to the Layout generator and the splitting will allow generator to customize a layout for Ql (described in Sec. 6.7). As an illustration, with 4K total projects and 50% of them to show on the left panel, splitting the query and optimizing Ql as mentioned above reduces the query time of Ql from 5.1s to 0.5s, and the overall start render time from 13.7s to 6.1s.

Example 2: Pre-loading data. By default, each page is computed from scratch upon receiving an HTTP request. However, developers might know the next page(s) the user will likely visit and wish to pre-load data to accelerate loading of the next page, even at the expense of increasing the load time of the current page slightly.

An example is when a user visits the home page of a forum and then visits different posts by clicking on the hyperlink. As the home page shows only the title of each post, generating it once and caching it on the client slide would be optimal, but subsequent pages of individual posts might be impractical to cache as each may contain large images and contents. Yet, the developer might want the posts to load fast and is willing to trade off the performance of the home page. In that case, she can indicate priorities on the current page and HYPERLOOP will pre-load data accordingly. We use the Sugar forum application [62] as an illustration, where the database query retrieving the posts on its homepage selects not only the title but also the contents of each post. With a forum of 500 posts on the home page, doing so shortens each of the post page rendering time by 82% while increasing the home page load time by 12%.

Example 3: Caching common subexpressions. Common subexpressions are often shared among queries across consecutive pages [152], and subsequent pages can reuse the results of these common subexpressions with a slight overhead for the current page due to caching. The Application-tier optimizer applies such caching if the developer chooses to pre-load data for subsequent pages after labeling with high priority. For example, for a page that shows the first 40 recent posts, the
The developer can assign the subsequent pages with high priority, as users will likely explore beyond the most recent 40 posts. The queries for the first and second pages are shown in Listing 6.2. They share the same subexpression that sorts the projects. In this case, the Application-tier optimizer will rewrite the queries to sort the posts, store the sorted results in a list and cache them such that the queries for all subsequent pages can simply return from this sorted list, as shown in Listing 6.3. With 10K posts, doing so slightly sacrifices the render time of the first page (an increase by 5%) but speed up the other pages by 2.3×.

**Listing 6.2:** Two queries sharing a common sub-expression

```ruby
P1 : @posts = post . order(:created) . limit(40) . offset(0)
P2 : @posts = post . order(:created) . limit(40) . offset(40)
```

**Listing 6.3:** Common sub-expression result is cached and reused

```ruby
P1 : @posts_all = post . order(:created)
P2 : @posts = @posts_all . limit(40) . offset(0)
P2 : @posts = @posts_all . limit(40) . offset(40)
```

**Example 4: Using stale data.** It may be worthwhile to show stale data in a low-priority HTML element for better performance. The Application-tier optimizer implements this by changing the application code to cache data rendered in labeled HTML elements, and reuse it when the same element is rendered subsequently. For example, a developer may think the right bottom panel in Figure 6.1 occupies only a small and unimportant part of a webpage and thus labels it as low priority. The Application-tier optimizer will then suggest to cache the list of active projects, the total count, and the count of todos for each project. Doing so eliminates most of the queries to the database when rendering the page. To evaluate this, we use 2K active projects shown on the right panel of Figure 6.1 and the total rendering time is reduced by 65% after data for the right panel is cached.
6.7 Layout Generator

In this section we first introduce the basic optimization that the Layout generator can perform without user interaction. Then we give examples on how it performs priority-driven optimization.

6.7.1 Basic optimizations

HYPERLOOP uses CHESTNUT to customize data layout and query plan for application queries. It leverages CHESTNUT in Layout generator to make the tradeoff based on the query workload. As introduced in Ch. 2, CHESTNUT first enumerates the possible data layout to store the data for each individual query as well as query plans that use particular layouts. Then it finds out the optimal layout for the entire workload by formulating an integer linear programming (ILP) problem. In this formulation, each data structure in every possible layout is assigned a binary variable to indicate whether it is included in the final layout; similarly for each query plan. It also estimates the memory cost for each data structure and the time for each query plan. For write queries, it generates one plan to update one data structure. The optimization constraints state that the overall cost of all included data structures are within the memory bound provided by the user, while the optimization goal is to minimize the overall runtime of all queries. It uses state-of-the-art solvers to solve the ILP problem and constructs the final layout accordingly. Finally, it generates an implementation of both data layouts and query plans.

6.7.2 Priority-driven optimization

We next discuss a few examples on how Layout generator supports priority-driven optimization. All examples below reduce the load time for the selected elements labeled with high priority at the expense of possibly slowing down other elements in the same page.

Example 1: Changing read-query weights. The Layout generator can design a data layout that better optimizes queries with high priority. Since it formulates the search of data layout into an optimization problem where the optimization goal is the sum of runtime cost of all queries, it can simply assign higher weights to those queries whose results are needed to render higher-priority
HTML elements, as identified by HYPERLOOP’s Application-tier optimizer.

For example, consider Q1 and Q2 shown in Listing 6.1 before assigning priorities. The Layout generator may produce a layout as shown in Figure 6.7(a). If the developer assigns higher priority to the left panel, Q1 will receive a higher weight, which results in the layout shown in Figure 6.7(b). In this layout, the projects belonging to a user are stored as a nested list within user; the todos are stored as nested objects in each project; and similarly for the notes. This layout is highly optimized for Q1: retrieving the @left.projects does not need to perform a join on project, todo, and note compared to using layout (a). This layout also avoids the expensive deserialization from denormalized table to nested objects. With this layout, the query time for the left panel is further reduced to 0.5s, as compared to 5.1s using the tabular layout.

Example 2: Changing write query weights. An HTML form might be assigned high priority if it is frequently used, such as the form shown in upper right of Figure 6.1 if new todos are frequently added. The queries used for new todo submission are shown below:

```ruby
1. @todo = Todos.new(name=param['name'], ...)
2. @todo.note = Notes.new(content=param['note_content'],...)
3. @todo.save
```

In this case, developers can add larger weight to the write query creating new todo with embedded
notes. It would then generate data layout in Figure 6.7(c). Compared to (b) where inserting a new todo needs an extra query to locate the project that this todo belongs to, (c) is better optimized for adding new todos because the todos are stored as a top-level array and an insertion only appends to the array without the extra read query.

**Example 3: Leveraging infrequent update (stale data).** If an HTML element is assigned low priority, the query that retrieves data for this element can potentially read from stale data. The Layout generator can generate a more efficient data layout for this type of read queries. For example, if the count of all active projects (as shown in the right bottom panel of Figure 6.1) is assigned the lowest priority, then the generator will assign a very low weight to any plan that updates the data structure only used to compute this count. The generated data layout will pre-compute the count and store it in memory, which reduces the end-to-end webpage time when the count is rendered. For instance, using stale data for the active project and context count in the right bottom panel can accelerate rendering the panel by 26% (after the list is paginated). Without knowing the priority, it is unlikely to pre-compute the count because any delete query triggers a re-computation of this count, which greatly increases the total query cost.

### 6.8 Summary

In this chapter, we presented HYPERLOOP, a new system that helps developers optimize DBWAs. Unlike prior approaches, HYPERLOOP recognizes that developers often make tradeoffs when designing DBWAs, and leverages developers’ knowledge to optimize DBWAs in a view-driven manner. Given priority information provided by the developer, HYPERLOOP automatically analyzes the application and suggests various design and code changes to improve the render time of different elements on the page. While still under implementation, preliminary results have shown that our view-driven approach is effective in improving end user experience of real-world DBWAs.
Chapter 7

FUTURE WORK

7.1 More Opportunities of Cross-Tier Optimization

There are more opportunities in leveraging the analysis across tiers for optimizations, and we will list a few in this section.

7.1.1 Leveraging front-end statistics

The statistics collected from the front end can help improve the query cost estimation. The client side often traces user statistics, for instance, how many users visit the website every day, how often do users submit comments to post, how often do users use the default values in the form, etc. These statistics can be used to estimate the query and data distribution on the backend. This is based on the observation that very often the user only provides a small amount of information when visiting a webpage or submit information with webpage form. Such information is often used to ingest a much larger amount of data inserted into the database. For instance, when a user submits an issue to a project, only filling the title and the body content of the issue (while leaving all the rest of the fields as default, which most users will do), the application actually inserts over 10 tuples into over 4 tables in the database, which means that a large amount of data is deeply correlated. By keeping track of a small amount of statistics on the client side, with the analysis of the application code to understand how the user input propagate to generate the data to be inserted to the database, we should be able to obtain a more accurate cost estimation than existing databases which collects statistics for every column independently.
7.1.2 Adjusting data layout when workload changes

In Sec. 2 we have shown how to customize data layout according to the application. However, CHESTNUT does not address the situation when workload changes. Because we observe that the application changes frequently and developers often deploy a new version while the application runs, and potentially a new version will lead to a different optimized data layout. Thus repopulating the in-memory data layout at each re-deployment is unrealistic. It is challenging to design a layout that is able to adapt online while keeping service. More trade-offs need to be considered in this scenario, for example, the trade-off between layout migration cost and query performance, between the performance of current workload and the ability to support future workload (which may not be completely known at present), etc.

7.1.3 Dynamic query rewrite optimization

In Sec. 3 CONSTROPT statically rewrites queries and verifies these rewrites, maintains a list of rewrites while dynamically searching for a match in the list for an incoming query. The downside of this approach is that it is only able to optimize a set of queries extracted through static analysis. It may fail to detect an optimization when the application code changes or when the application user inputs partial SQL query string, which is beyond the scope of static analysis. One potential solution is to dynamically rewrite and verifies queries within query optimizer. However, it is challenging to perform efficient rewrite and verification especially when the workload contains many small queries that return results quickly as the overhead of optimization can be non-trivial.

7.2 Improving Application Robustness

Cross-tier analysis can not only help improve application performance but its robustness as well. As our study about data constraint reveals [154], many issues of data constraint management exist with real-world applications. These issues include, but not limited to, inconsistent data constraints from the application and the database, incorrect implementation of a desired constraint, missing constraint in the database which may lead to a corrupted database when administrator modifies
the database bypassing the application. To build a robust application where data constraints are consistently managed, the main challenge lies in a specification of data constraints such that: 1) the constraints both defined in database and inferred from the application can be described using this specification; 2) the specification is comprehensive enough to describe most desired constraints of developers; 3) the specification can be easily compiled to verifiable correct implementation in any tier. Furthermore, we observe that the developers are not clear about their desired data constraint to begin with, and an easy-to-use interface to help them understand and communicate with the system about the expected behavior may be necessary.

7.3 Building an Intelligent Middleware

Based on the projects and future opportunities described in this thesis, we propose building an intelligent middleware to incorporate all the essential components to achieve these optimizations — a middleware that is able to optimize the application by analyzing both the application logic on the client, the server and data processing logic on the backend. It will not only include the optimizations and interactions described in earlier chapters, but also expose analysis frameworks that enables easy integration of more optimizations. It hides the details of implementations of data processing and the implementation of functionalities that needs to be implemented across multiple layers like data constraints. Meanwhile, it provides an interface for developers to easily understand the effect of how the changes they make affect the application behavior and performance.

Furthermore, such middleware also needs to adapt to runtime changes. For instance, it may dynamically build a cache to store frequently-used application data and re-route queries to be answered using the cache. It may also dynamically determine whether to execute a computation on the server or pushed down to database; and adapts the queries and subsequent data processing according to workload change. In sum, it is challenging to design a middleware that is efficient, extendable to many future optimizations while still mostly transparent with an efficient interface to learn insights from developers.
7.4 Extending Techniques to Other Systems

Many approaches introduced in this thesis can be extended to other systems as well. For instance, CHESTNUT can be extend to customize data layout to serve visualization systems. The data can be pre-processed and stored in a different layout like nested layout in order to accelerate commonly-used visualizations (e.g., group data and show the statistics of each group). The visualization workload may be different from the object-oriented application workload, which may require a different layout specification and query plan. CHESTNUT can also be extended to building query engine for non-relational data. Because nowadays a large amount of raw data is stored in format like JSON or XML, it is very time consuming to convert such data into relational format prior processing. One potential solution is to customize query processing directly on the raw data, where the query-plan-generation algorithm in CHESTNUT can be leveraged.

Another example is to leverage QURO’s analysis to further improve the locking strategy of transaction processing systems. For instance, if multiple hotspots are often accessed at the same time, the database can grab a “hyperlock” on for all the hotspots to avoid potential aborts; the transaction may release lock early before commit while relying on a “remedy” to fix incorrect data read where the fix is synthesized based on application semantics, etc.
Chapter 8

RELATED WORK

This thesis presents many new techniques that enables much further performance improvement leveraging application semantics. In this chapter I will discuss prior work in database optimizations related to our approaches, studies in ORM applications that our work is based on, as well as other research in leveraging application semantics for performance improvement.

8.1 Related Database Optimizations

8.1.1 Improving transaction processing performance

This line of work is related to QURO, all targeting at transaction applications. Much work has been done to improve the locking-based transaction system performance. Previous work has explored mechanisms that violate 2PL to improve transaction performance. In distributed systems, Jones et al. [118] proposed a locking scheme that allows dependent transactions to execute when one transaction is waiting for its execution to finish in multiple partitions. The technique avoids making transactions wait for earlier transactions’ distributed coordination. Gupta et al. [109] proposed a distributed commit protocol where transactions are permitted to read the uncommitted writes of transactions in the prepare phase of two-phase commit, for a similar purpose of avoiding expensive coordination before data can be visible to other transactions. Other work proposed non-locking concurrency control protocols that can read uncommitted data. For instance, Faleiro et al. [100] proposed a protocol for deterministic databases that enables early write visibility, meaning that a transaction’s writes are visible prior to the end of the execution. This protocol leverages the determinism where transaction execution is ordered prior to execution and the writes can be immediately visible to later transactions if the writing transaction will certainly commit. While aiming to reduce lock range at high contention similarly as QURO, this work targets at the protocol
itself and often requires constraints in the application (e.g., knowing read/write set earlier) or has mechanisms to mitigate the violation, and QURO uses the application semantic to achieve similar effect with fewer constraint and less overhead.

Besides lock-based methods, various concurrency control mechanisms have been proposed, such as optimistic concurrency control (OCC) \[123\] and multi-version concurrency control (MVCC) \[79\]. Yu et al. \[158\] studied the performance and scalability of different concurrency control scheme for main-memory DBMS. In this thesis, we compare the performance of 2PL with QURO-generated implementation to OCC and MVCC, and shows that it beats other concurrency control schemes by as much as 2× under high contention.

There has been work done on improving the efficiency of locking-based concurrency control schemes. Shore-MT \[117\] applies 2PL and provides many system-level optimization to achieve high scalability on multi-core machines. Jung et al. \[119\] implemented a lock manager in MySQL and improves scalability by enabling lock allocation and deallocation in bulk. Horikawa \[112\] adapted a latch-free data structure in PostgreSQL and implemented a latch-free lock manager.

8.1.2 Data layout and physical design

This line of work is related to CHESTNUT, similarly targeting at changing data layout to optimize queries. There is much prior work on automatic data layout design. One line of work explores ways to store data rather than the traditional row or column-major stores for each single table. For instance, Hyrise \[108\] and H2O \[74\] store columns together as column groups instead of individually. Widetable \[124\] uses a denormalized schema to accelerate OLAP queries. ReCache \[76\] uses dynamic caching to store data in tabular and nested layout to accommodate heterogeneous data source like CSV and JSON data. While prior work focuses on a restricted set of layouts, CHESTNUT integrally explores tabular and nested data layout together with auxiliary indexes, and also how objects are nested within each other, which field and subset of objects to store, etc. Such aspects are important for OODAs as our experiments show. CHESTNUT also synthesizes query plans from the generated data layout instead of relying on standard relational query optimizer. Doing so allows CHESTNUT’s plans to better utilize the new data layout.
Another line of work focuses on learning the best data structure. For instance, Idreos et al. [113] design a key-value store that learns the configuration parameters to each or combinations of elementary data structures given query patterns. While reducing query execution time, such work focuses on queries with simple patterns on a single table. Queries in OODAs, which CHESTNUT optimizes, have complex query patterns involving many classes, and that leads to new challenges in deciding how to store objects of different classes and picking the optimal design across multiple queries.

Another approach is to use program synthesis [126, 125] to generate data structures from high-level specifications. Cozy finds a data structure that answers one query with minimum query execution time. While prior work optimizes only a single query without trading off update and memory, CHESTNUT handles workloads with many read and write queries subject to a memory bound and also determines how to share data structures among queries.

Automated physical design for relational databases is a well-studied topic. AutoAdmin [71, 88, 73, 85] finds best indexes and materialized views by trying different possibilities and asking the query optimizer for the cost. To reduce the number of optimizer calls, it uses heuristics to consider only a small number of candidates. In contrast, CHESTNUT employs a different approach that opens the “black box” of the query optimizer and uses program synthesis to enumerate query plans instead of “what-if” calls.

CHESTNUT is not the only work that leverages ILP solver for physical design. Cophy [98] and CORADD [121] use ILP solvers to find the best indexes and materialized views to add within a memory bound. NoSE [130] uses ILP to discover column families for NoSQL queries. Bruno et al. [84] use ILP to find the best sort order and pre-joined views for column store, and BIGSUBS [115] uses ILP to select common subexpressions that benefit the workload the most if materialized. These projects show that ILP is an attractive way to solve physical design problems. However, as CHESTNUT searches not just over relational (1NF) designs but also non-relational ones like nested objects and partial indexes, its formulation is different from prior work due to the nature of the problem.

Machine learning models are also used for physical design. Prior work [127, 132, 122] uses
reinforcement learning to decide on join order. They reuse the query optimizer and replace heuristics with machine learning models to utilize historical query performance to fine-tune plan choices. CHESTNUT replaces heuristics with efficient plan enumeration of the search space. It can find better plans as optimizers often do not have comprehensive rewriting rules.

8.1.3 Object-oriented databases

This line of work is related to CHESTNUT, where the query results are returned using object-oriented model. CHESTNUT leverages data structure concepts from object-oriented database systems [75, 120], such as the nested object model. Previous physical designers for OODBs focus on devising a language to describe the physical design [107, 102] or a single storage design that aims to optimize all OODAs [15]. Instead, CHESTNUT tailors the storage design to each application. CHESTNUT also proposes a language for storing objects and for query plan, but uses it for verification purposes.

Other NoSQL stores like document databases also store data in non-tabular format. However, the data model of document-oriented DBMS is different from OODAs. Document database’s data model fixes the way how data are nested as defined by its JSON schema. Besides, document databases often support only limited query APIs, unlike Rails. These aspects make document databases unsuitable for OODAs given the complexity of such applications’ query needs.

8.1.4 Leveraging database constraint

This line of work is related to CONSTROPT. Prior work has investigated verifying database-related constraints. ADSL [82] verifies data-model related invariants (e.g., whether each todo object is associated with a project object) using first order logic, while the invariants are provided by users using their invariant language. Singh and Wang [141, 148] check whether a set of DB constraints still hold when DB schema evolves while Caruccio [87] conducts a survey of related work in this domain. Pan [134] proposes a method to leverage symbolic execution to synthesize a database to verify different types of constraints like query construction constraints, DB schema constraints,
Another line of work focuses on using constraints provided by the DB or application for application verification and synthesis, like verifying the equivalence of two SQL queries [97, 146, 96], DB applications [147], synthesizing a new DB program with a new scheme given the original program with an old scheme [148], and handling chains of interactive actions [99].

There is also previous research looking into how to leverage functional dependency, a type of data constraint, to improve query performance. For instance, [135] studies how to use functional dependency to generate better query plans. However, most of the work are focusing on theoretical aspects, showing proofs about what optimization is correct. In contrast, CONSTROPT studies this topic in real-world applications. It discovers that many useful constraints are not defined in the database and should analyze the application to detect the constraints. Furthermore, some optimizations mentioned in the previous paper are found to be rarely exists or not practical in real-world applications. CONSTROPT also builds a system that automatically detects and implements the optimizations.

### 8.2 Performance Studies in ORM Applications

Previous work has confirmed that performance bugs are prevalent in open-source C/Java programs and often take developers longer time to fix than other types of bugs [114, 159]. Prior work [139] studied the performance issues in JavaScript projects. Previous work has also addressed specific performance problems in ORM applications, such as locating unneeded column data retrieval [92], N+1 query [90], etc.

### 8.3 Leveraging Application Semantics to Place Computation

There has also been work done in looking into improving database performance from the database application’s perspective.

Previous work has been looking into improving database performance from the database application’s perspective. DBridge [89, 110] is a program analysis and transformation tool that optimize database application performance by query rewriting. Such work detects patterns for potential batch
query processing and rewrite applications to enable the batch. QBS [95] detects the application code that processes the data in a way that can be pushed to the database and rewrites them as database queries. Sloth [94] and Pyxis [93] are tools that use program analysis to reduce the network communication between the application and DBMS. Most previous work focuses on the interface of between the application and the database: deciding where to place the data processing and reduce the communication between the application and database. The projects discussed in this thesis focus on an orthogonal direction which decides how the data processing is done. These projects leverage the application semantics to change more than the interface, but also the data layout, the query optimizer and the front-end as well. Furthermore, the thesis also discuss how to leverage the developer’s insight to make performance tradeoffs, which has not been studied in previous work.
Chapter 9
CONCLUSION

Performance is critical for modern database-backed applications. These applications are often structured in three tiers, the front-end client, the application server and the database. These tiers are often developed using different languages, for instance, the front-end developed with HTML or JavaScript, the application server with object-oriented programming languages like Ruby, Python or Java, and the database processes SQL queries. As performance is critical for these applications because the end-to-end latency directly affects user experience, developers often put a lot of effort into performance tuning. Previous techniques have been looking into universal optimizations to improve the performance of each single tier. However, applying these techniques are often not enough to satisfy the latency requirement for many applications.

In this dissertation, I present a new way to optimize these applications through a series of projects. Rather than looking at individual tier, I show how leveraging the information from other tiers or even the developers can help improve application performance substantially. Opportunities for such optimization exists in every tier which I show through a number of projects optimizing each tier. At the database tier, I present CHESTNUT in Ch. 2 that optimizes the data storage according to how the application consumes the query result. Next I present CONSTROPT in Ch. 3 that leverages the data constraints inferred from how the application server processes the data to optimize database queries. At the application server tier, I present QURO in Ch. 4 that changes the application code to issue query in a different order such that the database transaction performance is improved. Then I present POWERSTATION in Ch. 5 which changes the queries issued by the application, replacing them with more efficient queries without breaking the application semantics. I further discuss how to leverage the developer’s insight to make performance trade-off such that some parts of application which the developer cares the most are carefully optimized at the cost of slowing down
other non-important parts. In the HYPERLOOP project, presented in Ch. 6 I introduce an interface that allows the developers to interact with the system only at visual level (i.e., through the browser) to provide their insight while the system is able to leverage such insight to make trade-off at all tiers. There are more opportunities than those discussed in the above projects, and I briefly mention a few in Sec. 7. Evaluation shows that these optimizations can substantially improve the application performance, speeding up queries up to $43 \times$ and the entire webpage up to $5.5 \times$.

Despite the various opportunities and great benefits, existing tools fail to explore them due to the inability to perform cross-tier analysis. In this thesis, I show how we solve this challenge by building a static analysis framework that performs cross-module and cross-language analysis with code refactoring. This framework serves as the basis for the tools we build in each project. It is able to perform cross-stack dependency analysis, for instance, how the view rendering in HTML uses the data processed by the application server and how such data is retrieved from the database. This framework is customized in each project to achieve certain goals, which reveals more challenges in such cross-stack analysis. In CONSTROPT, we customize the analysis to detect data constraints and represents the constraints in a grammar that can be leveraged in query rewrite verification. In QURO, we customize the data flow analysis to enable detecting query-level data dependencies in addition to program-variable level dependencies. In HYPERLOOP, we add a cost analysis on top of program flow analysis to attribute the data processing cost to every HTML tag such that developers can easily understand the cost by viewing the HTML-tag-heatmap alone. With these projects as evidence, I believe that such cross-tier analysis can be easily extend to support future optimizations.

Besides static analysis challenges, there are also many runtime challenges brought by cross-tier optimization. Very often the runtime interaction between tiers are changed due to the optimization and the system needs to be re-designed. In this thesis, I discuss what changes are required to support each optimization. CHESTNUT replaces in-memory query processing with CHESTNUT-generated layout and query plan while the backend database serves only as a persistent data storage. In CONSTROPT, the query rewrites are performed during static analysis while the replacement of optimized query happens at runtime in order to remove the non-trivial overhead of dynamic verification. In QURO, the transactions need to be executed and profiled before QURO’s analysis to
understand the hotspot access in every transaction. These system changes vary for each optimization, which makes us wonder whether we can re-design the system to easily incorporate these changes as well as being compatible for future optimizations. In sum, these optimizations discussed in this thesis represents initial approaches to cross-tier optimizations. They open up future research towards building cross-stack analysis tool and re-designing the architecture for database-backed applications, while serving as inspirations for optimizing other systems and applications as well.
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