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Despite the growing popularity of human mobility studies that collect GPS location data, the problem of determining the minimum required length of GPS monitoring has not been addressed in the current statistical literature. In this paper we tackle this problem by laying out a theoretical framework for assessing the temporal stability of human mobility based on GPS location data. We define several measures of the temporal dynamics of human spatiotemporal trajectories based on the average velocity process, and on activity distributions in a spatial observation window. We demonstrate the use of our methods with data that comprise the GPS locations of 185 individuals over the course of 18 months. Our empirical results suggest that GPS monitoring should be performed over periods of time that are significantly longer than what has been previously suggested. Furthermore, we argue that GPS study designs should take into account demographic groups.
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Section 1

MAIN ARTICLE

1.1 Introduction

Recent developments on global positioning systems (GPS) for wearable technology such as smartphones have drawn a great amount of interest from scientists studying the effects of environmental influences on different population groups [21, 17, 20, 12, 2, 30, 13, 27, 10, 23, 22]. A recent article [18] documents more than 100 studies from 20 disciplines that collect and analyze human time-stamped GPS location data. This type of data is key for learning about the places where people routinely spend their time during activities of daily living in order to establish their relationship with socio-economic outcomes, crime victimization, and physical and mental well-being. There have been extensive studies on the social stratification of mobility, such as health disparities of different neighborhoods, mental health, and substance abuse intervention [9, 24, 27], on the assessment of human spatial behavior and spatiotemporal contextual exposures [17, 20, 12], on the characterization of the relationship between geographic and contextual attributes of the environment (e.g., the built environment) and human energy balance (e.g., diet, weight, physical activity) [2, 30], on the study of segregation, environmental exposure, and accessibility in social science research [13], or on the understanding of the relationship between health-risk behavior in adolescents (e.g., substance abuse) and community disorder [27, 1, 28].

Notwithstanding a general consensus across disciplines about the tremendous potential of GPS location data for studying human mobility, very little is currently known about how long a GPS study should last. There is an inherent trade-off between collecting location data from people for longer vs. shorter periods of time. Recording more GPS locations yields more information about the locations where an individual spends their time, as well
as about the frequency, duration and timing of their visits to these places. However, an individual’s participation in a GPS study comes with burdens that often become significant if accumulated over longer periods of time: the individual needs to carry the device recording the data (a GPS tracker) everywhere they go, and needs to make sure the device is properly charged at all times and functions properly. Until recently, most GPS study designs stipulated mandatory regular visits to project coordination sites to download data from the location trackers, to replace batteries, and replace the GPS tracking devices that were lost or were malfunctioning. While some of these issues have been addressed by using specialized apps on smartphones to collect GPS data and wirelessly transmit them into secure cloud databases, the costs of distributing smartphones to study participants, data plans, software development, and cloud computing are quite significant. In addition, there are important privacy considerations related to recording locations that might be sensitive for study participants for long periods of time. For these reasons, it is desirable to design GPS studies that are as short as possible to reduce the costs of the projects and the burden of study participants, while in the same time still providing guarantees that sufficient location data have been collected to properly address the research aims.

Despite the constant growth in the number of human mobility studies that collect GPS location data in the last 20 years, the question about the determination of the amount of time of GPS monitoring has not been asked until recently [29]. In this paper, the authors argue that an effective GPS study should last until a minimum of 14 to 15 days of valid GPS data have been collected. While this finding is relevant for numerous research groups that, in the past, have designed GPS studies with a duration of 7 days (see [29] and the references therein), two weeks seems to severely underestimate the duration of other, more recent, GPS studies whose duration is significantly longer. For example, [4] and [19] represent studies that tracked adolescents in the San Francisco Bay area for one month. Another study [8] employs a more complex three site design that comprises five assessments that take place every six months over two years of follow-up for participants enrolled in Chicago, and three assessments that take place every six months over one year of follow-up for participants
enrolled in Jackson and New Orleans. During each assessment, participants wear a GPS tracker for two weeks. Thus this study [8] records GPS locations for a total of 10 weeks and 6 weeks, respectively, but splits the period of observation into several contiguous two week periods of GPS monitoring. These longer periods of observation time were suggested in [16] who found 17 weeks to be an adequate period of time to monitor human mobility based on geotagged social media data.

In this paper we lay out a theoretical framework for assessing the temporal stability of human mobility based on GPS location data. Such a framework is missing from the current statistical literature. Previous work [29, 16] on the assessment of the duration of GPS observation periods is based on empirical findings, and lack any theoretical underpinnings. We address this gap by introducing several measures of the temporal dynamics of spatiotemporal trajectories of individuals. We illustrate the use of these measures with publicly available data from a study that recorded GPS locations of 185 individuals that live in a city in Switzerland over the course of 18 months.

1.2 Methods

The spatiotemporal trajectory of an individual in a reference time frame $[t_{\text{min}}, t_{\text{max}}]$ and spatial observation window $\mathcal{W} \subset \mathbb{R}^2_+$ is a curve

$$X^{[t_{\text{min}}, t_{\text{max}}]} = \{ X(t) = (x_1(t), x_2(t)) : t \in [t_{\text{min}}, t_{\text{max}}] \} \subseteq \mathcal{W},$$

where $x_1(\cdot)$ and $x_2(\cdot)$ represent the longitude and latitude coordinates, respectively, and $X(t)$ is the location visited by this individual at time $t$. We assume that this curve is smooth: $x_1(\cdot)$ and $x_2(\cdot)$ have continuous derivatives. The length of the curve in Eq. (1.1) is defined as [6]:

$$L(X^{[t_{\text{min}}, t_{\text{max}}]}) = \int_{t_{\text{min}}}^{t_{\text{max}}} \sqrt{\left(\frac{dx_1(t)}{dt}\right)^2 + \left(\frac{dx_2(t)}{dt}\right)^2} \, dt. \quad (1.2)$$

The complete trajectory $X^{[t_{\text{min}}, t_{\text{max}}]}$ is never observed in the real world. Instead, $n$ observation times $t_1, \ldots, t_n$ are sampled from a distribution on $[t_{\text{min}}, t_{\text{max}}]$ with density $\rho(\cdot)$, and
the corresponding locations $X(t_1), \ldots, X(t_n)$ on the curve $X_{[t_{\text{min}}, t_{\text{max}}]}$ are recorded. These locations are realizations of a random variable $X(T)$ where $T \sim q(\cdot)$. Ideally we would like $T$ to follow a uniform distribution to have the same chance of recording a visited location anywhere in the reference time frame $[t_{\text{min}}, t_{\text{max}}]$. Due to technological limitations (e.g., GPS devices running out of power), heterogeneous built environments that prevent GPS devices to obtain a location (e.g., skyscrapers in downtown areas or buildings without windows and WIFI coverage), or human behavioral factors (e.g., individuals turning off their GPS devices around certain locations sensitive to them) the distribution of $T$ can be far from the uniform distribution.

We assume that GPS positional data from $K$ study participants were recorded. We denote by $X_{k_{[t_{\text{min}}, t_{\text{max}}]}} = \{X_k(t) : t \in [t_{\text{min}}, t_{\text{max}}]\}$ the unobserved spatiotemporal trajectory of the $k$-th study participant. The observation times in the reference time frame $[t_{\text{min}}, t_{\text{max}}]$ can vary between study participants. The GPS data for the $k$-th study participant are the time stamped longitude and latitude locations:

\[
\{X_{k,i} = X_k(t_{k,i}) : i = 1, \ldots, n_k\},
\]

where $n_k \geq 1$, the time $t_{k,i}$ was sampled from a distribution with density $\rho_k(\cdot)$ independently of the rest of the observation times, and $t_{\text{min}} \leq t_{k,1} \leq \ldots t_{k,n_k} \leq t_{\text{max}}$. Here $t_{k,i}$ represents the time when the $i$-th location of study participant $k$ was recorded. Our framework allows for the possibility of having different reference time frames for various groups of study participants.

1.2.1 Measuring the temporal stability of human mobility patterns

One possible measure of the dynamics of the spatiotemporal trajectory $X_{[t_{\text{min}}, t_{\text{max}}]}$ is the average velocity $V(\tau)$ at time $\tau$ which is a function $V(\tau)$ of the length of the subcurve $X_{[t_{\text{min}}, t_{\text{min}}+\tau]}$ of $X_{[t_{\text{min}}, t_{\text{max}}]}$ from Eq. (1.1):

\[
V(\tau) = \frac{1}{\tau} L(X_{[t_{\text{min}}, t_{\text{min}}+\tau]}),
\]
for $\tau \in (0, t_{\text{max}} - t_{\text{min}}]$ and $V(0) = 0$. A sample estimator of the average velocity for the $k$-th study participant is

$$\hat{V}_k(\tau) = \frac{1}{\tau} \sum_{\{i : t_{k,i}^+ \leq \tau\}} \|X_{k,i+1} - X_{k,i}\|,$$

(1.5)

where $\|X_{k,i+1} - X_{k,i}\|$ represents an estimate of the distance traveled between times $t_{k,i}$ and $t_{k,i+1}$. The average velocity is a straightforward way to quantify the dynamical characteristics of an individual, hence its stability can be used as an intuitive, easy to understand measure of temporal stability.

In what follows we will assume that study participants traveled in a straight line or “as the crow flies” between two consecutive observed GPS locations. This is the simplest assumption one can make which leads to an easy way of calculating Great Circle (WGS84 ellipsoid) distances between two spatial locations [3]. However, this assumption underestimates actual distances traveled, and consequently underestimates the average velocity. More accurate approximations of distances traveled can be defined based on the shortest distances between two locations on a road network that spans the spatial observation window $W$. Calculating distances based on a road network is more complex than calculating straight line distances, and involves significant GIS work since the maximum speed of travel on different segments of road needs to be taken into account [7]. Nevertheless, as the span of time between two consecutive observed locations becomes shorter, the difference between the road network and straight line distances decrease.

More generally, consider a stochastic process $Z = \{Z(\tau) : \tau \in [0, t_{\text{max}} - t_{\text{min}}]\}$, where $Z(\tau)$ is a mapping $f(\cdot)$ of the subcurve $X[t_{\text{min}}, t_{\text{min}} + \tau]$ into $\mathbb{R}_+$. The mapping $f(\cdot)$ is chosen such that

$$\lim_{\tau \to (t_{\text{max}} - t_{\text{min}})} Z(\tau) = Z(t_{\text{max}} - t_{\text{min}}).$$

We define the absolute percentage error (APE, henceforth) $\phi(Z; \tau)$ which measures the error made when approximating $Z(t_{\text{max}} - t_{\text{min}})$ with $Z(\tau)$ for $\tau \in [0, t_{\text{max}} - t_{\text{min}}]$:

$$\phi(Z; \tau) = \frac{|Z(\tau) - Z(t_{\text{max}} - t_{\text{min}})|}{Z(t_{\text{max}} - t_{\text{min}})}.$$

We quantify the temporal stability of the process $Z$ by introducing a related process called
the last crossing time process $LCT_Z = \{LCT_Z(\gamma) : \gamma \geq 0\}$, where

$$LCT_Z(\gamma) = \max \{\tau \in [0, t_{\text{max}} - t_{\text{min}}] : \phi(Z; \tau) > \gamma\}. \quad (1.6)$$

In Eq. (1.6), $LCT_Z(\gamma)$ is the last time when the APE made when $Z(t_{\text{max}} - t_{\text{min}})$ is approximated with $Z(\tau)$ is above a threshold $\gamma$. The last crossing time is well defined since

$$\lim_{\tau \to (t_{\text{max}} - t_{\text{min}})} \phi(Z; \tau) = 0.$$

Consider the process $Z_k = \{Z_k(\tau) : \tau \in [0, t_{\text{max}} - t_{\text{min}}]\}$ associated with the $k$-th study participant, $Z_k(\tau) = f \left( X_k^{[t_{\text{min}}, t_{\text{min}}+\tau]} \right)$, and let $\hat{Z}_k$ be its sample estimator based on the positional data in Eq. (1.3). The average velocity in Eq. (1.4) and its sample estimator in Eq. (1.5) are examples of processes $Z_k$ and $\hat{Z}_k$. A sample estimator of the last crossing time $LCT_{Z_k}(\gamma)$ is

$$\hat{LCT}_{Z_k}(\gamma) = \max_{i=1,\ldots,n_k} \left\{ t_{k,i} - t_{\text{min}} : \phi(\hat{Z}_k; t_{k,i} - t_{\text{min}}) > \gamma \right\}. \quad (1.7)$$

We note that $\hat{Z}_k(\tau)$ in the APE $\phi(\hat{Z}_k; \tau)$ is determined based on the locations recorded for the $k$-th study participant before time $\tau$: $\{X_{k,i} : t_{\text{min}} \leq t_{k,i} \leq \tau\}$. As an illustration, Figure 1.1 shows estimates of the average velocity of an individual in the MDC data, together with the last crossing time estimate at $\gamma = 0.1$. The threshold $\gamma$ is a precision threshold specified by the user. It reflects the analyst’s requirement on how stable the estimator (1.7) has to be. By decreasing $\gamma$, the stability of this estimator increases. Smaller values of $\gamma$ correspond with a more stable estimator. For example, the choice $\gamma = 0.1$ expresses a 10% relative error to a long term study.

The last crossing time of the APE associated with a process that is a function of the spatiotemporal trajectory of a study participant represents a measure of this individual’s mobility. Study participants that have more irregular mobility patterns (e.g., regular travel to locations at various distances from the individual’s residence that change after a few days or weeks) are expected to have larger last crossing times compared to study participants that travel to the same locations each week. An example individual with a very regular mobility pattern that travels every day from his home to his office and back by following the same route, and goes nowhere else will record an APE equal to 0 after one day which leads to last
Figure 1.1: Estimate of the average velocity (gray curve) of an individual in the MDC data over $t_{\text{max}} = 21$ weeks. The dashed line indicates the value of $\hat{V}(t_{\text{max}})$, and the two dotted lines represent the lower bound $(1 - \gamma)\hat{V}(t_{\text{max}})$ and the upper bound $(1 + \gamma)\hat{V}(t_{\text{max}})$ for $\gamma = 0.1$. These bounds correspond with times $\tau$ for which the APE $\phi(V; \tau) \leq \gamma$. The crosses denote the times $\tau$ for which $\phi(V; \tau) = \gamma$. The last crossing time for $\gamma = 0.1$ is marked with a triangle, and occurs at the end of week 10.

Previous work [29] on the temporal stability of spatiotemporal trajectories has used the mean absolute percentage error (MAPE) which is the average of the APE across study participants:

$$\bar{\phi}_K(\tau) = \frac{1}{K} \sum_{k=1}^{K} \phi(\hat{Z}_k; \tau).$$

(1.8)

We define two measures of the overall temporal stability of the spatiotemporal trajectories of multiple study participants. The first overall measure is the last crossing time process $\text{LCT}_{\bar{\phi}_K} = \{\text{LCT}_{\bar{\phi}_K}(\gamma) : \gamma \geq 0\}$ of the MAPE process $\bar{\phi}_K = \{\bar{\phi}_K(\tau) : \tau \in [0, t_{\text{max}} - t_{\text{min}}]\}$. We refer to this measure as $\text{LCT} - \text{MAPE}(Z)$. The second overall measure is defined as the average of the last crossing times of the APE of $\hat{Z}_k$ for $k = 1, \ldots, K$, i.e. $\overline{\text{LCT}}_K = \{\overline{\text{LCT}}_K(\gamma) : \gamma \geq 0\}$.
\(\gamma \geq 0\} \) where

\[
LCT_K(\gamma) = \frac{1}{K} \sum_{k=1}^{K} \text{LCT}_{Z_k}(\gamma).
\]

We denote this second measure by \(\overline{\text{LCT}} - \text{APE}(Z)\). These two measures are the same only if they are calculated for a single study participant \((K = 1)\). They are useful for comparing the temporal regularity of mobility patterns of groups of study participants (e.g., younger vs. older individuals, men vs. women, high SES vs. low SES).

1.2.2 The activity distribution of human mobility patterns

The average velocity associated with the spatiotemporal trajectory of an individual does not provide any information about the spatial configuration of locations visited. Consider two example individuals that drive without stopping with the same speed for a long period of time. The first example individual drives back and forth between two places \(A_1\) and \(A_2\). The second example individual drives in a cycle from a place \(A_1\) to another place \(A_2\), then to places \(A_3\) and \(A_4\), then back to place \(A_1\). Since the spatiotemporal trajectory of the second individual involves two additional places, more sample locations will be needed to understand the mobility pattern of the second individual compared to the mobility pattern of the first individual. However, the mobility patterns of these two example individuals will be indistinguishable based on the last crossing time process associated with their average velocity processes. We address this issue by introducing a distribution of the locations visited by an individual.

We assume that the observation window \(W\) is partitioned into a set of grid cells \(\mathcal{G} = \{G_1, \ldots, G_N\}\). Each location \(X(t)\) on the curve \(X[t_{\text{min}}, t_{\text{max}}]\) representing the spatiotemporal trajectory of an individual is mapped into a grid cell \(G(t) \in \mathcal{G}\). The observed locations for this individual mapped into \(\mathcal{G}\) are the sequence of grid cells \(g_1 = G(t_1), \ldots, g_n = G(t_n)\) that are realizations of a random variable \(G(T)\) where \(T\) is a random variable on \([t_{\text{min}}, t_{\text{max}}]\) with a distribution with density \(\rho(\cdot)\).
We define the activity distribution $\pi = (\pi_1, \ldots, \pi_N)$ over the grid cells $G$. Here $\pi_j$ represents the proportion of time in $[t_{\text{min}}, t_{\text{max}}]$ spent by an individual in cell $G_j \in G$. We assume that $T$ follows a uniform distribution on $[t_{\text{min}}, t_{\text{max}}]$, and define:

$$
\pi_j = P(G(T) = G_j), \quad \text{for } j = 1, \ldots, N.
$$

The activity distributions associated with the two example individuals we introduced earlier can differentiate between their mobility patterns if the grid cells in which $A_3$ and $A_4$ do not coincide with the grid cells of $A_1$ and $A_2$, and will show that the first example individual did not spend any time in the grid cells associated with $A_3$ and $A_4$. To employ activity distributions we need to have a method for recovering them from the available data.

The simplest estimator $\hat{\pi} = (\hat{\pi}_1, \ldots, \hat{\pi}_N)$ of the activity distribution $\pi$ is based on the relative frequency of visitation of the grid cells $G$:

$$
\hat{\pi}_j = \frac{1}{n} \sum_{i=1}^{n} 1(g_i = G_j), \quad \text{for } j = 1, \ldots, N.
$$

However, this estimator of $\pi$ is reasonable only if $T$ follows a uniform distribution as in Eq. (1.9). When $T$ follows an arbitrary distribution with density $\rho(\cdot)$, a better approach is to use a weighted average estimator $\tilde{\pi} = (\tilde{\pi}_1, \ldots, \tilde{\pi}_N)$ where:

$$
\tilde{\pi}_j = \frac{\sum_{i=1}^{n} \rho^{-1}(t_i) 1(g_i = G_j)}{\sum_{\ell=1}^{n} \rho^{-1}(t_\ell)}, \quad \text{for } j = 1, \ldots, N.
$$

Although this estimator can be shown to be statistically consistent, it requires knowledge of the density $\rho(\cdot)$. There are many methods for estimating $\rho(\cdot)$ from the data such as histograms or kernel density estimators [26]. We suggest using an estimation method that assumes that the distribution of $T$ is approximated by a piecewise uniform distribution. We take $t_0 = t_{\text{min}}$ and $t_{n+1} = t_{\text{max}}$. If $T$ is approximately uniform in $[t_{i-1}, t_{i+1}]$ for $i = 1, \ldots, n$, then $\rho^{-1}(t_i) \approx t_{i+1} - t_{i-1}$. This is a reasonable assumption if the times when locations are collected are roughly equally spaced in time (e.g., a location is collected every 10 minutes) since the mean of $t_i$ is $(t_{i+1} - t_{i-1})/2$. Thus an estimator of $\rho(\cdot)$ is

$$
\hat{\rho}(t_i) = \frac{\omega(t_i)}{\sum_{\ell=1}^{n} \omega(t_\ell)}, \quad \omega(t_i) = \frac{1}{t_{i+1} - t_{i-1}}, \quad \text{for } i = 1, \ldots, n.
$$
The weighted average estimator from Eq. (1.10) becomes
\[
\hat{\pi}_{o,j} = \frac{\sum_{i=1}^{n} \omega^{-1}(t_i) \mathbf{1}(g_i = G_j)}{\sum_{t=1}^{n} \omega^{-1}(t_t)} = \frac{\sum_{i=1}^{n}(t_{i+1} - t_{i-1}) \mathbf{1}(g_i = G_j)}{t_{\text{max}} - t_{\text{min}} + t_n - t_1}, \quad \text{for } j = 1, \ldots, N.
\]
(1.11)

We call \(\hat{\pi}_o = (\hat{\pi}_{o,1}, \ldots, \hat{\pi}_{o,N})\) the ordinary proportional time estimator of the activity distribution \(\pi\). This estimator relies on the assumption that the length of the time intervals in which an individual transitions between two grid cells is added to the time spent in both the grid cell they leave from, and the grid cell they arrive in. More specifically, assume that the consecutive observation times \(t_i\) and \(t_{i+1}\) are such that \(g_i \neq g_{i+1}\). Then \(\hat{\pi}_o\) allocates \((t_{i+1} - t_i)\) to the total time spent in both \(g_i\) and \(g_{i+1}\).

We introduce a second estimator \(\hat{\pi}_c = (\hat{\pi}_{c,1}, \ldots, \hat{\pi}_{c,N})\) of the activity distribution \(\pi\):
\[
\hat{\pi}_{c,j} = \frac{\sum_{i=2}^{n}(t_i - t_{i-1}) \mathbf{1}(g_i = g_{i-1} = G_j)}{\sum_{i=2}^{n}(t_i - t_{i-1}) \mathbf{1}(g_i = g_{i-1})}, \quad \text{for } j = 1, \ldots, N.
\]
(1.12)

We call \(\hat{\pi}_c\) the conservative proportional time estimator. This estimator is more conservative than the ordinary proportional time estimator \(\hat{\pi}_o\) from Eq. (1.11) in the sense that any time interval defined by consecutive observation times \(t_i\) and \(t_{i+1}\) such that \(g_i \neq g_{i+1}\) is ignored. That is, the time spent in a grid cell is calculated only based on time intervals in which an individual is known to have remained in that cell.

We show two important properties of the ordinary and the conservative proportional time estimators. First, we prove that both estimators are asymptotically equivalent. Second, we prove that both estimators are statistically consistent, that is, they will eventually recover the true activity distribution \(\pi\) if sufficient location data are available. These properties rely on the assumptions (S1), (S2) and (S3) below:

(S1) The length of the time intervals between consecutive observation times \(\max_{i=1,\ldots,n-1} |t_{i+1} - t_i| \to 0\) as the sampling rate \(n \to \infty\).

(S2) The sampling period is such that \(t_1 \to t_{\text{min}}\) and \(t_n \to t_{\text{max}}\) when \(n \to \infty\).
(S3) The number of transitions between grid cells is finite, i.e., there exists \( M < \infty \) such that \( \sum_{t \in [t_{\min}, t_{\max}]} 1(G(t+) \neq G(t-)) \leq M \), where \( G(t- \) and \( G(t+) \) are the left and right limits of \( G(\cdot) \) at \( t \).

Assumptions (S1) and (S2) describe the meaning of asymptotics in our context. They imply that the observation times \( t_1, \ldots, t_n \) will eventually be dense in the reference time frame, i.e., there will not exist a fixed region of \( [t_{\min}, t_{\max}] \) without any observation times when \( n \to \infty \). Assumption (S3) requires that the spatiotemporal trajectory \( X[t_{\min}, t_{\max}] \) is sufficiently smooth such that it will not jump between grid cells infinitely often.

**Theorem 1.2.1 (Asymptotic Equivalence Rule with Large Sampling Rate)** Under assumptions (S1), (S2) and (S3), the ordinary proportional time estimator \( \hat{\pi}_o \) from Eq. (1.11) and the conservative proportional time estimator \( \hat{\pi}_c \) from Eq. (1.12) are asymptotically the same.

The proof of this result is given in Appendix A.1.1. We can also show that the same assumptions imply that the two estimators are statistically consistent.

**Theorem 1.2.2 (Convergence Rule with Large Sampling Rate)** Under assumptions (S1), (S2) and (S3), the ordinary proportional time estimator \( \hat{\pi}_o \) from Eq. (1.11) and the conservative proportional time estimator \( \hat{\pi}_c \) from Eq. (1.12) converge to the true activity distribution \( \pi \) from Eq. (1.9).

The proof of this result is given in Appendix A.1.2.

### 1.2.3 Measuring the temporal stability of human activity distributions

We are interested in determining the temporal stability of the activity distribution of an individual. We assume that the reference time frame \( [t_{\min}, t_{\max}] \) is divided into \( D_{\text{max}} \) time periods of equal lengths (e.g., days or weeks). We denote by \( \pi^{(d)} \) the activity distribution from Eq. (1.12) associated with time period \( D, D = 1, \ldots, D_{\text{max}} \). Then \( \pi^{(D)} \) can be viewed as an
$N$-dimensional random vector whose distribution reflects the variability from time period to time period of the individual’s mobility patterns. With this understanding, we are interested in determining the expectation $\bar{\pi} = \mathbb{E}(\pi^{(D)})$. We call $\bar{\pi}$ the time period activity distribution (e.g., daily or weekly activity distribution). The $j$-th component of $\bar{\pi}$ is interpreted as the average proportion of time spent by the individual in grid cell $G_j$ in a given time period (a day or a week).

A simple estimator of $\bar{\pi}$ is

$$\hat{\bar{\pi}}(D) = \frac{1}{D} \sum_{d=1}^{D} \hat{\pi}^{(d)}, \quad \text{for } D = 1, \ldots, D_{\text{max}},$$

where $\hat{\pi}^{(d)}$ is the ordinary proportional time estimator $\hat{\pi}_o$ from Eq. (1.11) or the conservative proportional time estimator $\hat{\pi}_c$ from Eq. (1.12).

Because $\hat{\bar{\pi}}(D)$ is a consistent estimator of $\bar{\pi}$, the error we make when approximating $\bar{\pi}$ with $\hat{\bar{\pi}}(D)$ decreases as we observe the spatiotemporal trajectory of the individual for a larger number of time periods $D_{\text{max}}$. We define the last crossing time of the sequence of estimators $\{\hat{\bar{\pi}}(D) : D = 1, \ldots, D_{\text{max}}\}$ as follows:

$$\overline{\text{LCT}}_{\text{dist}}(\gamma) = \max_{D=1,\ldots,D_{\text{max}}} \left\{ D : \|\hat{\bar{\pi}}(D) - \hat{\bar{\pi}}(D_{\text{max}})\|_1 > \gamma \right\},$$

where $\|v\|_1$ is the usual $L_1$ norm for a vector $v$, i.e., $\|v\|_1 = \sum_i |v_i|$. Note in Eq. (1.14) we used the fact that $\|\hat{\bar{\pi}}(D)\|_1 = 1$ for any $D$.

The last crossing time in Eq. (1.14) is a measure of the temporal stability of the entire time period activity distribution $\bar{\pi}$. Individuals that spend approximately the same amount of time in the same places in every time period need to be observed for a smaller number of time periods to calculate estimator $\hat{\bar{\pi}}(D)$ with the same APE compared to individuals with heterogeneous mobility patterns that spend different amounts of times at locations that change substantially across time periods. Therefore $\overline{\text{LCT}}_{\text{dist}}(\gamma)$ will be smaller for individuals whose time period to time period mobility changes less, and larger for individuals with irregular mobility patterns.
The disadvantage of using the last crossing time in Eq. (1.14) as a measure of temporal stability comes from the fact that it gives the same weight to the error made when estimating the proportion of time spent in grid cells in which an individual spends a lot of their time, and to the grid cells in which the individual rarely visits. The number of grid cells with a large proportion of time spent in them is likely significantly smaller than the total number of grid cells $N$ because most people tend to spend time at their residence, to their work place and perhaps in a few other select locations. For this reason, the error made when estimating the proportion of time spent in grid cells with sparse presence could dominate the overall APE of $\hat{\pi}(D)$, and lead to larger values of $\bar{LCT}_{dist}(\gamma)$. To remedy this issue, we define a new measure of temporal stability that focuses on the grid cells in which an individual spends larger proportions of time.

We define the ranking time period activity distribution $\bar{\pi} = (\bar{\pi}_1, \ldots, \bar{\pi}_N)$ by replacing each component of $\pi$ with the sum of those components of $\pi$ that are no larger than that component, as follows [5]:

$$\bar{\pi}_j = \sum_{l=1}^{N} \bar{\pi}_l 1(\bar{\pi}_l \leq \bar{\pi}_j), \quad \text{for } j = 1, \ldots, N.$$  \hfill (1.15)

The $\alpha$-level set ($\alpha \in [0, 1]$) of $\bar{\pi}$ is defined to consist of all the grid cells whose corresponding components in $\bar{\pi}$ exceed $\alpha$:

$$L_\alpha = \{G_j : \bar{\pi}_j \geq \alpha\}. \hfill (1.16)$$

It turns out that the $\alpha$-level set covers grid cells whose total sum of components of $\pi$ is larger than $1 - \alpha$:

$$\sum_{G_j \in L_\alpha} \pi_j \geq 1 - \alpha.$$ 

Levels sets have an easy to understand interpretation: for a given level $\alpha$, say $\alpha = 0.7$, all the grid cells with a ranking time period activity distribution above 0.7 will jointly cover at least $(1 - 0.7) \cdot 100 = 30\%$ of the time in the time period. Values of $\alpha$ closer to 1 lead to level sets $L_\alpha$ with a smaller coverage that comprise only the grid cells in which the individual
spends the largest amounts of time. Values of \( \alpha \) close to 0 lead to level sets \( L_\alpha \) with a larger coverage that comprise the majority of grid cells the individual spent time in.

Let \( \hat{r}(D) \) be the ranking distribution of the estimator \( \hat{\pi}(D) \) of \( \pi \) in Eq. (1.13), and \( L_\alpha(D) \) be the \( \alpha \)-level set associated with \( \hat{r}(D) \) as in Eq. (1.16). Given a level \( \alpha \in [0,1] \) and a stability threshold \( \gamma > 0 \), we define the last crossing time of the sequence of level sets \( \{L_\alpha(D) : D = 1, \ldots, D_{\text{max}} \} \) as follows:

\[
\hat{\text{LCT}}_{\text{level},\alpha}(\gamma) = \max_{D=1,\ldots,D_{\text{max}}} \left\{ D : \frac{\|L_\alpha(D) \triangle L_\alpha(D_{\text{max}})\|}{\|L_\alpha(D_{\text{max}})\|} > \gamma \right\}, \tag{1.17}
\]

where \( \triangle \) denotes the symmetric difference of two sets, and \( \| \cdot \| \) denotes the number of elements in a set.

The LCT of the level sets from Eq. (1.17) is a measure of temporal stability of the time period activity distribution \( \bar{\pi} \) that takes into account only the error made when estimating the time spent in the grid cells in which an individual spent most of their time. For the same value of \( \gamma \), \( \hat{\text{LCT}}_{\text{level},\alpha}(\gamma) \) is decreasing as the level \( \alpha \) is increasing.

### 1.3 Application

The data we analyze comes from Nokia’s Mobile Data Challenge (MDC) [11, 14, 15]. This was a mobile computing research initiative focusing on generating a deeper scientific understanding of social and behavioral patterns related to mobile technologies. The study took place in Switzerland, and collected various types of longitudinal information including time stamped GPS data from the cell phones of 185 study participants over the course of 18 months. Demographic data such as age and sex is also available. There are approximately 57.5 million GPS location records. The average length of observation for study participants was about 55 weeks. These data are publicly available upon request from the Idiap Research Institute.

Most activities of daily living of the study participants took place in a rectangular area that we partitioned into \( 4000^2 \) square grid cells with sides of length 28 meters. The locations that do not belong to this spatial observation window were dropped. These locations typically
correspond with longer trips took by study participants away from their places of residency. Figure 1.2 displays summaries of the GPS locations that fall in our chosen spatial observation window.

![Figure 1.2: Summary information of the GPS location data. Left panel: histogram of the total length of observation for each study participant expressed in weeks. Right panel: histogram of the average number of GPS locations per week for each study participant.](image)

For each study participant, we calculated three measures of temporal stability of their mobility patterns: the last crossing time of the average velocity (LCT-velocity) as defined in Eq. (1.5) and Eq. (1.7), the last crossing time of the activity distribution (LCT-distribution) as defined in Eq. (1.14), and the last crossing time of the level sets of the weekly activity distribution as defined in Eq. (1.17). In the calculation of LCT-distribution and LCT-level set, we used the ordinary proportional time estimator defined in Eq. (1.11). We chose to use the ordinary proportional time estimator over the conservative proportional time estimator because the conservative proportional time estimator disregards the pairs of consecutive time points that are located in different grid cells. The conservative proportional time estimator would most likely yield a smaller sample size compared to the ordinary proportional time estimator. We used $\alpha = 0.2$ in the determination of level sets, and $\gamma = 0.2$ as the stability threshold for all three measures. The results are summarized in Table 1.1.
About 30 weeks of observation is needed until the mobility patterns stabilize according to the LCT-velocity measure. A longer period of time, 37 weeks, is needed until the weekly activity distribution stabilizes. The increased length of the period of observation for this measure is not surprising since it is based on an estimated of the full weekly activity distribution in $N = 4000^2$ grid cells. About half of this observation time (18 weeks) is needed to obtain estimates of the 0.2-level set of the weekly activity distribution which comprise the grid cells in which the study participants spend 80% of their weekly time.

We exemplify how the $\alpha$-level set $L_\alpha$ from Eq. (1.16) and its corresponding LCT-level set $\widehat{\text{LCT}}_{\text{level}, \alpha}(0.2)$ from Eq. (1.17) change for different values of $\alpha \in \{0, 1\}$. To this end, we define an adjacency graph $G_{\text{grid}}$ whose vertices are the $N = 4000^2$ grid cells in the spatial observation window. Two grid cells are connected by an edge in $G_{\text{grid}}$ if they share an edge or a corner in their arrangement in the spatial observation window [25, 3]. We denote by $G_{\text{grid}}(L_\alpha)$ the subgraph of $G_{\text{grid}}$ defined by the grid cells in $L_\alpha$. We chose a study participant, and determined the level set $L_\alpha$, the last crossing time $\widehat{\text{LCT}}_{\text{level}, \alpha}(0.2)$ and the number of connected components of $G_{\text{grid}}(L_\alpha)$ for $\alpha \in \{0.1, 0.2, \ldots, 1\}$ – see Figure 1.3. For smaller values of $\alpha$, $L_\alpha$ contains grid cells in which the study participant spend the largest proportion of time. When $\alpha \in \{0.1, 0.2, 0.3, 0.4\}$, $G_{\text{grid}}(L_\alpha)$ has one connected component which implies that the grid cells that belong to $L_\alpha$ are spatially adjacent, and define a single area in which the study participant spends larger amounts of time. The corresponding values of $\widehat{\text{LCT}}_{\text{level}, \alpha}(\gamma)$ are less than 20 weeks which represents the length of observation time needed for reliably

<table>
<thead>
<tr>
<th>Mobility Measure</th>
<th>Mean</th>
<th>Median</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCT-velocity</td>
<td>30.04</td>
<td>26</td>
<td>17.29</td>
</tr>
<tr>
<td>LCT-distribution</td>
<td>37.18</td>
<td>37</td>
<td>16.06</td>
</tr>
<tr>
<td>LCT-level set ($\alpha = 0.2$)</td>
<td>17.69</td>
<td>17</td>
<td>9.50</td>
</tr>
</tbody>
</table>
detecting this spatial area. For $\alpha \in \{0.5, 0.6\}$, $G_{\text{grid}}(L_\alpha)$ has two connected components, and for $\alpha \in \{0.7, 0.8\}$, $G_{\text{grid}}(L_\alpha)$, $G_{\text{grid}}(L_\alpha)$ has three connected components. Thus this study participant spends their time in grid cells that define two or three spatially contiguous areas. Since these areas include grid cells in which the study participant spends smaller proportions of their weekly time, the length of the observation time needed to identify these areas doubles to about 40 weeks. For $\alpha = 1$, $G_{\text{grid}}(L_\alpha)$ has 72 connected components because $L_\alpha$ includes grid cells in which the study participant spends very little time. Figure 1.3 shows that approximately 70 weeks of observation time are needed to detect these grid cells. The same type of plots constructed for other study participants show similar relationships between $\alpha$, $L_\alpha$, and $\hat{\text{LCT}}_{\text{level}, \alpha}(0.2)$.

![Figure 1.3: Values of the LCT-level sets $\hat{\text{LCT}}_{\text{level}, \alpha}(0.2)$ for $\alpha \in \{0.1, 0.2, \ldots, 1\}$ for an MDC study participant. The unit of time is weeks. The number of connected components of $G_{\text{grid}}(L_\alpha)$ defined by the $\alpha$-level sets $L_\alpha$ are shown above the curve.](image)

Next we want to determine whether the temporal stability of activity distributions varies by the demographic characteristics of the population. We group the study participants by sex (male, female) and age group (young age 15–34 years old, middle age 35–54 years old, and old age $\geq 55$ years old). For each of these five demographic groups, we calculated the average of the last crossing times of the activity distribution $\hat{\text{LCT}}_{\text{level}, \alpha}(0.2)$ for every
\( \alpha \in \{0.1, 0.2, \ldots, 1\} \). The resulting curves are presented in Figure 1.4. The last crossing times at all levels are similar for men and women (see the top left panel). As such, there do not seem to be any sex-based differences in the temporal stability of men and women who live in Switzerland. However, since Switzerland is known to be a country with very high equality between the two sexes, this finding might not extend to other countries with profound sex inequality.

In the top right and bottom panels of Figure 1.4, we find evidence that the average last crossing times decrease with age especially for levels below 0.5. This means that mobility patterns are more regular, and consequently are more temporally stable for older study participants compared to younger study participants. The average last crossing times are larger and become very similar across demographic groups for levels above 0.5 compared to smaller levels below 0.5. Thus study participants that belong to any of the five demographic groups tend to visit locations they do not typically visit. Longer observation periods are needed to successfully determine these locations. Nevertheless, in order to identify the areas in which study participants spend most of their time, Figure 1.4 suggests that 10 weeks of observation of GPS locations should suffice for individuals older than 55. Middle age individuals require about 15 weeks of observation time, while young individuals require about 20 weeks.

### 1.4 Discussion

The contribution we made in this paper is two fold. On the theoretical side, we proposed the use of last crossing time processes associated with spatiotemporal trajectories of individuals to assess the temporal stability of their mobility patterns. We defined several measures of the temporal dynamics of spatiotemporal trajectories based on the average velocity process, and on human activity distributions in a spatial observation window. We defined the ordinary and the conservative proportional time estimators of human activity distributions, and proved that they are consistent and asymptotically equivalent. We introduced the time period and the ranking time period activity distributions that capture the change in human activity
Figure 1.4: Mean values and 90% confidence intervals of the LCT-level sets $\hat{\text{LCT}}_{\text{level}, \alpha}(0.2)$ for $\alpha \in \{0.1, 0.2, \ldots, 1\}$ calculated for five demographic groups: sex (male, female), and age (young, middle, old).
distributions across time periods. We presented related estimators based on GPS location data.

On the empirical side, we analyzed GPS location data collected over a period of 18 months. The previous empirical study [29] that focused on assessing the duration of GPS studies is based on data collected over 30 days. By using our new statistical methods and GPS data collected over a much longer period of time, we determined that GPS monitoring needs to be done for at least 15 weeks which represents a minimum study duration about 7 times longer than the 14 days minimum duration recommended in [29]. We also put forward the idea that the duration of GPS studies should be assessed by demographic groups. We determined that younger population groups should be monitored for longer periods of time compared to middle age population groups because of their more irregular patterns of mobility. On the other hand, shorter monitoring periods might be needed for older population groups that exhibit mobility patterns that are temporally more stable. We also suggest using our methods to assess the need for different time spans of GPS monitoring for men and women in countries with a known history of inequality between the two sexes. To the best of our knowledge, differential periods of GPS data collection based on demographic groups has not been discussed before. Our work suggests that GPS study designs should take demographic groups into account.
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Appendix A

APPENDIX

A.1 Proofs of theoretical results

A.1.1 Proof of Theorem 1.2.1

We note that the ordinary proportional time estimator in Eq. (1.11) can be written as

\[ \hat{\pi}_{o,j} = \frac{1}{2} \sum_{i=2}^{n-1} (t_{i+1} - t_i) \mathbb{1}(g_i = G_j) \]

where \( T = t_{\text{max}} - t_{\text{min}} \). We will first show that the denominators of \( \hat{\pi}_{o,j} \) and \( \hat{\pi}_{c,j} \) are asymptotically the same. Assumption (S2) implies that \( \frac{1}{2}(T + t_n - t_1) \to T \), which shows the asymptotic behavior of the denominator of \( \hat{\pi}_{o,j} \). For \( \hat{\pi}_{c,j} \), we have

\[ \sum_{i=2}^{n} (t_i - t_{i-1}) \mathbb{1}(g_i = g_{i-1}) = \sum_{i=2}^{n} (t_i - t_{i-1}) - \sum_{i=2}^{n} (t_i - t_{i-1}) \mathbb{1}(g_i \neq g_{i-1}), \]

\[ = T - \sum_{i=2}^{n} (t_i - t_{i-1}) \mathbb{1}(g_i \neq g_{i-1}), \]

\[ \geq T - M \max_i |t_{i+1} - t_i|, \]

\[ \to T, \]

where \( M \) is the constant from assumption (S3). The limit in the above equation is due to assumption (S1). Thus, the denominators of \( \hat{\pi}_{o,j} \) and \( \hat{\pi}_{c,j} \) are asymptotically the same. Next we focus on the numerators of the two estimators.

The numerator of \( \hat{\pi}_{c,j} \) can be written as

\[ \sum_{i=2}^{n} (t_{i+1} - t_i) \mathbb{1}(g_{i+1} = g_i = G_j) = \sum_{i=2}^{n} A_i, \]
where \( A_i = (t_{i+1} - t_i) \mathbf{1}(g_{i+1} = g_i = G_j) \). Let \( B_i = \frac{t_{i+1} - t_{i-1}}{2} \mathbf{1}(g_i = G_j) \). Using Eq. (A.1), the numerator of \( \hat{\pi}_{o,j} \) can be written as
\[
\frac{1}{2} \sum_{i=2}^{n-1} (t_{i+1} - t_{i-1}) \mathbf{1}(g_i = G_j) = \sum_{i=2}^{n-1} B_i.
\]
When \( g_{i-1} = g_i = g_{i+1} = G_j \), we have \( 2B_i = A_i + A_{i-1} \). By assumption (S3), there are at most \( 2M \) number of time points \( t_i \) such that the equality \( g_{i-1} = g_i = g_{i+1} = G_j \) does not hold. Thus
\[
\sum_{i=2}^{n-1} B_i \mathbf{1}(g_{i-1} = g_i = g_{i+1} = G_j) \geq \sum_{i=2}^{n-1} B_i - 2M \cdot \max_i |t_{i+1} - t_i|,
\]
which implies that
\[
\hat{\pi}_{o,j} \to \frac{1}{T} \sum_{i=2}^{n-1} B_i \mathbf{1}(g_{i-1} = g_i = g_{i+1} = G_j),
\]
\[
= \frac{1}{T} \sum_{i=2}^{n-1} \frac{A_i + A_{i-1}}{2} \mathbf{1}(g_{i-1} = g_i = g_{i+1} = G_j). \tag{A.2}
\]
Again, using the fact that there are at most \( 2M \) number of time points \( t_i \) such that the equality \( g_{i-1} = g_i = g_{i+1} = G_j \) does not hold, we obtain
\[
\sum_{i=2}^{n-1} A_i \mathbf{1}(g_{i-1} = g_i = g_{i+1} = G_j) \geq \sum_{i=2}^{n} A_i - (2M + 1) \cdot \max_i |t_{i+1} - t_i|,
\]
\[
\sum_{i=2}^{n-1} A_{i-1} \mathbf{1}(g_{i-1} = g_i = g_{i+1} = G_j) \geq \sum_{i=2}^{n} A_i - (2M + 1) \cdot \max_i |t_{i+1} - t_i|.
\]
It follows that
\[
\hat{\pi}_{c,j} = \frac{\sum_{i=2}^{n} (t_i - t_{i-1}) \mathbf{1}(g_i = g_{i-1} = G_j)}{\sum_{i=2}^{n} (t_i - t_{i-1}) \mathbf{1}(g_i = g_{i-1})} \to \frac{1}{T} \sum_{i=2}^{n} A_i,
\]
\[
\to \frac{1}{T} \sum_{i=2}^{n-1} \frac{A_i + A_{i-1}}{2} \mathbf{1}(g_{i-1} = g_i = g_{i+1} = G_j),
\]
which is the same limit in Eq. (A.2) we obtained for \( \hat{\pi}_{o,j} \). Therefore the numerators of \( \hat{\pi}_{o,j} \) and \( \hat{\pi}_{c,j} \) are asymptotically the same, which proves that \( \hat{\pi}_{o,j} \) and \( \hat{\pi}_{c,j} \) are asymptotically equal.
A.1.2 Proof of Theorem 1.2.2

Theorem 1.2.1 proves that the two estimators are asymptotically equivalent. Thus, we only need to derive the convergence of one of the two estimators to the true activity distribution \( \pi = (\pi_1, \ldots, \pi_N) \) from Eq. (1.9). In what follows we focus on the conservative proportional time estimator.

Without loss of generality, we assume that there exist \( K \geq 1 \) disjoint time intervals in which the individual is inside grid cell \( G_j \), i.e., there are \([a_1, b_1], \ldots, [a_K, b_K]\) such that \( a_i < b_i < a_{i+1} \) for \( i = 1, \ldots, K-1 \), \( t_{\min} \leq a_1, b_K \leq t_{\max} \) and

\[
\{t : G(t) \in G_j\} = [a_1, b_1] \cup \cdots \cup [a_K, b_K].
\]

Since, in the definition of the true activity distribution \( \pi \), \( T \) follows a uniform distribution on the reference time frame \([t_{\min}, t_{\max}]\), we can express \( \pi_j \) as

\[
\pi_j = P(G(T) \in G_j) = \sum_{k=1}^{K} P(T \in [a_k, b_k]) = \frac{1}{T} \sum_{k=1}^{K} (b_k - a_k).
\]

As before, \( T = t_{\max} - t_{\min} \).

For the interval \([a_k, b_k]\), we let \( t_{i_*} \) be the first observation time after \( a_k \), and \( t_{i_{**}} \) be the last observation time before \( b_k \):

\[
t_{i_*} \geq a_k, \quad t_{i_*-1} < a_k, \quad t_{i_{**}+1} > b_k, \quad t_{i_{**}} \leq b_k.
\]

Because \( G(t) \in G_j \) for all \( t \in [a_k, b_k] \), we have \( g_i \in G_j \) for all \( i \in \{i_*, i_* + 1, \ldots, i_{**}\} \). The conservative proportional time estimator estimates the length of the interval \([a_k, b_k]\) based on the length of the interval \([t_{i_*}, t_{i_{**}}]\). The corresponding error is

\[
|(b_k - a_k) - (t_{i_{**}} - t_{i_*})| \leq t_{i_*} - a_k + b_k - t_{i_{**}},
\]

\[
\leq (t_{i_*} - t_{i_*-1}) + (t_{i_{**}+1} - t_{i_{**}}),
\]

\[
\leq 2 \max_{i=1,\ldots,n-1} |t_{i+1} - t_i| \to 0,
\]

due to assumption (S1).
By applying the above argument to each interval \([a_k, b_k], k = 1, \ldots, K\), we conclude that

\[
\sum_{i=2}^{n}(t_i - t_{i-1})\mathbf{1}(g_i = G_j) \rightarrow \sum_{k=1}^{K}(b_k - a_k).
\]

Because

\[
\sum_{i=2}^{n}(t_i - t_{i-1})\mathbf{1}(g_i = G_j) \geq \sum_{i=2}^{n}(t_i - t_{i-1})\mathbf{1}(g_i = g_{i-1} = G_j) - M \cdot \max_{i=1, \ldots, n-1} |t_{i+1} - t_i|,
\]

we further conclude that

\[
\sum_{i=2}^{n}(t_i - t_{i-1})\mathbf{1}(g_i = g_{i-1} = G_j) \rightarrow \sum_{k=1}^{K}(b_k - a_k).
\]

This proves the convergence of the conservative proportional estimator to the true activity distribution:

\[
\hat{\pi}_{c,j} \rightarrow \frac{\sum_{i=2}^{n}(t_i - t_{i-1})\mathbf{1}(g_i = g_{i-1} = G_j)}{T},
\]

\[
= \frac{\sum_{k=1}^{K}(b_k - a_k)}{T},
\]

\[
= \pi_j.
\]