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Multimodal emotion recognition has long been a popular topic in affective computing since it significantly enhances the performance compared with that of a single modality. Among all, the combination of electroencephalography (EEG) and eye movement signals is one of the most attractive practices due to their complementarity and objectivity. However, the high cost and inconvenience of EEG signal acquisition severely hamper the popularization of multimodal emotion recognition in practical scenarios, while eye movement signals are much easier to acquire. To increase the feasibility and the generalization ability of emotion decoding without compromising the performance, we propose a generative adversarial network-based framework. In our model, a single modality of eye movements is used as input and it is capable of mapping the information onto multimodal features. Experimental results on SEED series datasets with different emotion categories demonstrate that our model with multimodal features generated by the single eye movement modality maintains competitive accuracies compared to those with multimodality input and drastically outperforms those single-modal emotion classifiers. This illustrates that the model has the potential to reduce the dependence on multimodalities without sacrificing performance which makes emotion recognition more applicable and practicable.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>List of Figures</td>
<td>ii</td>
</tr>
<tr>
<td>List of Tables</td>
<td>iii</td>
</tr>
<tr>
<td>Chapter 1: INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>Chapter 2: RELATED WORK</td>
<td>4</td>
</tr>
<tr>
<td>Chapter 3: METHODS</td>
<td>7</td>
</tr>
<tr>
<td>3.1 Overview</td>
<td>7</td>
</tr>
<tr>
<td>3.2 Training Stage I: Multimodal Feature Extraction</td>
<td>7</td>
</tr>
<tr>
<td>3.3 Training Stage II: Multimodal Feature Generation</td>
<td>11</td>
</tr>
<tr>
<td>3.4 Test Stage: Emotion Classification</td>
<td>13</td>
</tr>
<tr>
<td>Chapter 4: EXPERIMENTS</td>
<td>14</td>
</tr>
<tr>
<td>4.1 Public Datasets</td>
<td>14</td>
</tr>
<tr>
<td>4.2 Implementation Details</td>
<td>16</td>
</tr>
<tr>
<td>4.3 Experimental Results</td>
<td>17</td>
</tr>
<tr>
<td>Chapter 5: CONCLUSIONS AND FUTURE WORK</td>
<td>23</td>
</tr>
<tr>
<td>Bibliography</td>
<td>25</td>
</tr>
</tbody>
</table>
# LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure Number</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>The framework of our system</td>
<td>8</td>
</tr>
<tr>
<td>4.1</td>
<td>Emotion feature visualization</td>
<td>17</td>
</tr>
<tr>
<td>4.2</td>
<td>Confusion matrices based on the SEED-V dataset</td>
<td>20</td>
</tr>
</tbody>
</table>
# LIST OF TABLES

<table>
<thead>
<tr>
<th>Table Number</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>Comparisons of datasets employed.</td>
<td>15</td>
</tr>
<tr>
<td>4.2</td>
<td>Average accuracies and standard deviations (%) of different methods on 3</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>datasets</td>
<td></td>
</tr>
</tbody>
</table>
COVID-19 makes things harder. I sincerely appreciate everyone who offered me help and guidance during the past three years.

I would like to thank my advisor Fei first. She always listens patiently to my wildest ideas and gives useful insights on what to do next. Without her support, I could not have completed our program successfully.

I also want to thank my reader Qi, who I did research assistant for. Besides the research, she helped me so much in my Ph.D. application and fully backed me to pursue my dream in the field I have passion for.

I really appreciate my advisor, professor Bao-Liang Lu, of my internship during the gap year. Being part of BCMI lab taught me how to be a researcher which mattered a lot when I did the big decision in my life. I’m super grateful for this opportunity.

One of the greatest gains I got from BCMI lab is being mentored by Dr. Liming Zhao. It was him who guided me step by step through the darkness both in research and in life. It is my pleasure to become friends with him.

I appreciate my partner Jessie more than words can say. She is always there when I need with endless patience and love.

Most importantly, I would like to thank my parents. They always trust me and support my decision unconditionally. This gives me great courage to face all difficulties.
Emotions penetrate our life everywhere and every day and play an important role in the way we think and behave. Accordingly, the emotion intelligence is gradually attracting more attention, especially with the prospects of deep learning. It can be divided into three stages: emotion recognition, emotion understanding, and emotion regulation, offering enormous potential to be used in broad scenarios such as medical diagnosis and treatment, interpersonal relationship improvement, and user experience optimization of general artificial intelligence applications. As the primary step and a salient milestone [5], emotion recognition maintains wide popularity among researchers. Many studies have attempted to find effective modalities to measure emotions, taking facial expression [6, 58, 22], eye movements [45], EEG signals [3, 57], and speech [11, 18] as examples. However, the performances of those individual modalities remain at inadequate levels that cannot be generalized because emotions are complex psychophysiological processes associated with both internal and external activities.

These unsatisfactory findings urge scholars to explore new ways to model the characteristics of emotions. Inspired by the different aspects of information provided by different modalities, some pioneers started to integrate multiple modalities to determine whether the complementary information can help recognize emotions better, and many studies indeed have shown that multimodal fusion emotion recognition methods would achieve better performances than those based on a single modality. Among all groups, the combination of EEG signals, reflecting internal physiological responses, and eye movements, representing external subconscious behaviors, has been proven to be a promising approach with high interpretability [45]. Zheng et al. first adopted a multimodal emotion recognition framework by combining these two modalities in three-class emotion recognition (happy, sad and neu-
The impressive experimental results show that the feature-level fusion strategy works well [55]. Liu et al. dramatically advanced the state-of-the-art performance of this task by extracting high-level fusion features with a deep neural network model called bimodal deep autoencoder [27].

Although multimodal fusion can achieve better results in emotion recognition, involving more modalities means that there are more possible restrictions in real applications. For example, the process of collecting EEG signals is very complicated. In addition to several inevitable preparations, such as wearing electrode caps and injecting conductive gel, we have to guarantee that the acquisition environment is quiet and without disturbance, since the signals are very subtle and sensitive to interference, thus impeding their use in practical scenarios. Comparatively, other physiological signals are much easier to collect. For instance, eye movement signals can be gathered with small pieces of glasses [28]. Nevertheless, considering the irreplaceability of EEG among all modalities, it is urgent to figure out how to make use of the EEG modality without being constrained by its limitations.

Two solutions stand out from other methods. One is cross-modal transfer using signals from one modality as an input and predicting when being given the other modality [40], and the other is multimodal feature generation based on a single modality. Researchers in the computer vision field innovatively proposed the idea of matching the image features with trained EEG features and therefore use the EEG-based classifier to automatically categorize objects [47]. Jiang et al. [20] was the first to apply their ideas in the emotion recognition task. Deep regression neural networks are used to find the regressive connection between the bimodal high-level representations and eye movement features. However, the relationship might not be linear, and this model does not fit the characteristics of the modalities used. Besides, they only examined on one dataset, which is insufficient to judge the performance.

Based on these previous attempts, we decide to map the features from a single modality into high-dimensional multimodal features. In this way, signals from multimodalities are not required as input, while the multimodal knowledge has been encoded into the model in the training stage and assists in emotion recognition. To extract the relationship between eye
movement features and multimodal features, we adopt the bimodal deep autoencoder [34] to get this information. Distinguished from Jiang et al. [20], using eye movement features as control conditions, a compact yet effective model originating from the conditional generative adversarial networks (CGANs) can generate the corresponding multimodal features by adversarial learning for each emotion class. We conduct experiments on three SEED series datasets with different numbers of emotion classes (3, 4, and 5) to examine the generalization ability of our model. Extensive experimental results demonstrate that the generative representations achieve competitive performance compared with those using multimodal input, leaving room for reducing modality dependence which makes the technique more practicable.
Chapter 2

RELATED WORK

Multiple physiological modalities have been utilized by researchers to classify emotions. In the literature, there are a surprising number of studies using eye movement signals to perform this task because it not only can observe the users’ states naturally and efficiently [4, 45] but also is easy to wear. Lu’s comprehensive experimental results prove that pupil diameter, dispersion, fixation duration, saccade duration, saccade amplitude, and nine event statistics are distinguishable for emotions, which could be used as efficient features for emotion recognition [28]. However, even the recognition accuracy provided by the state-of-the-art model is not ideal enough to be used in applications. Meanwhile, another group of researchers focusing on EEG signals were surprised by their potentials in emotion recognition [46, 23]. Alarcao et al. [1] conducted a detailed survey about EEG-based emotion recognition, including stimuli, feature extraction, and classifiers.

Considering that emotions are complex psycho-physiological phenomena in nature, scientists turn to build more robust emotion recognition models based on multimodalities that may contain complementary information. This idea has been utilized by researchers from many other fields, including natural language processing (NLP). Text usually teams up with image or audio to boost the performance of models in many tasks. For example, Jain et al. [19], Audebert et al. [2], and Li et al. [25] used semantic information together with visual cues to classify documents. Besides, many studies [32, 14] in captioning and image classification also rely on the cooperation between caption/description and image. Even the traditional NLP task, i.e. machine translation, benefits from multimodal learning by introducing information from other modalities like static images to improve translation quality [7, 52]. For multimodal sentiment analysis, Poria et al. [37] and Wang et al. [49] proposed
several convolutional neural networks (CNNs)-based approaches while Zadeh et al. [53] further improved the performance via an end-to-end fusion method which explicitly represents multimodal interactions between behaviors.

Similar to the group of text and image in NLP, the combination of eye movements and EEG has been gaining much attention in BCIs as a good representative for external behavior activities and internal physiological changes [45, 55, 28]. Zheng et al. [55] innovatively combined them and examined on both feature-level fusion and decision-level fusion. The improvement on performances of this groundbreaking work inspired Lu et al. [28] to testify their relationships and utilize the advantages of it with various modality fusion strategies in emotion recognition. Besides, Liu et al. attempted to use multimodal deep learning techniques to model this task [27]. These studies have suggested that modality fusion seems to be a reliable approach since it significantly enhances the performance compared with a single modality.

Although this complementary collocation achieves satisfying performance, it is unfeasible to put it into large-scale applications due to the inconvenience of data acquisition and inter-subject variability of EEG signals. To overcome this issue, cross-modal transfer learning has a growing body of literature that can be categorized into two threads. One is figuring out the relationship between two modalities, conducting a one-to-one mapping and therefore avoid using one of them in the test stage. The other is to perform joint learning on multimodalities and data generation in training and then use one single modality for testing. Both ways have been supported with successful cases from NLP, computer vision, etc. For example, Scott et al. [40] developed a novel deep GANs architecture to effectively bridge the semantic relationship between texts and graphs through transforming visual concepts from characters to pixels. Xu et al. [51] also tried to generate images from text based on GANs. DALLE 2 [39] and Imagen [42] are two representatives of the state-of-the-art models on the text-to-image task. Other cross-modal tasks between image and text, e.g. bidirectional generation, also attract many researchers [8, 21].

There have been many projects trying to leverage the rich information from EEG in
multiple research areas. Palazzo et al. [35] attempted to generate corresponding images from EEG signals by combining an LSTM recurrent neural network with conditional GANs. At the same time, Spampinato et al. [47] conducted an RNN-based method to learn visual stimuli-evoked EEG data and used a CNN-based approach to regress images into the learned EEG representation, thus enabling automated visual classification in a brain-based visual object manifold. Jiang et al. [20] pioneeringly tested those methods in the emotion recognition field but in a regressive way, which is not suitable for EEG and leaves room for others to explore more methods. Besides, to the best of our knowledge, there is limited work to address the problems of one-to-more cross-modal transfer in the field of emotion recognition. In the following sections, we will present our proposed method to tackle the fore-mentioned problems.
Chapter 3

METHODS

This chapter walks through each main part of the model and explains structures and the dataflow in details.

3.1 Overview

Our goal is to increase the practicability of the system by utilizing features from a single modality to obtain predictions as accurate as those produced using multimodalities with the help of synthetic multimodal high-dimensional features.

Three categories of features are involved in the whole process, including single-modal features from eye movements, real multimodal features from both EEG and eye movements, and generated multimodal features. As shown in Figure 3.1, the training process can be divided into two phases. Training stage I focuses on multimodal feature fusion to extract real multimodal features with a bimodal deep autoencoder. In training stage II, we adopt conditional generative adversarial networks to generate synthetic multimodal features with single eye movement features. With respect to the test stage, only the eye movement modality is needed as input. The whole process is illustrated in Algorithm 1.

3.2 Training Stage I: Multimodal Feature Extraction

The quality of real multimodal features is of great importance in the whole process. Multimodal feature generation is fundamentally a question of high-dimensional data generation. In general, the features can be engineered by extracting high-dimensional emotion information from eye movement signals and corresponding EEG signals. Specifically, for each sampling point $i$, we align the eye movement signal $\mathbf{X}_{\text{EYE}i} \in \mathbb{R}^n$, where $n$ represents the dimension
Figure 3.1: The framework of our system. The training stage can be divided into two parts as multimodal feature extraction and multimodal feature generation. In the test phase, only eye movement signals are needed. The shaded $G$ and $C$ indicate that they have been trained.

of the eye movement feature, with the corresponding EEG signal $X_{EEG} \in \mathbb{R}^m$, where $m$ represents the dimension of the EEG feature.

We choose one of the classic modality fusion methods to extract the high-dimensional
multimodal emotion representations from both EEG and eye movement features, namely the bimodal deep autoencoder [34] shown in training stage I in Figure 3.1 marked with the red lines. There are two steps in the procedure of the bimodal deep autoencoder. The first is encoding, containing two encoders, $E_{EEG}$ for encoding EEG features and $E_{EYE}$ for eye movements. The nature of the encoder is the restricted Boltzmann machine (RBM) [44]. We then train an RBM over the pretrained layers for each modality to model the relationships between them as high-level multimodal representations ($r$). The second step is decoding. As a process symmetrical to encoding, this step reconstructs the original input representations with $D_{EEG}$ and $D_{EYE}$.

For the emotion classifier, we apply a multilayer perceptron (MLP) as the classifier $C$, which is a feed-forward network. The classifier is trained in the training stage and takes different kinds of features as input. We train the model by minimizing the following loss:

$$\mathcal{L} = \mathcal{L}_{\text{recon}} + \mathcal{L}_c$$  \hspace{1cm} (1)

where the reconstruction loss $\mathcal{L}_{\text{recon}}$ is calculated by the mean squared error:

$$\mathcal{L}_{\text{recon}} = \frac{1}{k} \| X - X' \|^2_2,$$  \hspace{1cm} (2)

where $k$ is the number of features and $\| \cdot \|^2_2$ is the squared $L_2$-norm. For the cross-entropy loss $\mathcal{L}_c$ of the emotion classifier $C$, the related formula is as follows:

$$\mathcal{L}_c = - \sum_i y_i \log \hat{y}_i$$  \hspace{1cm} (3)

where $y_i$ is the ground truth emotion label for input $x_i$.

Although there are many multimodal encoders to use, our intuition to choose the bimodal deep autoencoder is that the success of the high-dimensional feature decoding process demonstrates that the extracted representations are of high quality and mutually separable in feature space and are qualified to be used to construct a preferable emotion recognition system. Note that in this stage, features from multimodalities are needed.
Algorithm 1: CGAN-based multimodal feature generation algorithm

Input:
- EEG data $X_{EEG}$.
- Eye movement data $X_{EYE}$.
- Divide the training and test sets according to cross-validation.

Output: Recognition accuracy of test data.

Training Stage I:
1. Initialize encoders $E_{EEG}$ and $E_{EYE}$, decoders $D_{EEG}$ and $D_{EYE}$, and emotion classifier $C$.
2. for $j=1:n$ do
3.   Optimize $E_{EEG}$, $E_{EYE}$, $D_{EEG}$, $D_{EYE}$, and $C$ by minimizing Equation (1).
4. end
5. return multimodal features $r$ and trained emotion classifier $C$.

Training Stage II:
6. Initialize the generator $G$ and discriminator $D$.
7. for $j=1:n$ do
8.   Concatenate random noise and eye movement features in the training set.
9.   Optimize $G$ and $D$ by minimizing Equation (5).
10. end
11. return trained $G$.

Test Phase:
12. Concatenate random noise and eye movement features in the test set.
13. Generate the multimodal feature using trained $G$.
14. Use the trained classifier $C$ for emotion recognition.
15. return predicted emotion label.
3.3 Training Stage II: Multimodal Feature Generation

Inspired by the broad usage and good performance of generative adversarial networks (GANs) in data augmentation, we select GANs as our basic framework for multimodal feature generation. In the standard GAN structure, a generator $G$ is constructed to produce realistic-like data distribution $p_G$ with mapping function $G(z)$, where $z$ is noise sampled from a noise distribution $p_z(z)$. Besides, a discriminator $D$ is built to play a minimax game against $G$ by distinguishing whether the given sample is in real distribution $p_r$ or generated distribution $p_G$. The generator-discriminator minimax game for continuous data can be formulated as follows:

$$\min_G \max_D \mathcal{L}(D, G) = \mathbb{E}_{r \sim p_r}(\log(D(r))) + \mathbb{E}_{z \sim p_z(z)}(\log(1 - D(G(z))))$$  \hspace{1cm} (4)$$

We can see that the standard GAN framework requires the generated data to be differentiable so that the gradient can backpropagate from $D$ to $G$ to update the parameters. This constraint impedes the application of standard GANs to continuous data, i.e., multimodal data. In multimodal data generation tasks, different multimodal data are often associated with the same category, which represents a discrete many-to-one mapping.

This problem can be solved by the conditional probabilistic generative model, where the input is combined with a conditioning variable and generates a conditional predictive distribution. The structure of conditional generative adversarial networks (CGANs) [33] is depicted in Figure 3.1. The eye movement features are taken as conditions to guide the generator to produce the corresponding multimodal features from noise. The discrimination results of $D$ are used to construct the predefined loss function to guide the training of $G$ to guarantee that $G$ can produce realistic and eligible multimodal features. More details of our model are described in the following subsections.

3.3.1 Generator

We employ a fully connected deep neural network (FC-DNN) as our generative model. The FC-DNN generator is composed of multiple fully connected regression layers with $tanh$ or
sigmoid activation functions. Other variants of DNN may also be used as the generative model, but a typical FC-DNN can efficiently map the input embedding representation to high-dimensional hidden features, i.e., multimodal emotion features. It is notable that the existing vanishing gradient problem [16] deteriorates the training performance of the generator. This means that during the initial training stage or when \( D \) is well learned, \( D \) can always reject the generated multimodal features with high confidence so that the gradient guiding \( G \) training will approach zero, and the updates of the generator nearly stop. To solve this problem, we improve the FC-DNN model by replacing the sigmoid activation function with the Leaky ReLU activation function for the head layers.

As shown in Figure 3.1, to impose the conditional constraint, we feed the eye movement features \( X_{EYE} \) into our FC-DNN generator after concatenation with input noise. The motivation behind this operation is to help \( G \) generate multimodal features conditioned based on emotional states. Note that the explicit emotion category is unknown during the real-time emotion classification phase. However, eye movement features capture the emotion information and can be treated as an encoded emotion class label.

### 3.3.2 Discriminator

The discriminator needs to be a determination function \( D(x) \) to generate a single scalar to represent the probability, where \( x \) comes from \( p_r \) rather than \( p_G \). We also choose FC-DNN as our discriminator. The concatenation of eye movement features constraint \( X_{EYE} \) with multimodal features \( r \) or \( r_G \) as the input is then fed into the discriminator to output the probability that the multimodal feature comes from the real distribution.

Given the generator \( G \) and discriminator \( D \) with the additional conditional constraint of eye movement features, the objectives of our optimization problem based on the original GAN framework can be rewritten from Equation 4 to Equation 5 as:

\[
\min_{G_{\theta}} \max_{D_{\phi}} \mathcal{L}(D_{\phi}, G_{\theta}) = \mathbb{E}_{(r, X_{EYE}) \sim p_d(r)}[\log(D_{\phi}(r, X_{EYE}))] + \\
\mathbb{E}_{r_G \sim G_{\theta}(\cdot|x_{EYE})}[\log(1 - D_{\phi}(r_G, X_{EYE}))],
\]
where $\theta$ and $\phi$ denote the parameters of the generator and discriminator, respectively, and $X_{EYE}$ is the eye movement constraint. Here, we sample the input noise from the Gaussian noise distribution. The maximum term of $\mathcal{L}(D_\phi, G_\theta)$ (losses of discriminator) and the minimum term of $\mathcal{L}(D_\phi, G_\theta)$ (losses of generator) are optimized in an alternating procedure.

### 3.4 Test Stage: Emotion Classification

As presented in Figure 3.1, the test data flows according to the blue lines. Using single-modal eye movement features, the trained $G$ can generate corresponding generated multimodal features $r_G$ and pass them to the trained emotion classifier $C$ to predict the emotion.
Chapter 4

EXPERIMENTS

In this chapter, we first introduce the datasets we use. Our implementation details are described in the second session. Finally, we evaluate our model and report the experimental results by comparing with other baselines.

4.1 Public Datasets

To comprehensively verify the performance of our model, we test it on a series of public affective EEG datasets for emotion recognition, including SEED [57], SEED-IV [56], and SEED-V [26] \(^1\). The basic information of three datasets is listed in Table 4.1.

4.1.1 Stimuli

Several rigorously screened Chinese movie clips are used to elicit the desired target emotion. There are various kinds of stimuli types for emotion elicitation, such as images, texts, music, and videos. Comparatively, videos are informative in both visual and auditory senses and previous studies have validated the reliability and efficiency of films in eliciting emotions [13, 43].

For stimuli generation, according to the dataset publishers, these clips were selected because they were marked with high arousal of the targeted emotion in manual evaluation by another large group of people who did not participate in data collection. Specifically, they picked a collection of movie clips from well-known Chinese movies. Twenty participants were asked to rate their feelings after watching the chosen clips using tags (positive, neutral, and negative) on a scale of 1 to 5. The following criteria were employed to choose the final stimuli

\(^1\)https://bcmi.sjtu.edu.cn/home/seed/index.html
Table 4.1: Comparisons of datasets employed. Except for the variables mentioned in this table, other conditions among all three datasets are the same.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Subjects</th>
<th># Emotions</th>
<th># Videos/exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEED[57]</td>
<td>15 (7M8F, 23.27, 2.37)</td>
<td>happy, sad, neutral</td>
<td>15</td>
</tr>
<tr>
<td>SEED-IV[56]</td>
<td>15 (7M8F, 23.08, 2.05)</td>
<td>happy, sad, neutral, fear</td>
<td>24</td>
</tr>
<tr>
<td>SEED-V[26]</td>
<td>20 (9M11F, 22.15, 1.85)</td>
<td>happy, sad, neutral, fear, disgust</td>
<td>15</td>
</tr>
</tbody>
</table>

from those movie clips: (a) the clips must be easily comprehended without explanation, (b) the duration of the whole experiment shouldn’t be too long to make subjects fatigued, and (c) the clips should elicit a single target emotion. In the end, 15 or 24 clips that got a mean rating of 3 or above from the twenty participants were selected from the pool as stimuli [57, 56, 26]. This step is critical to guarantee the intensity of emotion elicitation in formal experiments.

Every clip used in SEED series datasets is 4-minute long and is assigned one emotion label as its gold label based on the content. Gold labels only work for our system and are invisible to subjects during experiments. The clips are equally distributed among different emotion categories.

4.1.2 Protocol

Approximately 15 subjects participated in the experiments three times on different days in order to minimize random errors. During the experiment, subjects are encouraged to immerse themselves in the video to arouse corresponding emotions. The 62-channel EEG signals and the eye movement signals are recorded with the international 10-20 system using the ESI Neuroscan system and SMI’s wearable eye-tracking glasses, respectively, during movie watching. Subjects were instructed to complete a questionnaire right away after watching each clip to report their emotional responses. The questionnaire included the following
questions: (a) how they actually felt after watching the film clip, (b) how they felt at some specific moments, (c) whether they had previously seen the movie, and (d) whether they had understood the clips. Additionally, they were asked to grade the level of their subjective emotional arousal on a five-point scale [57, 56, 26].

4.2 Implementation Details

To compare with other models trained on SEED series datasets, our implementation is consistent with the mainstream in feature extraction and data splitting.

The raw EEG signals are downsampled to 200 Hz and filtered with a bandpass of 0-75 Hz with a baseline correction as well as a PCA-based artifact elimination method with Curry 7 software. Different entropy (DE) features are extracted within a nonoverlapping one-second time window from 5 frequency bands (namely, \( \delta \): 1-3 Hz, \( \theta \): 4-7 Hz, \( \alpha \): 8-13 Hz, \( \beta \): 14-30 Hz, and \( \gamma \): 31-50 Hz) of every sample [10]. Therefore, the dimension of EEG features is 310 per sample, calculated by 62 channels multiplied by 5 bands. We choose DE because various studies have demonstrated that the DE features perform better for EEG-based emotion recognition than other artificial features. For the eye movement signals, 33 features, including pupil diameter, dispersion, fixation duration, blink duration, saccade duration, saccade amplitude, blink frequency, maximum fixation duration and so on, are extracted by SMI BeGaze Analysis software as described in [28, 56].

We use a subject-dependent approach in data splitting, i.e., both training and test data come from the same subject. To improve the generalization ability of the model, we use 3-fold cross-validation and divide the data from one experiment of each subject into three parts on the basis of trials. Two out of three parts are taken as the training set while the remaining is used as the test set each time. Note that considering the time dependency nature of EEG, we did not shuffle the data before splitting.
4.3 Experimental Results

4.3.1 Verification of Feature Generation

Before examining the performance, we start from feature distribution to certify that the structure we construct works properly as we expect. We pick out the generated multimodal features from each subject and visualize them with t-SNE [48], as shown in Figure 4.1. Each

![Figure 4.1](image)

Figure 4.1: Emotion feature visualization, where different colors represent different emotions. (a) Single-modal features of eye movements. (b) Single-modal features of EEG signals. (c) Multimodal features of bimodal deep autoencoder. (d) Generated multimodal features of our model.
point in the figure represents a feature from a 4-second window size. Figure 4.1(a) and Figure 4.1(b) depict features from a single modality as eye movements and EEG, respectively. We can see that there are no obvious clusters in either Figure 4.1(a) or Figure 4.1(b). These results account for the ineffectiveness of emotion classification based on single-modal features. Comparatively, Figure 4.1(c) and Figure 4.1(d), presenting the multimodal features extracted by the bimodal deep autoencoder and those generated by our model, respectively, clearly illustrate the distinguished groups where dots of the same emotion gather. We must admit that the distinction among groups in Figure 4.1(c) is more apparent than in Figure 4.1(d). The visualized distribution further indicates that our method can generate reliable realistic multimodal features, which is a cornerstone to guarantee performance in emotion recognition tasks.

In Table 4.2, the mean accuracies and standard deviations on three datasets of our model are compared with other methods. As demonstrated, the table is separated into three zones. The first two rows are of single modality, while the middle two and the last represent multimodal methods and cross-modal structures, respectively. Besides, we also provide the confusion matrices in Figure 4.2 to directly present the classification results. In general,

<table>
<thead>
<tr>
<th>Feature Representation</th>
<th>SEED Avg.</th>
<th>SEED Std.</th>
<th>SEED-IV Avg.</th>
<th>SEED-IV Std.</th>
<th>SEED-V Avg.</th>
<th>SEED-V Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eye</td>
<td>77.80</td>
<td>14.61</td>
<td>67.82</td>
<td>18.04</td>
<td>59.66</td>
<td>8.77</td>
</tr>
<tr>
<td>EEG</td>
<td>78.51</td>
<td>14.32</td>
<td>70.33</td>
<td>14.45</td>
<td>68.58</td>
<td>10.27</td>
</tr>
<tr>
<td>Eye+EEG (concatenate)</td>
<td>81.55</td>
<td>11.79</td>
<td>75.88</td>
<td>16.44</td>
<td>73.65</td>
<td>8.90</td>
</tr>
<tr>
<td>Eye+EEG (align)</td>
<td><strong>93.05</strong></td>
<td><strong>3.85</strong></td>
<td><strong>86.55</strong></td>
<td><strong>5.72</strong></td>
<td><strong>80.37</strong></td>
<td><strong>6.03</strong></td>
</tr>
<tr>
<td>Eye (regressor)</td>
<td>75.72</td>
<td>8.87</td>
<td>73.49</td>
<td>7.02</td>
<td>72.80</td>
<td><strong>5.07</strong></td>
</tr>
<tr>
<td>Eye (our work)</td>
<td>81.02</td>
<td>8.04</td>
<td>75.74</td>
<td>6.66</td>
<td>73.66</td>
<td>6.05</td>
</tr>
</tbody>
</table>
the more emotion categories there are, the more difficult the task, which is accompanied by relatively lower performance. Note that our purpose is to build an effective and convenient model with a high generalization ability, so in the detailed discussion below, we devote much attention to the performance on the SEED-V dataset, especially in the figure illustrations.

### 4.3.2 Comparison with Multimodal Methods

The core issue of multimodal methods is the fusion strategy. Regarding to the ways they fuse, the multimodal methods can be categorized into three types: aggregation-based fusion, alignment-based fusion, and their combination. We select the most commonly used methods among the first two types as representatives to compare with our model. As shown in the third [28] and fourth [27] rows of Table 4.2, alignment fusion performs better since it can effectively extract the relationships among multimodalities. Although our model does not surpass the multimodal alignment fusion method in accuracy, it is as competitive as the one fused by concatenation. Considering that this performance is achieved with only a single modality, we believe our structure can help enhance the user experience and reduce the dependence on modalities. From the confusion matrices in Figure 4.2, we can straightforwardly deduce the superiority of the multimodal method with the darker color. Nevertheless, in the classification of the happy emotion, our model even outperforms the bimodal deep autoencoder by 4% in Figure 4.2(c) and Figure 4.2(d). We also observe that the recognition of disgust is always mixed up with others, especially happy emotion, when the features used are closely related to eye movements as suggested by Figure 4.2(a) and Figure 4.2(d). This might be because eye tracking features such as pupil diameters and saccade details are similar when subjects feel happy and disgusted, which is consistent with the findings of Kuo and Heather [15] that the eye-tracking characteristics of the happy emotion and the disgust emotion have more in common compared with other emotions.
Figure 4.2: Confusion matrices based on the SEED-V dataset. (a) Single-modality of eye movements. (b) Single-modality of EEG. (c) Bimodal deep autoencoder. (d) Our model. The deeper the color, the higher the recognition rate between emotions. The vertical axis represents the true label, and the horizontal axis represents the predicted label.
4.3.3 Comparison with Single-modal Methods

In essence, our system is a single-modal method that only takes the signals from one modality as the input. We compare it with other single-modal models using either eye movements or EEG signals [28] [56], and the results are displayed in the first two rows in Table 4.2. It is apparent from the accuracy values that the EEG signals fit the emotion classification task better and are more reliable than eye movement signals. Regardless of which dataset among the three is employed, our method outperforms all others, with a huge advantage of approximately 5% for EEG signals and 14% for eye movements. This is also reflected in Figure 4.2(a) and Figure 4.2(b), which show that our model outperforms single eye movement in all emotion types. Classification accuracies of the fear and the happy emotion classification have been enhanced by 6% (86% versus 80%) and 11% (79% versus 68%), respectively. Notably, the result of sad emotion recognition using a single eye modality is unsatisfactory. However, with the same input, our model remarkably increases the accuracy by 32%. In addition, the standard deviation is dramatically smaller than those of the existing approaches, indicating that our model is pretty stable and robust. The model we propose has successfully dug out the values of eye movements in emotion recognition tasks, which makes it possible for emotion intelligence to be used in daily life. More importantly, for similar questions in other fields, it provides a new initiative to improve the performance of single-modal methods by integrating knowledge of other modalities.

4.3.4 Comparison with Cross-modal Methods

There are a few cross-modal models used in the emotion recognition task. Compared with the regressor of Jiang [20], it is evident that our model fits the characteristics of data well based on the three relatively higher accuracies. However, although both have a tendency to be more robust when facing more emotion categories, the standard deviations of the regressor decline more quickly than those of our model and even reach 5.07% for the five-class emotion classification task. The relationship between multimodal high-level representations and eye
movement features needs to be further explored in the future.
Chapter 5

CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed a new direction to simplify the multimodal structure in emotion recognition tasks by combining a multimodal fusion strategy and a generative model to explore the underlying connections between single modality input and high-dimensional multimodal features. Then, multimodal features can be generated based on a single modality which have the similar characteristics to the real multimodal features extracted from multimodal signals in the training stage. In this way, only information from a single modality is needed in the test stage. The comprehensive experimental results on SEED series datasets demonstrate that our proposed model is as competitive as many multimodal models even though it only requires a single modality as input, which reduces the dependence on multimodalities and makes real-world applications more possible. Moreover, this idea has the potential to be used in other fields to simplify the multimodal process.

For future work, we believe our model can be further improved from the following aspects. First, we plan to embed a data filtering mechanism in the model. This is motivated by the fact that it is hard to guarantee all input data is with high emotion elicitation, even in the most commonly-used public datasets. For example, in SEED dataset, they marked the whole 4-min movie clip as positive. However, people usually need some time to understand what is happening and therefore elicit their emotion, which means that only a part of the clip should be annotated as positive. It will definitely influence the model performance if we input data with inappropriate labels. Zhao et al. [54] had investigated this issue by proposing a framework to evaluate the data quality on the basis of spacial-temporal scan-path analysis of eye movements and concluded that data filtering could help enhance the performance. Rather than generating a separate framework, we hope to solve this problem
with a general solution, i.e. teaching the model how to distinguish and filter. Second, we aim to upgrade the model by improving both multimodal fusion and generation parts. Breaking the specification of modalities and expanding the modal coverage is also attractive to us, and the final goal is to build an overall network with which we can use any signal that is the most convenient at the time to perform emotion recognition. Only in this way can we utilize emotion intelligence to benefit people in more practical scenarios such as mental health.
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