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Abstract

NUMERICAL SIMULATIONS OF INTERACTIONS OF ELECTROMAGNETIC WAVES WITH LOSSY DIELECTRIC SURFACES USING FAST COMPUTATIONAL METHODS

by Qin Li

Chairperson of the Supervisory Committee:
Professor Leung Tsang
Department of Electrical Engineering

The scattering of electromagnetic waves by lossy dielectric random rough surfaces with large permittivity has broad applications in natural media. Because many of natural medium are lossy and with surface roughness. In the application of the Method of Moment to the lossy dielectric rough surfaces with high permittivity, there can be rapid spatial variations of the dielectric medium Green's function and surface fields. A dense discretization of the surface may be required. Therefore there is a large increase in CPU and required memory.

To circumvent the problem, the physics-based two-grid (PBTG) method was developed in this dissertation. In PBTG, two grids are used: a dense grid and a sparse grid. The sparse grid is that of the usual 8 to 10 points per wavelength. The dense grid ranges from 16 or higher number of points per wavelength depending on the relative permittivity of the lossy dielectric medium. The PBTG is based on two observations: (1) the Green's function of the lossy dielectric is attenuative and therefore is space-limited, and (2) the Green's function of free-space is slowly varying on the dense grid compared with the medium Green's function and therefore is spatial frequency-limited. The first observation results in a banded matrix for 1-dimensional rough surface and a sparse
matrix for 2-dimensional rough surface for the Green's function of the lossy dielectric. The second observation allows us, when using the free-space Green's function to act on the surface fields of dense grid, to first average the values of surface unknowns on the dense grid and then place them on the coarse grid. Thus the PBTG speeds up the computation and yet preserves the accuracy of the solution. The surface fields are calculated on the dense grid.

The PBTG can be applied to both 1-dimensional and 2-dimensional rough surfaces and can be easily used in conjunction with the other fast methods. The PBTG is combined with the banded matrix-iterative approach/canonical grid (BMIA/CAG) and the multilevel steepest descent fast multipole method (MLSDFMM) for 1-dimensional random rough surfaces and with sparse matrix canonical grid method (SMCG) for 2-dimensional random rough surfaces in this dissertation.
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Chapter 1

Introduction

1.1 Introduction

Electromagnetic wave (EM) has been extensively used in communication and radar detection of targets. The usefulness of EM waves is in its ability to propagate long distances and to penetrate into non-metallic mediums. When electromagnetic waves propagate from one place to another, it will interact with the medium it passes through. Therefore it carries some information about that medium. This information is used to determine properties of a medium. Advantage of using EM waves to detect those properties is that it can provide a large data set with low-cost and can be used to measure in a remote area. With development of satellites, EM sensors become especially useful to provide global information about our living environment. These sensors are able to provide important information of weather forecast and environment changes.

In wave propagation, a common problem occurs in describing the scattering at the interface between two medium, such as the interfaces between air and ocean, air and soil, air and vegetation cover, etc... To some extent, all the interfaces will have some degree of roughness, which will complicate the scattering. Thus it is very desirable to understand how EM waves interact with rough surfaces. Furthermore, knowledge of
these wave interactions can then be used to retrieve information on characterizations describing the rough surfaces. Of interests are parameters such as ocean wave height, which is related to the wind speed and direction above ocean, and electric property of the medium such as soil moisture.

There are many studies being conducted on wave scattering from random rough surfaces, using both analytically and numerically techniques. The advantage of analytic theory is that there is a closed form mathematical expression, which can be used to obtain physical insight into the problem. The disadvantage of analytic theory is that its solution is approximate and only valid within some range. The advantage of using numerical methods is that a numerical solution can be obtained for many kinds of rough surfaces. However, the disadvantage of the numerical method it is usually a large-scale computational problem and therefore modern computer and fast computational methods are required. In the following sections, we will review the commonly used analytic theories and numerical methods, which have been developed over the years for wave scattering from random rough surfaces. Finally, we will give an overview of the fast computational methods developed in this dissertation.

1.2 Analytic Theory

Traditional analytic methods for wave scattering from random rough surfaces are the small perturbation method (SPM) and the Kirchhoff approach (KA) [Beckmann, 1963; Bass, 1979, Ishimaru, 1978; Ulaby, 1982; Tsang, 1985]. The small perturbation method assumes the rough surface has a small rms height and a small rms slope compared to the wavelength. It is first assumed that the scattered waves can be expressed as the sum of
plane waves propagating in various directions. Then, the incident field and scattered field are expanded in a series of a small quantity perturbation. This small quantity is usually proportional to the rms height as well as rms slope. The first order solution is found and used as the approximate solution. The range of validity of the SPM has been given by the Monte Carlo simulation results [Thorsos, 1989]. The Kirchhoff approach provides an approximation for the surface fields using the tangent plane approximation. The unknown surface fields at every point on the surface are approximated by the sum of incident fields and reflection fields at the point from the infinite plane parallel to the tangent plane at a point on the surface. Then an integral formulation can be devised to calculate the scattered fields. The KA approximation is valid when the radius of surface curvature at every point on the surface is much larger than the incident wavelength.

To extend the range of these analytic solutions, modern approximate approaches are also developed. These methods are phase perturbation method [Winebrenner, 1985a&b], modified second order Kirchhoff approximation [Ishimaru, 1990; Chen, 1990], small slope method [Voronovich, 1994; Irisov, 1994], and integral equation method [Fung, 1994]. These techniques can be reduced to the solution of SPM for small roughness surfaces and that of KA for the large-scale rough surface where the surface curvature is larger than the wavelength of the incident wave. The second order Kirchhoff approximation [Ishimaru, 1990; Chen, 1990] is developed for the wave scattering from 1-dimensional very rough surfaces. The theory is based on the first order and modified second order Kirchhoff approximations, which also includes shadowing effects of both angular and propagating field tapering. The theory can be applied to very rough surfaces and provide a physical explanation for the backscattering enhancement. The small slope approach [Voronovich, 1994; Irisov, 1994] is derived from the surface integral equation. It has been shown, due to the vertical translation symmetry, that all the surface fields are proportional to the factor of \( \exp(-ik_z f(x, y)) \), where \( k_z \) is the free space wavenumber in
z direction and \( f(x, y) \) is the surface height. Thus this factor can be extracted from the unknown surface fields which leads to removing the height of the rough surface dependence. Moreover, the surface fields are then solved by expanding the fields in a small slope series. Another important achievement of small slope method is that Irisov [Irisov, 1997] showed that the small slope method and the small perturbation method give an identical formula for the thermal emission from random rough surfaces. That allows us to calculate thermal emission from random rough surfaces using the small perturbation method even for surface with large rms height but small rms slope.

1.3 Numerical Methods

Numerical simulations have been extensively used to study the wave scattering from random rough surfaces because of the analytic approaches limited range of validity. Monte-Carlo simulations of wave scattering from random surfaces were first used to prove the range of validity for the approximate analytic solutions. Also to provide a benchmark result for wave scattering from an arbitrary surface [Axline, 1978; Thorsos, 1988; Thorsos, 1989]. With the development of fast computational methods and the advance of modern computer, it is possible to demonstrate wave scattering from random rough surfaces with arbitrary profiles [Lou, 1990; Thorsos, 1991; Devayya, 1992; Kim, 1992; Tsang, 1993 a&b; Li, 1994; Chen, 1995; Tsang, 1995; Holliday, 1996; Michielssen, 1996; Kapp, 1996; Chan, 1998; Chou, 1998; Donhue, 1998; Holliday, 1998; Johnson, 1998; Lin, 1998; Tran, 1998; Li, 1999]. The most common method used in numerical simulation is the surface integral equation and its solution by the method of moments (MoM) [Harrington, 1968]. Conventional implementation of MoM produces a \( N \) by \( N \) full matrix equation and therefore requires \( O(N^3) \) operations and \( O(N^2) \) computer memory storage for Gaussian elimination method or other traditional solvers of matrix
equation, where N is the number of surface unknowns. This limits the simulations to small and moderate surface lengths with no more than a few thousand surface unknowns. To solve the practical problem, researchers turn to the finite element method (FEM) [Lou, 1990], the finite-difference time-domain method (FDTD) [Chan, 1991] and the iterative MoM [Thorsos, 1991; Devayya, 1992; Tsang, 1993 a&b; Tsang, 1995; Holliday, 1996; Michielssen, 1996; Kapp, 1996; Chan, 1998; Chou, 1998; Donhue, 1998; Holliday, 1998; Johnson, 1998; Lin, 1998; Tran, 1998; Li, 1999]. The finite element method has an advantage of resulting in a banded matrix equation but a discretization away from the rough surface boundary is required. This will increase the total number of unknown fields. The advantages of the FDTD approach are that matrix inversion of any kind has been completely eliminated, time-domain response is readily available and scattering intensities at different frequencies can be obtained simultaneously.

The iterative MoM uses iterative techniques to solve the matrix equations instead of traditional solvers. The CPU and memory requirements of iterative techniques are determined by the matrix-vector multiplication time and the number of iterations required. Mathematically, there are two classes of iterative procedures for solving matrix equation resulting from the standard moment method, stationary and non-stationary [West, 1999]. The stationary algorithms give the quickest convergence when applied to the well-conditioned systems that result in many circumstances, but the non-stationary techniques prove more robust in other more ill-conditioned situations [West, 1999]. Thus, most of the fast computational methods facilitate computation by either reducing the number of iteration with stationary approaches [Thorsos, 1991; Holliday, 1996; Kapp, 1996; Chou, 1998; Holliday, 1998; Tran, 1998] or reducing computational steps of the matrix-vector multiply with non-stationary techniques [Tsang, 1993 a&b; Tsang, 1995; Michielssen, 1996; Chan, 1998; Chou, 1998; Johnson, 1998; Lin, 1998; Tran, 1998; Li, 1999]. The Kirchhoff iterative approach [Thorsos, 1991], the forward-backward method (FBM) [Holliday, 1996; Holliday 1998], and the method of ordered multiple interactions
(MOMI) [Kapp, 1996] belong to the stationary techniques. In the Kirchhoff iterative approach [Thorsos, 1991; West, 1999], the integral equation is cast into the Fredholm equation of the second kind with the first term being the Kirchhoff approximation. The integral equation is then directly iterated leading to the Neumann expansion. The current is updated by applying the surface boundary conditions to the scattered field associated with the previous iteration's current. The FBM and MOMI [Holliday, 1996; Kapp, 1996; West, 1999] update current values as they become available, choosing the ordering of the updates to follow multiple scattering paths on the surface. These approaches have been proven quickly convergent in solving the systems that result from the magnetic field integral equations (MFIE). But the computational complexity is \(O(N^3)\). The non-stationary iterative approaches are of conjugate-direction based procedures. Investigators focused on finding different ways to facilitate the matrix-vector multiplication. The method proposed by Michielssen [Michielssen, 1996], the fast multipole method (FMM) [Rokhlin, 1983; Rokhlin, 1990; Engheta, 1992; Coifman, 1993; Lu, 1993; Michielssen, 1994], and the banded-matrix iterative approach/canonical grid method (BMIA/CAG) [Tsang, 1993 a&b; Tsang, 1995; Chan, 1998; Johnson, 1998] are examples of those techniques. The algorithm proposed by Michielssen uses a recursive formula with a computational complexity of \(O(N \log^2 N)\) for a quasi-planar surface. The banded-matrix iterative approach/canonical grid method (BMIA/CAG) permits the solution of large-scale random rough surface problems. The essence of the method consists of decomposing the interaction into near and non-near field interactions. The non-near field interactions are then expanded on a canonical grid of a horizontal surface by Taylor series so that the Fast Fourier Transform (FFT) can be applied. The computational complexity and the memory requirements for BMIA/CAG are \(O(N \log(N))\) and \(O(N)\), respectively. The BMIA/CAG is also applied to dielectric rough surface [Chan, 1998]. The idea of the FMM is to reduce the number of scattering centers. If a scattering object is discretized into \(N\) segments and the interactions among them are computed directly, \(N^2\) operations are required. Instead of calculating them directly, the FMM divides the segments into
groups according to the distances among them. The scattered field of each segment within a group is translated to group center by aggregation. The interactions among the elements of neighboring groups are calculated as before. For the interactions of the elements of non-near groups, only the interactions of group centers are calculated. Thus, the number of scattering centers is reduced. After each group center receives all the scattered fields from other non-near group centers, it redistributes these fields to the subscatterers belonging to the group. In this way, the single level FMM can reduce the computational complexity to $O(N^{1.5})$. For the multilevel FMM, the multi-sized groups are formed. The small sized group is used to calculate the interactions among the near elements and large sized group is used to calculate the interactions among far away elements. With the aid of interpolation and anterpolation, the computational complexity of the multilevel FMM is $O(N\log N)$ for the arbitrary shape of surfaces.

There is also a tendency to use the stationary techniques with the speeding up of matrix vector multiply. Tran [Tran, 1998] has combined the MOMI with the BMIA/CAG and Admas [Admas, 1999] combined the MOMI with the two-level FMM. Zhou and Johnson [Chou, 1998] use the FBM with the spectrum acceleration of matrix vector multiply. Those methods take the advantage of quickest convergence of stationary techniques and also with the reduced computational complexity of matrix vector multiply. But as we mentioned before in the introduction, the stationary techniques have convergent problem for some cases. Thus the non-stationary techniques have more general applications.

However for 2-dimensional random rough surfaces of 3-dimensional scattering problem, there are only three iterative methods of the MoM have been applied. They are the Kirchhoff iteration approach [Tran, 1994 a&b], the sparse matrix canonical grid
method (SMCG) [Tsang, 1993; Tsang, 1994; Pak, 1995; Johnson, 1996; Pak, 1997], and the Fast Multipole Method (FMM) [Wagner, 1997; Jandhyala, 1998 a&b].

The Kirchhoff iteration approach has the convergence problem for the large incidence angle and surface with moderate rms slope [Wingham 1992] and is with the computational complexity of $O(N^2)$. The SMCG is the extension of the BMIA/CAG to the 2-dimensional rough surfaces therefore with the computational complexity of $O(N \log N)$. Monte Carlo simulations of wave scattering from 2-D PEC rough surfaces based on the SMCG has been compared with the controlled millemeter wave experiments, the excellent agreement between them is obtained both for co-polarization and cross polarization. The results show the backscattering enhancement. There are several versions of the FMM. For the method used by Wagner [Wagner, 1997], the computational complexity is with $O(N \log N)$. For the method used by Jandhyala [Jandhyala, 1998 a&b], the steepest descent path is chosen to calculate Green's function. Using the quasi-planar property of rough surface, the number of computational steps can be reduced to $O(N)$ with the multilevel FMM.

1.4 This Dissertation

The scattering of electromagnetic waves by lossy dielectric and random rough surfaces with large permittivity has broad applications because of the similarities to natural media. For example, the relative permittivity of wet soil can be as high as $17 + 2i$ and that of ocean can be as high as $40 + 40i$ at microwave frequency. In the application of MoM to rough surface scattering problem, a common implementation is to use a grid of 8 to 10 points per wavelength to discretize the surface. We shall call such a gridding a single coarse grid (SCG). However for lossy dielectric rough surfaces with high permittivity, two Green functions are required. One is the free-space Green function. The other is the
Green’s function of the dielectric medium characterized by the wavenumber corresponding to the dielectric medium. Because that wavenumber can be much larger than the free-space wavenumber, there can be rapid spatial variations of the dielectric medium Green’s function and surface fields. Thus a much denser discretization of the surface in the implementation of the method of moments (MOM) may be required. Depending on the dielectric constant, one may require a dense grid of 20 to 50 points per wavelength. We shall call such a gridding a single dense grid (SDG). The disadvantage of the SDG is that there is a large increase in CPU and required memory. To avoid this problem, the use of the impedance boundary condition has been common [Johnson, 1998] for problems with a large dielectric constant. The impedance boundary condition ignores the propagation through the dielectric medium. It is a good approximation for the wave scattering from metallic surfaces with very large permittivity because the wave in the medium can not propagate very far. However, it is difficult to validate the accuracy of the impedance boundary condition for the case of a moderate dielectric constant. For example, between 5 to 50, the accuracy of the impedance boundary condition is dubious. Also one of the applications of scattering by lossy dielectric surfaces is the calculation of emissivity for applications in passive microwave remote sensing. The calculation of emissivity has to be calculated to within 0.01, which corresponds to a brightness temperature difference of about 3 degrees. This means that the surface fields have to be calculated accurately.

To circumvent the problem, the physics-based two-grid (PBTG) method will be developed in this dissertation. It is an improvement over the past two alternatives in that it has the same accuracy as the single dense grid and yet has CPU comparable with that of the single coarse grid. In PBTG, two grids are used: a dense grid and a sparse grid. The sparse grid is that of the usual 8 to 10 points per wavelength. The dense grid ranges from 16 or higher number of points per wavelength depending on the relative permittivity of the lossy dielectric medium. The surface fields are calculated on the dense grid. In the formulation of the surface integral equations, two Green’s functions are used. The free
space Green's function and the Green's function of the lossy dielectric medium. The PBTG is based on two observations: (1) the Green's function of the lossy dielectric is attenuative and therefore is space-limited, and (2) the Green's function of free-space is slowly varying on the dense grid compared with the medium Green's function and therefore is spatial frequency-limited. Because of Kramer-Kronig relation, a large real part of dielectric constant is usually associated with a large imaginary part at microwave frequency. The first observation results in a banded matrix for 1-D rough surface and a sparse matrix for 2-D rough surface for the Green's function of the lossy dielectric. When this Green's function acts on the surface fields on the dense grid, it will be just the product of a banded or sparse matrix and a column vector. The second observation allows us, when using the free-space Green's function to act on the surface fields of dense grid, to first average the values of surface unknowns on the dense grid and then place them on the coarse grid. Thus the PBTG speeds up the CPU and yet preserves the accuracy of the solution. The PBTG can be applied to both 1-D and 2-D rough surfaces and can be easily used in conjunction with the other fast methods such as the BMIA/CAG, the SMCG, and FMM.

In Chapter 2, we show that both surface fields and bistatic scattering coefficients computed by the single coarse grid show large differences with those computed by the single dense grid for 1-dimensional rough surfaces. It illustrates that the single dense grid is required. Then we describe the physics-based two-grid method (PBTG) for solving the problem of scattering of waves by lossy dielectric surfaces for TE wave incidence. The numerical results show that the PBTG can give the same accurate results as the single dense grid and only require the same CPU as the coarse grid.

In Chapter 3, we (i) combine the PBTG method with the BMIA/CAG method for improving of CPU and memory requirements, (ii) study bistatic scattering coefficients and emissivity for TM case and compare TM and TE results, and (iii) apply to low grazing scattering. We use it to treat a rough surface with a large surface length since the
edge effects have to be avoided for low-grazing angle incidence. The computational complexity and the memory requirements of non-near field interactions for present algorithm are \( O(N \log(N)) \) and \( O(N) \), respectively, where \( N \) is the number of surface unknowns on the coarse grid. Using this approach, we illustrate numerical results of TE and TM wave scattering up to surface length of 500 wavelengths and 30,000 surface unknowns.

In Chapter 4, we (i) extend the PBTG to 2-D rough surface (3-D scattering problem). (ii) combine the PBTG method with the sparse matrix canonical grid method (SMCG) for improving CPU and memory requirements, (iii) study bistatic scattering coefficients and emissivity for wave scattering from 2-D dielectric rough surface with high permittivity. The approach is denoted as PBTG/SMCG. The computational complexity and the memory requirements for the algorithm are \( O(N_{seg} \log(N_{seg})) \) and \( O(N_{seg}) \) for non-near field interactions and \( O(N_{sdg}) \) for near field interactions, respectively, where \( N_{seg} \) and \( N_{sdg} \) are the number of grid points on the coarse grid and dense grid, respectively. Using this approach, we illustrate numerical results of wave scattering from 2-Dimensional rough surface with permittivity as high as \( 17 + 2i \). Also the numerical results of emissivity are compared with that of approximately analytic solutions of the small perturbation method (SPM). The SPM agrees with the small slope approximation of emissivity calculation [Irisov, 1997] for half space case. It is to be emphasized that to apply SPM, the slope has to be small. But for many natural surfaces, including band limited fractal surfaces [Mandelbrot, 1983], the slopes are not small. Thus comparisons of emissivities are made with that of the second order small perturbation method (SPM).

In Chapter 5, we simulate the thermal emission of wet soil with surface roughness using the PBTG/SMCG. The thermal emission of soils with rough surfaces is determined by the surface roughness, soil moisture, soil type, and physical temperature. The measurements of brightness temperature can provide information about soil moisture
content. Soil moisture is an important parameter that affects global climate change. The brightness temperatures of soils will be measured by the new generations of satellites such as ADEOS II and EOS-PM. In this chapter, we report and show extensive illustrations and tabulations of the results of emissivities for rough soils with Gaussian spectrum at L and C bands. The same physical roughness parameters are used at L and C bands. The results are important to better understand the effects of surface roughness on the microwave thermal emission of soils.

In Chapter 6, we combine the PBTG with the FMM. We use the steepest-descent path fast multipole method to compute the non-near field interactions on the coarse grid. Thus the computational complexity and memory requirement are proportional to the number of sampling points on the coarse grid for non-near field interactions and on the dense grid for the near field interactions. Using the proposed algorithm of the PBTG-FMM, we study the wave scattering from Gaussian and non-Gaussian random rough surfaces. A modified power-law spectrum is proposed to generate random rough surfaces. The feature of the proposed spectrum is that it can become Gaussian spectrum and the spectrum of exponential correlation function by properly choosing the power index and with fixed rms height and correlation length.
Chapter 2

Numerical Solution of Scattering of Waves by Lossy Dielectric Surfaces Using a Physics-Based Two-Grid Method

2.1 Introduction

The scattering of waves by lossy dielectric surfaces has broad applications. The method of moments (MOM) has been successfully applied to solve such problems [Axline, 1978; Nieto-Vesperinas, 1987; Rino, 1992]. In the two-media problem, two Green functions are required. One is the free-space medium Green function. The other is the Green's function of the dielectric medium with the wavenumber of the dielectric medium. Because that wavenumber can be much larger than the free-space wavenumber, a much denser discretization of the surface in the implementation of the method of moments (MOM) may be required. For example, the usual MOM requires a sampling of 10 points per wavelength. In a lossy dielectric problem, depending on the dielectric constant, one may require a dense grid of 20 to 50 points per wavelength. An increase of the number of unknowns by as many as five times requires much more CPU and memory. To avoid this problem, the use of the impedance boundary condition has been common [Mitzner, 1967] for problems with a large dielectric constant. However, it is difficult to validate the accuracy of the impedance boundary condition. Moreover, for the case of a moderate dielectric constant, for example, between 5 to 50, the accuracy of the impedance boundary condition is dubious.
In this paper, we use a physics-based two-grid method (PBTG) for solving the problem of scattering of waves by lossy dielectric surfaces. There are two grids used: a dense grid and a sparse grid. The sparse grid is that of the usual 10 points per wavelength. The dense grid is based on the wavenumber of the dielectric medium and can range from 20 to 50 points per wavelength. The method is based on the following two observations. (1) Green’s function of the lossy dielectric is attenuative, and (2) Green’s function of free-space is slowly varying on the dense grid. The first property gives a sparse matrix for the Green’s function of the lossy dielectric. The second property allows us, when using the free-space Green’s function on the dense grid, to first average the values of surface unknowns on the dense grid and then place them on the sparse grid. This method speeds up the CPU and yet preserves the accuracy of the solution. In this paper, the method is illustrated for scattering of waves by random surfaces. Such problems have attracted attention in microwave, optical and acoustic scattering [Axline, 1978; Nieto-Vesperinas, 1987; Rino, 1992]. Recently, we have developed a fast numerical method for such rough surface simulations. The method is known as the banded-matrix iterative approach and the banded-matrix iterative approach with canonical grid [Tsang, 1994a; Tsang, 1994b; Tsang, 1995]. The method decomposes into near and non-near field interaction. The non-near field interaction is translated into a canonical grid so that the Fast Fourier Transform (FFT) can be applied. Using this method, we have solved a rough surface problem with more than 25,000 surface unknowns which is a two-dimensional problem with a one-dimensional surface. However, such random rough surface simulations have not addressed the dense grid requirement for dielectric surfaces with a large dielectric constant which is dealt with in this paper.

In Section II, the formulation of the problem of the Transverse Electrical (TE) wave impinging upon a dielectric surface is given in terms of integral equations. The bistatic scattering coefficients and the emissivity are defined. The integral equations are converted into a matrix equation using a single grid discretization. In Section III, we show the numerical results using single grids. We compare the results of a single sparse
grid of 10 points per wavelength and a single dense grid of up to 40 points per wavelength. It is shown that the use of a dense grid is required, and that the use of a coarse grid can lead to erroneous results for the surface fields, the bistatic scattering coefficients and the emissivities of the surface. In Section IV, we develop the physics-based two-grid algorithm. In Section V, we illustrate the numerical results of the physics-based two-grid method using examples of scattering from soil surfaces. It is shown that the physics-based two-grid method can give accurate results over the single coarse grid and at a substantial savings of CPU time over the single dense grid.

2.2 Formulation and Single Grid Implementation

Consider a tapered plane wave, $\psi_{inc}(x, z)$, with time dependence, $\exp(-i\omega t)$, impinging upon a 1-D rough surface with a random height profile $z = f(x)$. It is tapered so that the illuminated rough surface can be confined to surface length $L$

$$\psi_{inc}(\vec{r}) = e^{i\vec{k} \cdot \vec{r} + W(\vec{r})} e^{-(x + z \tan \theta_{inc})^2 / s^2}$$  \hspace{1cm} (2.1)

where $W(\vec{r}) = [2(x + z \tan \theta_{inc})^2 / g^2 - 1] / (kg \cos \theta_{inc})^2$, $\vec{k} = k(\hat{x} \sin \theta_{inc} - \hat{z} \cos \theta_{inc})$, and $g$ is the parameter that controls the tapering of the incident wave. We set the tapering parameter to be $g = L / 4$. The scattered field from a dielectric rough surface can be solved using the coupled integral equation. Let $\psi$ and $\psi_1$, denote respectively, the wave functions for the upper medium and lower medium. They satisfy the following surface integral equations:

$$\frac{1}{2} \psi(\vec{r}') - \int_s [\psi(\vec{r}) \frac{\partial G(\vec{r}, \vec{r}')}{\partial n} - G(\vec{r}, \vec{r}') \frac{\partial \psi(\vec{r})}{\partial n}] ds = \psi_{inc}(\vec{r}')$$  \hspace{1cm} (2.2)

$$\frac{1}{2} \psi_1(\vec{r}') + \int_s [\psi_1(\vec{r}) \frac{\partial G_1(\vec{r}, \vec{r}')}{\partial n} - G_1(\vec{r}, \vec{r}') \frac{\partial \psi_1(\vec{r})}{\partial n}] ds = 0$$  \hspace{1cm} (2.3)
where the Cauchy integral and $G$ and $G_1$ are the Green's function of the upper and lower medium. The wave functions $\Psi$ and $\Psi_1$ are related through the boundary conditions on the surface $S$, namely,

$$\psi_1(\vec{r}) = \psi(\vec{r}) \quad \text{and} \quad \frac{\partial \psi_1(\vec{r})}{\partial \hat{n}} = \rho \frac{\partial \psi(\vec{r})}{\partial \hat{n}}$$

(2.4)

where $\rho$ equals $\mu_1/\mu$ and $\varepsilon_1/\varepsilon$ for TE and TM polarization, respectively. The integral equations can be converted into a matrix equation. We apply the boundary conditions in conjunction with the collocation method. Let the surface be discretized into a single grid of $N$ points for $x$ between $-L/2$ and $L/2$, so that $N\Delta x = L$. Thus the $x_m$ points are at

$$x_m = (m - 0.5)\Delta x - \frac{L}{2}, \quad m=1, 2, \ldots, N.$$

(2.5)

$$\sum_{n=1}^{N} a_{mn} u(x_n) + \sum_{n=1}^{N} b_{mn} \psi(x_n) = \psi_{\text{inc}}(x_m)$$

(2.6)

$$\sum_{n=1}^{N} a^{(l)}_{mn} \rho u(x_n) + \sum_{n=1}^{N} b^{(l)}_{mn} \psi(x_n) = 0$$

where $u(x) = \sqrt{1 + [f'(x)]^2} \frac{\partial \psi}{\partial \hat{n}}$. The matrix elements $a_{mn}$, $b_{mn}$, $a^{(l)}_{mn}$, and $b^{(l)}_{mn}$ are given below:

for $m \neq n$

$$a_{mn} = \Delta x \frac{i}{4} H_0^{(1)}(kr_{mn})$$

(2.7)

$$b_{mn} = -\Delta x \frac{ik}{4} \frac{f'(x_n)(x_n - x_m) - [f(x_n) - f(x_m)]}{r_{mn}} H_1^{(1)}(kr_{mn})$$

(2.8)

$$a^{(l)}_{mn} = -\Delta x \frac{i}{4} H_0^{(1)}(k_1 r_{mn})$$

(2.9)

$$b^{(l)}_{mn} = \Delta x \frac{ik_1}{4} \frac{f'(x_n)(x_n - x_m) - [f(x_n) - f(x_m)]}{r_{mn}} H_1^{(1)}(k_1 r_{mn})$$

(2.10)
where \( r_{mn} = \sqrt{(x_n - x_m)^2 + [f(x_n) - f(x_m)]^2} \) and \( k \) and \( k_1 \) are the wavenumbers in the upper region and lower region, respectively.

for \( m = n \)

\[
a_{nn} = \frac{\Delta x - i}{4} H_0^{(1)}[k\Delta r\gamma_n/(2\varepsilon)]
\]

(2.11)

\[
b_{nn} = \frac{1}{2} \frac{f'''(x_m) \Delta x}{4\pi \gamma_m^2}
\]

(2.12)

\[
a_{nm}^{(1)} = -\Delta x \frac{i}{4} H_0^{(1)}[k_1 \Delta r\gamma_n/(2\varepsilon)]
\]

(2.13)

\[
b_{nm}^{(1)} = \frac{1}{2} \frac{f'''(x_m) \Delta x}{4\pi \gamma_m^2}
\]

(2.14)

where \( \gamma_m = \sqrt{1 + [f'(x_m)]^2} \), \( \varepsilon = 2.71828183 \), \( f'(x_m) \) and \( f''(x_m) \) represent the first and second derivative of \( f(x) \) evaluated at \( x_m \), respectively. The accuracy of the solution depends on the sampling frequency. The matrix equation in (5) and (6) is in the form of a single grid. Let \( n_d = N/L \) be the number of points per wavelength. Usually a sample frequency of \( n_d = 10 \) is taken meaning that we have 10 points per wavelength. We shall call such a sampling a coarse grid. If the sampling is two or more times denser than the coarse grid, we shall call it a dense grid. The dense grid that we use ranges from \( n_d = 20 \) to \( n_d = 50 \). As we shall show in the next section, the dense grid becomes necessary when the lower medium has a large dielectric constant.

2.3 Bistatic Scattering Coefficient and Emissivity
After the matrix equation is solved, the surface field can be calculated. The bistatic scattering coefficient $\sigma(\theta_s, \theta_i)$ is a measure of the scattering from incident angle $\theta_i$ into scattered angle $\theta_s$. It is defined by:

$$
\sigma(\theta_s, \theta_i) = \frac{\int dx [ik\psi(x)\left(\frac{df}{dx}\sin\theta_s \cos\theta_i - \cos\theta_s\right) - u(x)\exp(-ik\alpha(\theta_s, x))]}{8\pi g \sqrt{\frac{\pi}{2} k \cos\theta_i \left(1 - \frac{1 + 2\tan^2\theta_i}{2k^2 g^2 \cos^2\theta_i}\right)}}^2
$$

(2.15)

In (15), $\alpha(\theta_s, x) = \sin\theta_s x + \cos\theta_s f(x)$. The bistatic scattering coefficient has been normalized by the incident power impinging upon the rough surface. For scattering by a perfect conducting surface, the energy conservation test is that $\int \sigma(\theta_s, \theta_i) d\theta_i = 1$. For scattering by a dielectric surface, the emissivity of the rough surface at incident angle $\theta_i$ is

$$
e(\theta_i) = 1 - \int d\theta_s \sigma(\theta_s, \theta_i)
$$

(2.16)

Thus emissivity is a measure of energy conservation in a scattering calculation. Because of reciprocity, emissivity is the same as absorptivity which is the amount of power absorbed by the dielectric in a scattering problem. In passive remote sensing, the brightness temperature $T_b$ of the medium is measured at incident angle $\theta_i$. The brightness temperature is

$$
T_b(\theta_i) = e(\theta_i)T
$$

(2.17)

where $T$ is the physical temperature of the medium in Kelvin degrees. The brightness temperature can be measured to an accuracy of 1 degree K. For the case of $T = 300$K, an error of calculation in the emissivity of 0.03 gives an error of 9K in brightness temperature which is not acceptable. It is important that the scattering calculation obey energy conservation to within 0.01, so that the error in brightness temperature is limited to 3 degrees K.

### 2.4 Numerical Results Illustrating the Need for a Dense Grid
In this section, we illustrate the numerical results of rough surface scattering with a dielectric constant of 25+i using a single grid. Simulations are based on Gaussian random rough surfaces with Gaussian correlation functions. If \( n_d = 10 \), we call it a coarse grid, and for \( n_d \geq 20 \), we call it a dense grid. In Figures 1a and 1b, we compare respectively the results of the real and imaginary parts of a surface field of scattering by a single realization of rough surface for rms height \( h = 0.5\lambda \), correlation length \( \ell = 0.6\lambda \), incident angle \( \theta_i = 30^\circ \), and surface length \( L = 30 \lambda \), where \( \lambda \) is the wavelength. We compare the cases of using \( n_d=10, 30, \) and 40 points per wavelength. We note that the results of \( n_d=30 \) and \( n_d=40 \) are very close to each other. The results of \( n_d=10 \) are quite different. Obviously, the results based on \( n_d=10 \) points per wavelength are not accurate enough. In Table I, we compare the emissivities calculated for using one realization for each of the different \( n_d \). We found that for \( n_d=10 \), the emissivity is 0.5316, while for \( n_d=40 \), the emissivity is 0.6257. The difference of emissivities of 0.0941 leads to the difference of 300K x 0.0941 = 28.23K in brightness temperature. The cases of \( n_d = 30 \) and \( n_d = 40 \) are very close to each other. These examples illustrate the need of using a dense grid for a problem of moderate to large permittivity. In Table I, we also compare the CPU time. Although 40 points per wavelength provides enough accuracy, the CPU time is many times higher than 10 points per wavelength. The solutions of the matrix equation of all these cases are computed using the banded-matrix iterative approach (BMIA) [Tsang, 1994a; Tsang, 1994b; Tsang, 1995]. In Figure 2, we compare the bistatic scattering coefficients averaged over 20 realizations. We see large differences between \( n_d = 10 \) and \( n_d = 30 \). Therefore if a single grid discretization is used, the grid has to be dense to provide the accuracy.

2.5 Physics-Based Two-Grid Method
Although a dense grid can give accurate numerical results, there can be a large increase in CPU and memory requirements as the number of unknowns is 2 to 5 times that of the coarse grid. In this section, we describe the physics-based two-grid method which was developed to reduce CPU and memory requirements.

Note that the lower medium is lossy, so the relative permittivity for the lower medium can be written as:

$$\varepsilon_1 = \varepsilon_1' (1 + iLT)$$  \hspace{1cm} (2.18)

where LT stands for loss tangent. Let

$$n_1 = \text{integer}(\sqrt{\frac{\varepsilon_1'}{\varepsilon}})$$  \hspace{1cm} (2.19)

In the physics-based two-grid method, we use two grid samplings \( n_{dc} \) (coarse grid) and \( n_{dg} \) (dense grid).

We assume a dense grid with \( N_{dg} \) points and a coarse grid with \( N \) points.

$$N_{dg} = n_{dc} \frac{L}{\lambda}$$  \hspace{1cm} (2.20)

$$N = n_{dc} \frac{L}{\lambda}$$  \hspace{1cm} (2.21)

Usually \( n_{dc} = 10 \) and \( n_{dg} = 10 n_1 \)

We first re-write equations (5) and (6) using the dense grid.

$$\sum_{n=1}^{N_{dg}} a_{mn} u(x_n) + \sum_{n=1}^{N_{dg}} b_{mn} \psi(x_n) = \psi_{inc}(x_m)$$  \hspace{1cm} (2.22)

$$\sum_{n=1}^{N_{dg}} a_{mn}^{(1)} u(x_n) + \sum_{n=1}^{N_{dg}} b_{mn}^{(1)} \psi(x_n) = 0$$  \hspace{1cm} (2.23)

The Roman numeral subscripts \( m,n \) denote indexing with the dense grid. The matrix elements \( a_{mn}, b_{mn} \) represent Green's function of the upper medium while \( a_{mn}^{(1)}, b_{mn}^{(1)} \) represents Green's function of the lower medium of the lossy dielectric. We make the following three observations.
1) For non-near field interaction, Green's function for the upper medium is slowly varying compared with Green's function of the lossy dielectric lower medium. Thus when performing matrix and column vector multiplication on the dense grid as indicated in (22), Green's function of the upper medium is essentially constant over an interval of \( n_1 \) points. Thus we can write

\[
\sum_{l=\frac{n-1}{2}}^{\frac{n-1}{2}} a_{m(n+1)}u_{n+1} = a_{mn} \sum_{l=\frac{n-1}{2}}^{\frac{n-1}{2}} u_{n+1} = n_1 a_{mn} \left( \frac{1}{n_1} \sum_{i=\frac{n-1}{2}}^{\frac{n-1}{2}} u_{n+1} \right)
\]  \hspace{1cm} (2.24)

2) The slowly varying nature of Green's function of the upper medium only applies to non-near field interaction. For near field interaction, Green's functions \( G \) and \( G_1 \) have roughly the same rate of variation. Thus we need to separate out a distance, say \( 1\lambda \), outside of which \( G_1 \) is much more rapidly varying than \( G \).

3) The Green's function in the lower region is heavily attenuative. Let \( k_1 \) be the imaginary part of \( k \). If \( k_1 r > C \), where \( C \) is a constant, then the field interaction between the \( m \)th and the \( n \)th point is vanishingly small. We can define a distance limit as dictated by dissipative loss:

\[
r_r = \frac{C}{k_1}
\]  \hspace{1cm} (2.25)

outside of which the lower medium Green's function can be set equal to zero. The constant \( C \) varies from case to case.

Based on the observations above, we calculate the left-hand sides of (22) and (23) as follows.

a) We first approximate

\[
a^{(1)}_{mn} \approx \tilde{a}^{(1)}_{mn}
\]  \hspace{1cm} (2.26)

\[
b^{(1)}_{mn} = \tilde{b}^{(1)}_{mn}
\]  \hspace{1cm} (2.27)

where \( \tilde{a}^{(1)}_{mn} = a^{(1)}_{mn} \), \( \tilde{b}^{(1)}_{mn} = b^{(1)}_{mn} \) for \( r_{mn} \leq r_r \) and \( \tilde{a}^{(1)}_{mn} = \tilde{b}^{(1)}_{mn} = 0.0 \) for \( r_{mn} > r_r \), where \( r_{mn} \) is the distance between the \( m \)th point and the \( n \)th point on the dense grid. Thus \( \tilde{a}^{(1)}_{mn} \) and \( \tilde{b}^{(1)}_{mn} \) are banded matrices and Equation (23) becomes
\[ \sum_{n=1}^{N_{\alpha}} \tilde{a}_{\alpha n}^{(1)} \rho u(x_n) + \sum_{n=1}^{N_{\alpha}} \tilde{b}_{\alpha n}^{(1)} \psi(x_n) = 0 \]  \hspace{1cm} (2.28)

b) Next we decompose the upper medium Green's function into near field and non-near field interactions

\[ \sum_{n=1}^{N_{\alpha}} a_{\alpha n} u(x_n) = \sum_{n=1}^{N_{\alpha}} a_{\alpha n} u_n + \sum_{n=1}^{N_{\alpha}} a_{\alpha n}^* u_n \]  \hspace{1cm} (2.29)

\[ \sum_{n=1}^{N_{\alpha}} b_{\alpha n} \psi(x_n) = \sum_{n=1}^{N_{\alpha}} b_{\alpha n}^* \psi_n + \sum_{n=1}^{N_{\alpha}} b_{\alpha n}^* \psi_n \]  \hspace{1cm} (2.30)

where \( a_{\alpha n}^* = a_{\alpha n}, \ b_{\alpha n} = b_{\alpha n} \) for \( r_{mn} < r_f \) and \( a_{\alpha n}^* = b_{\alpha n}^* = 0 \) for \( r_{mn} > r_f \). Also \( a_{\alpha n} = a_{\alpha n}, \ b_{\alpha n} = b_{\alpha n} \) for \( r_{mn} > r_f \) and \( a_{\alpha n}^* = b_{\alpha n}^* = 0 \) for \( r_{mn} \leq r_f \). Here we call \( r_f \) to be the distance outside which the Green's function of the lower medium is fast varying compared with that of free space Green's function. Outside \( r_f \), the upper medium Green's function is slowly varying on the dense grid.

c) We apply a coarse grid of 10 points per wavelength to the non-near field interaction of the upper medium Green's function corresponding to matrix elements of \( a_{\alpha n}^* \) and \( b_{\alpha n}^* \).

Let \( \alpha \) and \( \beta \) be used to denote the coarse grid index. The coarse grid has surface unknowns \( \tilde{u} \) and \( \tilde{\psi} \), which are averages of the dense grid surface unknowns. Thus if \( \tilde{r}_\beta \) is centered in the middle of the \( n_1 \) dense grid points of \( n+1, n+2, \ldots, n+n_1 \), we have

\[ \tilde{u}_\beta = \frac{u_{n+1} + u_{n+2} + \cdots + u_{n+n_1}}{n_1} \]  \hspace{1cm} (2.31)

\[ \tilde{\psi}_\beta = \frac{\psi_{n+1} + \psi_{n+2} + \cdots + \psi_{n+n_1}}{n_1} \]  \hspace{1cm} (2.32)

For the coarse grid, we calculate Green's function of the upper medium at the coarse grid value which we represent by \( a_{\alpha \beta} \) and \( b_{\alpha \beta} \).

\[ \tilde{a}_{\alpha \beta} = \Delta \tilde{x} \frac{i}{4} H_0^{(1)} (kr_{\alpha \beta}) \]  \hspace{1cm} (2.33)
\[ \overline{b}_{a\beta} = -\Delta \overline{x} \frac{ik}{4} \frac{f'(x_{\beta})(x_{\beta} - x_{\alpha}) - [f(x_{\beta}) - f(x_{\alpha})]}{r_{a\beta}} H^{(1)}_{1}(kr_{a\beta}) \] (2.34)

for \( r_{a\beta} > r_{f} \) and \( \overline{a}_{a\beta} = \overline{b}_{a\beta} = 0.0 \) for \( r_{a\beta} \leq r_{f} \). If \( \Delta \overline{x} \) is the coarse grid sampling, then \( \Delta \overline{x} = n_{t} \Delta x \), where \( \Delta x \) is the dense grid sampling.

Thus Equation (22) becomes
\[ \left[ \sum_{n=1}^{N_{x}} a_{mn}^i u(x_{n}) + \sum_{n=1}^{N_{x}} b_{mn}^i \psi(x_{n}) \right] + \left[ \sum_{\beta=1}^{N} \overline{a}_{a\beta} \overline{u}(x_{\beta}) + \sum_{\beta=1}^{N} \overline{b}_{a\beta} \overline{\psi}(x_{\beta}) \right]_{\text{int}_p} = \psi_{\text{inc}}(x_{n}) \] (2.35)

Note in Equation (35) that \( \sum_{n=1}^{N_{x}} a_{mn}^i u(x_{n}) \) includes \( N_{dg} \) values of \( m = 1, 2, \ldots, N_{dg} \), while \( \sum_{\beta=1}^{N} \overline{a}_{a\beta} \overline{u}(x_{\beta}) \) only has \( N \) values of \( \alpha = 1, 2, \ldots, N \). Thus we first compute \( \sum_{\beta=1}^{N} \overline{a}_{a\beta} \overline{u}(x_{\beta}) \).

Then we use linear interpolation to find \( N_{dg} \) on the dense grid. In Equation (35), we use subscript \( \text{intp} \) to represent that interpolation. Finally, we use BMIA to solve matrix Equation (28) and (35) instead of (22) and (23).

The usual memory requirement of method of moments is the square of the number of unknowns. However, most of the matrix elements belong to non-near field interactions. PBTG has substantial savings in CPU time. For the upper medium free space Green’s function, PBTG, as indicated in Equation (35) only stores the non-near field interaction on the coarse grid. For the lower medium Green’s function of the lossy dielectric, the PBTG takes into account the lossy nature of the dielectric and needs only to store the banded matrix.

2.6. Numerical Results and CPU Comparisons

In this section, we show the numerical results based on the physics-based two-grid method and compare the results and CPU time with that of the single grid of a dense grid. We show that the PBTG is as accurate as using the dense grid and yet is many times
faster than the dense grid. In Figures 3a and 3b, we compare respectively the results of the real and imaginary parts of surface field of scattering by a single realization of rough surface using a single grid and PBTG. For the single grid results, we use \( n_d = 40 \) which is a dense grid and gives results of sufficient accuracy. For PBTG, the two grids used have \( n_{dc} = 10 \) and \( n_{ds} = 40 \). For PBTG, we also use two different \( r_f \) of \( 1\lambda \) and \( 4\lambda \). The case of \( r_f = 4\lambda \) is almost identical to the single dense grid result. In Table II, we compare the emissivities calculated and the CPU required. The emissivity calculated by PBTG is also very close to that of single dense grid. The CPU comparison shows that it is a factor of 2 less than the single dense grid for the case of surface length \( L = 30\lambda \). The CPU advantages get better for long surfaces. This is because the dense grid is still used for distance separations less than \( r_f \), and \( r_f = 4\lambda \) is substantial compared with the surface length of \( L = 30\lambda \). To show the computational advantage for longer surfaces, we show in Figure 5 the results of a bistatic scattering coefficient of a surface length of \( L = 120\lambda \). For the single grid, we use the coarse grid of the usual \( n_d=10 \) points per wavelength, and for the PBTG, we use the two grids of \( n_{dc} = 10 \) and \( n_{ds} = 30 \). The single coarse grid is not accurate as shown in the results in Figure 5. In Table II, we show the comparisons of CPU. We note that the ratio of CPU is \( 9545.4/6586.6=1.45 \). This means that PBTG provides the accuracy with only a 45% percent increase in CPU over the inaccurate single coarse grid. On the other hand, the estimated CPU for a single dense grid of \( n_d = 30 \) corresponding to 7200 surface unknowns is about 9 times more. This single dense grid of \( n_d = 30 \) is not computed because of the large memory requirements. On the other hand, the PBTG of \( n_{dc} = 10 \) and \( n_{ds} = 30 \) can be performed as indicated because PBTG also has substantial savings in memory.

2.7 Conclusions
In this paper, we have developed and applied the PBTG method to address the dense grid requirement for dielectric surfaces with a large lossy dielectric constant. The method saves both CPU and memory and provides the required accuracy. We are presently combining it with the canonical grid method and extending the approach to 3-dimensional problems.
Table 2.1: Comparison of CPU and emissivities for one realization based on single grid method with various number of $n_d$

<table>
<thead>
<tr>
<th>Method</th>
<th>Surface length ($\lambda$)</th>
<th>$n_d$</th>
<th># of surface unknowns</th>
<th>CPU time (s)</th>
<th>Emissivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SG</td>
<td>30</td>
<td>10</td>
<td>600</td>
<td>396.9</td>
<td>0.5316</td>
</tr>
<tr>
<td>SG</td>
<td>30</td>
<td>20</td>
<td>1200</td>
<td>1287.1</td>
<td>0.5813</td>
</tr>
<tr>
<td>SG</td>
<td>30</td>
<td>30</td>
<td>1800</td>
<td>2428.1</td>
<td>0.6172</td>
</tr>
<tr>
<td>SG</td>
<td>30</td>
<td>40</td>
<td>2400</td>
<td>4616.1</td>
<td>0.6257</td>
</tr>
</tbody>
</table>

SG = Single Grid

Table 2.2: Comparison of CPU and emissivities based on PBTG and single grid method with various values of $n_d$ and $r_f$

<table>
<thead>
<tr>
<th>Method</th>
<th># of realization</th>
<th>Surface length ($\lambda$)</th>
<th>$n_d$</th>
<th># of surface unknowns</th>
<th>$r_f$</th>
<th>CPU time (s)</th>
<th>Emissivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SG</td>
<td>1</td>
<td>30</td>
<td>40</td>
<td>2400</td>
<td>4.0</td>
<td>4,616.1</td>
<td>0.6257</td>
</tr>
<tr>
<td>PBTG</td>
<td>1</td>
<td>30</td>
<td>10 and 40</td>
<td>2400</td>
<td>1.0</td>
<td>1,371.2</td>
<td>0.6418</td>
</tr>
<tr>
<td>PBTG</td>
<td>1</td>
<td>30</td>
<td>10 and 40</td>
<td>2400</td>
<td>2.0</td>
<td>1,748.2</td>
<td>0.6314</td>
</tr>
<tr>
<td>PBTG</td>
<td>1</td>
<td>30</td>
<td>10 and 40</td>
<td>2400</td>
<td>3.0</td>
<td>2,253.1</td>
<td>0.6203</td>
</tr>
<tr>
<td>PBTG</td>
<td>1</td>
<td>30</td>
<td>10 and 40</td>
<td>2400</td>
<td>4.0</td>
<td>2,430.1</td>
<td>0.6280</td>
</tr>
<tr>
<td>SG</td>
<td>1</td>
<td>120</td>
<td>10</td>
<td>2400</td>
<td>5.0</td>
<td>6,586.6</td>
<td>0.6280</td>
</tr>
<tr>
<td>SG</td>
<td>1</td>
<td>120</td>
<td>30</td>
<td>7200</td>
<td>6.0</td>
<td>60,000*</td>
<td>0.6280</td>
</tr>
<tr>
<td>PBTG</td>
<td>1</td>
<td>120</td>
<td>10 and 30</td>
<td>7200</td>
<td>1.0</td>
<td>9,545.4</td>
<td>0.6280</td>
</tr>
<tr>
<td>SG</td>
<td>20</td>
<td>30</td>
<td>10</td>
<td>600</td>
<td></td>
<td>0.4827</td>
<td></td>
</tr>
<tr>
<td>SG</td>
<td>20</td>
<td>30</td>
<td>30</td>
<td>1800</td>
<td></td>
<td>0.6041</td>
<td></td>
</tr>
<tr>
<td>PBTG</td>
<td>20</td>
<td>30</td>
<td>10 and 30</td>
<td>1800</td>
<td>2.0</td>
<td>0.5914</td>
<td></td>
</tr>
</tbody>
</table>

*estimated values only
Figure 2.1. Comparison of surface fields for different $n_d$, (number of sampling points per wavelength) for one realization with $h=0.5\lambda$, $\ell=0.6\lambda$, $\theta_i=30^\circ$, $L=30\lambda$, $\varepsilon_r=25+i$, $g=L/4$, (a) real part of surface field (b) imaginary part of surface field.
Figure 2.2. Comparison of bistatic scattering coefficient for different $n_d$, (number of sampling points per wavelength) for 20 realizations with $h=0.5\lambda$, $\ell=0.6\lambda$, $\theta_i=30^\circ$, $L=30\lambda$, $\varepsilon_r=25+i$, $g=L/4$. 
Figure 2.3. Comparison of surface field between SINGLE GRID method and physics based two grid method PBTG for one realization with $h=0.5\lambda$, $\ell = 0.6\lambda$, $\theta_i=30^\circ$, $L=30\lambda$, $\varepsilon_r=25+i$, $g=ltw/4$. For the single grid $n_d = 40$, For PBTG, $n_{dc} = 10$, $n_{dg} = 40$ (a) real part of surface field (b) imaginary part of surface field.
Figure 2.4. Comparison of bistatic scattering coefficient between SINGLE GRID and PBTG for 20 realizations with $h=0.5\lambda$, $\ell=0.6\lambda$, $\theta=30^\circ$, $L=30.0\lambda$, $\varepsilon_r=25.0+i$, $g=L/4$. For the single grid $n_d=30$, For PBTG, $n_{dc}=10$, $n_{dg}=30$.

Figure 2.5. Comparison of bistatic scattering coefficient between SINGLE GRID and PBTG for one realization with $h=0.5\lambda$, $\ell=0.6\lambda$, $\theta=30^\circ$, $L=120\lambda$, $\varepsilon_r=25.0+i$, $g=L/4$. For the single grid of $n_d=10$, For PBTG, $n_{dc}=10$, $n_{dg}=30$. 
Chapter 3

Monte-Carlo Simulations of Wave Scattering from Lossy Dielectric Random Rough Surfaces Using the Physics-Based Two-grid Method and the Canonical Grid Method

3.1 Introduction

The scattering of waves from random rough surfaces has been a topic of continued study for many years because of its broad applications. Recently, Monte-Carlo simulations of the wave scattering problem have been a common approach because of the advent of modern computers and the development of fast numerical methods. Monte Carlo simulations performed by all authors require at least 20 wavelengths because the surface must have enough valleys and peaks to be a legitimate statistical sample (realization) in random rough surface simulations. The most common method that has been used in numerical simulations is the integral equation method [Axline, 1978; Maradudin, 1990; Thorsos, 1988; Chen, 1990; Nieto-Vesperinas, 1987; Rino, 1992; Kim, 1992; Maystre, 1991; Chen, 1995]. Conventional implementation of the integral equation method requires an $O(N^3)$ operation and an $O(N^2)$ computer memory storage. Therefore, the simulation has been limited to small to moderate surface length with no more than a few thousand surface unknowns. Over the past few years, there are several fast numerical methods that have been developed [Donohue, 1998; Jandhyala, 1998; Michielssen, 1996; Tsang, 1993a; Tsang, 1993d; Tsang, 1994a; Li, 1994; Tsang, 1995; Chan, 1993; Chan, 1998]. One of them is the banded-matrix iterative approach/canonical grid method (BMIA/CAG) that permits the solution of large-scale random rough surface problems
[Tsang, 1993a; Tsang, 1993d; Tsang, 1994a; Li, 1994; Tsang, 1995; Chan, 1993; Chan, 1998]. The essence of the method consists of decomposing the interaction into near and non-near field interactions. The non-near field interactions are then expanded on a canonical grid of a horizontal surface so that the Fast Fourier Transform (FFT) can be applied. The computational complexity and the memory requirements for BMIA/CAG are $O(N \log(N))$ and $O(N)$, respectively. Another method for the 1-D case is by Michielssen’s etal [1996], which has computational complexity of $O(N \log^2 N)$. For the case of PEC, the paper by Michielssen etal reports a CPU of 8 to 12 minutes for 4000 unknowns while the BMIA/CAG method as reported in Table II of reference 17 reports a CPU of 20 minutes for 8000 unknowns. Thus the two methods are comparable in CPU time for the PEC case. The BMIA/CAG is also applied to dielectric rough surface [Chan, 1998]. The experience with dielectric surface is that the CPU increases much more than the PEC case.

In the application of method of moments to rough surface scattering problem, a common implementation is to use a grid of 10 points per wavelength to discretize the surface. We shall call such a gridding a single coarse grid (SCG). But, to study scattering by lossy dielectric rough surfaces with high permittivity, there can be rapid spatial variation of surface fields. Two alternatives were used. The first alternative is to use impedance boundary condition [Johnson, 1998]. The disadvantage of this alternative is that an approximation is used in the problem without any error estimate. The second alternative is to use a dense grid with a large number of points (say more than 20 points) per wavelength. We shall call such a gridding a single dense grid (SDG). The disadvantage of this second alternative is that there is a large increase in CPU and required memory. The physics-based two-grid (PBTG) method [Tsang, 1997] is an improvement over these two alternatives in that it has the same accuracy as the single dense grid and yet has CPU comparable with that of the single coarse grid. Another improvement is that the PBTG method can calculate the emissivity accurately because the method obeys energy conservation accurately. In PBTG, two grids were used: a
dense grid and a sparse grid. The sparse grid is that of the usual 10 points per wavelength. The dense grid ranges from 20 to higher number points per wavelength depending on the relative permittivity of the lossy dielectric medium. The key point of PBTG is based on the following two observations. (1) Green's function of the lossy dielectric is attenuative, and (2) Green's function of free-space is slowly varying on the dense grid. Because of Kramer-Kronig relation, a large real part of dielectric constant is usually associated with a large imaginary part. The first property of lossy dielectric gives a banded submatrix for the Green's function of the lossy dielectric. The second property allows us, when using the free-space Green's function on the dense grid, to first average the values of surface unknowns on the dense grid and then place them on the sparse grid. PBTG speeds up the CPU and yet preserves the accuracy of the solution. It needs to be mentioned the PBTG is different from multigrid method. The multigrid method [Donohue, 1998; Briggs, 1987] tries to facilitate the convergence of iteration in iterative techniques. It entails discretization of the structure into various grid sizes. The coarse grid corresponds to the low frequency portion of the solution while the fine grid corresponds to that of the high frequency solution. An iterative solution is obtained for each level of discretization and the solutions are interpolated from the coarse grid to the fine grid. The solution is first obtained in the coarse grid and then one moves to the next level of fine grid. Once the iterative solution is obtained in the fine grid, then one has to go back to the coarse grid to refine the solution. The present method that we have is based on scattering physics. The purpose of PBTG is to speed up the matrix-vector product of two Green's functions convolving with the surface fields on the dense grid.

In the previous paper [Tsang, 1997], we developed PBTG for TE case. In this paper, we (i) combine the PBTG method with the BMIA/CAG method for improving of CPU and memory requirements, (ii) study bistatic scattering coefficients and emissivity for TM case and compare TM and TE results, and (iii) apply to low grazing scattering. We use it to treat a rough surface with a large surface length since the edge effects have to be avoided for low-grazing angle incidence [Tsang, 1995; Johnson, 1998]. We use two grids, a dense
grid and a coarse grid. The interaction is divided into (1) very near field of less than 1 wavelength, (2) near field of between 1 wavelength and \(r_d\) wavelengths, and (3) non-near field beyond \(r_d\) wavelengths. In numerical simulations, \(r_d\) is an adjustable parameter so that BMIA/CAG can be used to solve the equations. In this paper, \(r_d\) is fixed at 10 wavelengths. For very near-field interactions, we use a dense grid which is represented by four banded submatrices. For near-field and non-near field interactions, the free space Green’s function is slowly varying on the dense grid. We can first average the fields on the dense grid to get fields on the sparse grid. The non-near field interactions are also expanded on a canonical grid of a horizontal surface so that the fast Fourier Transform (FFT) can be applied. In the lower medium, non-near field interactions were neglected because of lossy properties of the lower medium. The approach is denoted as PBTG-BMIA/CAG. The computational complexity and the memory requirements for present algorithm are \(O(N \log(N))\) and \(O(N)\), respectively, where \(N\) is the number of surface unknowns on the coarse grid. Using this approach, we illustrate numerical results of TE and TM wave scattering up to surface length of 500 wavelengths and 30,000 surface unknowns. Note that all the surface unknowns on the dense grid are calculated by this method. The salient features of the numerical results are

(1) A single coarse grid (SCG) has poorer accuracy for TM case than for TE case.

(2) PBTG-BMIA/CAG speeds up CPU and preserves the accuracy. It has accuracy comparable to single dense grid and yet has CPU comparable to single coarse grid. It also gives surface fields on the dense grid and can give accurate results of the surface fields when the surface fields have rapid spatial variation.

(3) PBTG-BMIA/CAG gives accurate results for emissivity calculations and also for low grazing backscattering problems (LBGA).

Thus PBTG-BMIA/CAG produces accurate results on the dense grid at CPU comparable with that of single coarse grid.
In Section II, the formulation of the problem of TE and TM wave impinging upon a dielectric surface is given in terms of integral equations. Then the integral equations are converted into a matrix equation using a single grid discretization. In Section III, we implement the physics-based two-grid algorithm and combine it with the BMIA/CAG method. In section IV, the bistatic scattering coefficients and the emissivity are defined. In Section V, the numerical results are illustrated.

3.2 Formulation and Single Grid Implementation

Consider a tapered plane wave, \( \psi_{\text{inc}}(x, z) \), with a time dependence of \( e^{-i\omega t} \), impinging upon a 1-D rough surface with a random height profile \( z = f(x) \). It is tapered so that the illuminated rough surface can be confined to surface length \( L \) [Chan, 1998]. The incident wave is

\[
\psi_{\text{inc}}(x, f(x)) = \frac{g}{2\sqrt{\pi}} \int dk_x e^{i(k_x x - k_z z)} e^{\frac{(k_x - k_z)^2}{4k_x^2}}
\]

(3.1)

where \( k_x = k \sin \theta, \quad k_z^2 = k^2 - k_x^2 \) with a proper choice of the branch cut, \( k \) is the wavenumber of the free space, and \( g \) is the parameter that controls the tapering of the incident wave. Let \( \psi \) and \( \psi_1 \), denote respectively, the wave functions for the upper medium and lower medium. They satisfy the following surface integral equations [Tsang, 1985]

\[
\frac{1}{2} \int \psi(\vec{r}) \left( \frac{\partial G(\vec{r}, \vec{r}')}{\partial n} - G(\vec{r}, \vec{r}') \frac{\partial \psi(\vec{r})}{\partial n} \right) ds = \psi_{\text{inc}}(\vec{r}')
\]

(3.2)

\[
\frac{1}{2} \psi_1(\vec{r}') + \int \psi'_1(\vec{r}) \left( \frac{\partial G_1(\vec{r}, \vec{r}')}{\partial n} - G_1(\vec{r}, \vec{r}') \frac{\partial \psi'_1(\vec{r})}{\partial n} \right) ds = 0
\]

(3.3)
where \( \int_s \) denotes a Cauchy integral and \( G \) and \( G_1 \) are the 2-dimensional Green's function of the upper and lower medium which are given by

\[
G(\vec{r}, \vec{r}') = \frac{i}{4} H_0^{(1)}(k|\vec{r} - \vec{r}'|) \tag{3.4}
\]

\[
G_1(\vec{r}, \vec{r}') = \frac{i}{4} H_0^{(1)}(k_1|\vec{r} - \vec{r}'|) \tag{3.5}
\]

\( H_0^{(1)} \) is the zeroth order Hankel function of the first kind and \( k_1 \) is the wavenumber of the lower medium. The wave functions \( \Psi \) and \( \Psi_1 \) are related through the boundary conditions on the surface \( S \), namely,

\[
\psi_1(\vec{r}) = \psi(\vec{r}) \quad \text{and} \quad \frac{\partial \psi_1(\vec{r})}{\partial \hat{n}} = \rho \frac{\partial \psi(\vec{r})}{\partial \hat{n}} \tag{3.6}
\]

where \( \rho \) equals \( \mu_i/\mu \) and \( \varepsilon_i/\varepsilon \) for TE and TM polarization, respectively. The integral equation is next discretized using an evenly spaced single grid. The surface is discretized into a single grid of \( N \) points for \( x \) between \( -L/2 \) and \( L/2 \) and the \( x_m \) points are at

\[
x_m = (m - 0.5)\Delta x - \frac{L}{2}, \quad m = 1, 2, \ldots, N.
\]

\[
\sum_{n=1}^{N} a_{mn} u(x_n) + \sum_{n=1}^{N} b_{mn} \psi(x_n) = \psi_{inc}(x_m) \tag{3.7}
\]

\[
\sum_{n=1}^{N} a_{mn}^{(1)} \rho u(x_n) + \sum_{n=1}^{N} b_{mn}^{(1)} \psi(x_n) = 0 \tag{3.8}
\]

where \( u(x) = \sqrt{1 + \left[ f'(x) \right]^2} \frac{\partial \psi}{\partial \hat{n}} \). The matrix elements \( a_{mn} \), \( b_{mn} \), \( a_{mn}^{(1)} \), and \( b_{mn}^{(1)} \) are given by [Li, 1994]:

\[
a_{mn} = \begin{cases} 
\Delta x \frac{i}{4} H_0^{(1)}(kr_{mn}) & m \neq n \\
\Delta x \frac{i}{4} H_0^{(1)}[k\Delta x \gamma_m / (2\varepsilon)] & m = n 
\end{cases} \tag{3.9}
\]
\[
\begin{align*}
\begin{align*}
    b_{mn} &= \begin{cases} 
    -\Delta x \frac{ik_f(x_n)(x_n - x_m) - [f(x_n) - f(x_m)]}{r_{mn}} H_1^{(1)}(kr_{mn}) & m \neq n \\
    \frac{1}{2} \frac{f''(x_m) \Delta x}{4\pi \gamma_m^2} & m = n 
    \end{cases} \\
\end{align*}
\end{align*}
\]

\[
\begin{align*}
    a_{mn}^{(1)} &= \begin{cases} 
    -\Delta x \frac{i}{4} H_0^{(1)}(k_1 r_{mn}) & m \neq n \\
    -\Delta x \frac{i}{4} H_0^{(1)}[k_1 \Delta x \gamma_m/(2e)] & m = n 
    \end{cases} \\
\end{align*}
\]

\[
\begin{align*}
    b_{mn}^{(1)} &= \begin{cases} 
    \Delta x \frac{ik_1 f(x_n)(x_n - x_m) - [f(x_n) - f(x_m)]}{r_{mn}} H_1^{(1)}(k_1 r_{mn}) & m \neq n \\
    \frac{1}{2} \frac{f'''(x_m) \Delta x}{4\pi \gamma_m^2} & m = n 
    \end{cases} \\
\end{align*}
\]

where \( r_{mn} = \sqrt{(x_n - x_m)^2 + [f(x_n) - f(x_m)]^2} \) and \( \gamma_m = \sqrt{1 + [f''(x_m)]^2} \), \( e = 2.71828183 \), \( H_1^{(1)} \) is the first order Hankel function of the first kind, \( f'(x_m) \) and \( f''(x_m) \) represent the first and second derivative of \( f(x) \) evaluated at \( x_m \), respectively. The matrix equation in (7) and (8) is in the form of a single grid. Let \( n = N/L \) be the number of points per wavelength. Usually a sample frequency of \( n = 10 \) is taken meaning that we have 10 points per wavelength. We shall call such a sampling a single coarse grid (SCG). If the sampling frequency is two or more times denser than the coarse grid, we shall call it a single dense grid (SDG). The dense grid that we use ranges from \( n = 20 \) to \( n = 30 \) in the paper.

3.3 Physics-Based Two-Grid Method Combined with Banded Matrix Iterative Approach/Canonical Grid Method
In this section, we describe the physics-based two-grid method correlated the BMIA/CAG.

Assume that the upper medium is the free space and the lower medium is lossy with the following relative permittivity:
\[
\varepsilon_i = \varepsilon_i' (1 + i \tan \delta)
\]  
(3.13)
where \( \tan \delta \) stands for loss tangent. Let \( \lambda \) and \( \lambda_i \) represent the wavelength of the wave with the identical frequency in the free space and the lower medium, respectively, and
\[
n_i = \text{integer}(\sqrt{\varepsilon_i'})
\]  
(3.14)
Then, the relationship between \( \lambda \) and \( \lambda_i \) can be expressed approximately by
\[
\lambda_i \approx \frac{\lambda}{n_i}
\]  
(3.15)
The number of sampling points needed in the lower medium should be \( n_i \) times more than that in the free space.

In the physics-based two-grid method, we use two grids with samplings per wavelength of \( n_{cs} \) (coarse grid) and \( n_{dg} \) (dense grid), respectively. Let \( N_{dg} \) and \( N \) be respectively the total number of points on the dense grid and the coarse grid.
\[
N_{dg} = n_{dg} \frac{L}{\lambda}
\]  
(3.16)
\[
N = n_{cs} \frac{L}{\lambda}
\]  
(3.17)
Usually \( n_{cs} = 10 \) and \( n_{dg} = 10 n_i \). We first re-write equations (7) and (8) using the dense grid.
\[
\sum_{n=1}^{N_{dg}} a_{mn} u(x_n) + \sum_{n=1}^{N_{dg}} b_{mn} \psi(x_n) = \psi_{inc}(x_m)
\]  
(3.18)
\[
\sum_{n=1}^{N_x} a_{mn}^{(l) \rho u(x_n)} + \sum_{n=1}^{N_x} b_{mn}^{(l) \psi(x_n)} = 0
\]  

(3.19)

The Roman numeral subscripts \(m, n\) denote indexing with the dense grid. Note that in the method of PBTG, the surface field at the dense grid are calculated. It is when the Green's function is multiplied with the surface fields on the dense grid, we can make substantial CPU saving by using PBTG. The matrix elements \(a_{mn}, b_{mn}\) represent Green's function of the upper medium while \(a_{mn}^{(l)}, b_{mn}^{(l)}\) represents Green's function of the lower medium of the lossy dielectric. To reduce the calculation, we make the following three observations.

1) The Green's function in the lower region is heavily attenuative. A medium with a large real part of dielectric constant is normally associated with a large imaginary part. Let \(k_1''\) be the imaginary part of \(k_1\). If \(k_1''r > C\), where \(C\) is a constant, then the field interaction between the \(mth\) and the \(nth\) point is vanishingly small. We can define a distance limit as dictated by dissipative loss:

\[
r_i = \frac{C}{k_1''}
\]

(3.20)

outside of which the lower medium Green's function can be set equal to zero. The constant \(C\) depending on the loss tangent \(\tan \delta\) varies from case to case. In this paper, \(C\) was fixed at 1.5.

Based on this observation, we calculate the left-hand sides of (19) as follows. We approximate

\[
a_{mn}^{(l)} = a_{mn}^{(l)} = \begin{cases} 
a_{mn}^{(l)} & r_{mn} \leq r_i \\
0 & r_{mn} \geq r_i \end{cases}
\]

(3.21)

\[
b_{mn}^{(l)} = b_{mn}^{(l)} = \begin{cases} 
b_{mn}^{(l)} & r_{mn} \leq r_i \\
0 & r_{mn} \geq r_i \end{cases}
\]

(3.22)

where \(r_{mn}\) is the distance between the \(mth\) point and the \(nth\) point on the dense grid.

Thus \(\tilde{a}_{mn}^{(l)}\) and \(\tilde{b}_{mn}^{(l)}\) are banded matrices and Equation (19) becomes
\[ \sum_{n=1}^{N_{dx}} \bar{a}_{mn}^{(1)} \rho u(x_n) + \sum_{n=1}^{N_{dy}} \bar{b}_{mn}^{(1)} \psi(x_n) = 0 \quad (3.23) \]

2) For non-near field interaction, Green's function for the upper medium is slowly varying compared with Green's function of the lossy dielectric lower medium. Thus when performing matrix and column vector multiplication on the dense grid as indicated in (18), the Green's function of the upper medium is essentially constant over an interval of \( n_1 \) points on the dense grid. Thus we can write

\[ \sum_{l=1}^{n_1} a_{l+m-1}^{(n+1)} u_{n+l} = a_{m-n+1}^{(n+1)} \sum_{l=1}^{n_1} u_{n+l} = n_1 a_{m-n+1}^{(n+1)} \left( \frac{1}{n_1} \sum_{l=1}^{n_1} u_{n+l} \right) \quad (3.24) \]

where \( l' = 1, 2, \ldots, n_1 \) and the points with indexes \( m_{np} \) and \( n_{np} \) are the middle points of the \((m+1)th\) point and the \((m+n_1)th\) point and the \((n+1)th\) point and the \((n+n_1)th\) point, respectively. What is done in (24) is that the surface fields on the dense grid are first averaged before multiplied by the upper medium Green's function.

3) The slowly varying nature of Green's function of the upper medium only applies to non-near field interaction. For near field interaction, Green's functions \( G \) and \( G_1 \) have roughly the same rate of variation. Thus we need to separate out a distance, say \( 1\lambda \), outside of which \( G_1 \) is much more rapidly varying than \( G \).

Based on the observations above, we decompose the upper medium Green's function into near field and non-near field interactions

\[ \sum_{n=1}^{N_{dx}} a_{mn} u(x_n) = \sum_{n=1}^{N_{dx}} a_{mn}^s u_n + \sum_{n=1}^{N_{dx}} a_{mn}^{ns} u_n \quad (3.25) \]

\[ \sum_{n=1}^{N_{dy}} b_{mn} \psi(x_n) = \sum_{n=1}^{N_{dy}} b_{mn}^s \psi_n + \sum_{n=1}^{N_{dy}} b_{mn}^{ns} \psi_n \quad (3.26) \]

where \( a_{mn}^s, b_{mn}^s, a_{mn}^{ns}, \) and \( b_{mn}^{ns} \) are determined by

\[ a_{mn}^s = \begin{cases} a_{mn} & r_{mn} \leq r_f \\ 0 & r_{mn} \geq r_f \end{cases} \quad (3.27) \]
\[ b_{mn}^r = \begin{cases} b_{mn} & r_{mn} \leq r_f \\ 0 & r_{mn} \geq r_f \end{cases} \quad (3.28) \]

\[ a_{mn}^{ns} = \begin{cases} 0 & r_{mn} \leq r_f \\ a_{mn} & r_{mn} \geq r_f \end{cases} \quad (3.29) \]

\[ b_{mn}^{ns} = \begin{cases} 0 & r_{mn} \leq r_f \\ b_{mn} & r_{mn} \geq r_f \end{cases} \quad (3.30) \]

Thus \( r_f \) is the distance outside which the Green's function of the lower medium is fast varying compared with that of free space Green's function.

Let \( \alpha \) and \( \beta \) denote the coarse grid indices. The coarse grid has surface unknowns \( \bar{u} \) and \( \bar{\psi} \), which are averages of the dense grid surface unknowns. Thus if \( \bar{\beta} \) is centered in the middle of the \( n \) dense grid points of \( n+1, n+2, \ldots, n+n_1 \), we have

\[
\bar{u}_{\beta} = \frac{u_{n+1} + u_{n+2} + \cdots + u_{n+n_1}}{n_1} \quad (3.31)
\]

\[
\bar{\psi}_{\beta} = \frac{\psi_{n+1} + \psi_{n+2} + \cdots + \psi_{n+n_1}}{n_1} \quad (3.32)
\]

We calculate Green's function of the upper medium on the coarse grid. These are represented by \( \bar{a}_{\alpha\beta} \) and \( \bar{b}_{\alpha\beta} \).

\[
\bar{a}_{\alpha\beta} = \begin{cases} \Delta \bar{x} \frac{i}{4} H_0^{(1)}(kr_{\alpha\beta}) & r_{\alpha\beta} > r_f \\ 0 & r_{\alpha\beta} \leq r_f \end{cases} \quad (3.33)
\]

\[
\bar{b}_{\alpha\beta} = \begin{cases} -\Delta \bar{x} \frac{i}{4} \frac{f'(x_{\beta})(x_{\beta} - x_{\alpha}) - [f(x_{\beta}) - f(x_{\alpha})]}{r_{\alpha\beta}} H_1^{(1)}(kr_{\alpha\beta}) & r_{\alpha\beta} > r_f \\ \Delta \bar{x} \frac{i}{4} H_0^{(1)}(kr_{\alpha\beta}) & r_{\alpha\beta} \leq r_f \end{cases} \quad (3.34)
\]

where \( \Delta \bar{x} \) is the coarse grid sampling, \( \Delta \bar{x} = n_1 \Delta x \), and \( \Delta x \) is the dense grid sampling.

Thus Equation (18) becomes
\[
\sum_{n=1}^{N_d} a^r_{mn} u(x_n) + \sum_{n=1}^{N_d} b^r_{mn} \psi(x_n) + \sum_{\beta=1}^{N} \tilde{a}_{\alpha\beta} \tilde{u}(x_\beta) + \sum_{\beta=1}^{N} \tilde{b}_{\alpha\beta} \tilde{\psi}(x_\beta) \big|_{\text{intp}} = \psi_{\text{inc}}(x_m)
\] (3.35)

Note in Equation (35) that \( \sum_{n=1}^{N_d} a^r_{mn} u(x_n) \) includes \( N_d \) values of \( m=1, 2, \cdots, N_d \), while \( \sum_{\beta=1}^{N} \tilde{a}_{\alpha\beta} \tilde{u}(x_\beta) \) only has \( N \) values of \( \alpha=1, 2, \cdots, N \). Thus we first compute \( \sum_{\beta=1}^{N} \tilde{a}_{\alpha\beta} \tilde{u}(x_\beta) \).

Then we use linear interpolation to find \( N_d \) on the dense grid. In Equation (35), we use subscript intp to represent that interpolation.

In the original PBTG, the BMIA is used to solve matrix Equation (23) and (35). In this paper, we use BMIA/CAG to solve matrix equation. We further divide non-near field interactions into two regions which are separated by \( r_d \). For the interactions between \( r_f \) and \( r_d \), we implement matrix and vector multiplication directly. For the interactions larger than \( r_d \), we expand \( \tilde{a}_{\alpha\beta} \) and \( \tilde{b}_{\alpha\beta} \) in Taylor series as in the BMIA/CAG so that the FFTs can be used to compute this part of the matrix-vector multiplication. The Taylor series expansion is given below

\[
H(k\sqrt{x_d^2 + z_d^2}) = \sum_{m=0}^{\infty} a_m(x_d) \left(\frac{z_d}{x_d}\right)^{2m}
\]

Here \( H(k\sqrt{x_d^2 + z_d^2}) \) represents both \( H_0^{(1)}(k\sqrt{x_d^2 + z_d^2}) \) and \( H_1^{(1)}(k\sqrt{x_d^2 + z_d^2}) \), \( x_d = (x-x') \) and \( z_d = (z-z') = f(x) - f(x') \). The first three terms of the expansion coefficients are given in [Chan, 1998].

The accuracy of Taylor series expansion depends on the ratio of \( z_d/x_d \) which in turn dictates the bandwidth of the stored near-field interactions.
3.4 Bistatic Scattering Coefficient and Emissivity

After the matrix equation is solved, the surface field can be calculated. The bistatic scattering coefficient $\sigma(\theta_s, \theta_i)$ is a measure of the scattering from incident angle $\theta_i$ into scattered angle $\theta_s$. It is defined by:

$$
\sigma(\theta_s, \theta_i) = \left| \int_{-\infty}^{\infty} dx [ik\psi(x) \frac{df}{dx} \sin \theta_s - \cos \theta_s - u(x)] \exp(-ik\alpha(\theta_s, x)) \right|^2
$$

$$
\int_{-\infty}^{\infty} dk_x k_x \exp\left[-(k_x - k\sin \theta_i)^2 / 4g^2 \right]
$$

(3.37)

In (37), $\alpha(\theta_s, x) = \sin \theta_s x + \cos \theta_s f(x)$, and $k_z = \sqrt{k^2 - k_x^2}$. The bistatic scattering coefficient has been normalized by the incident power impinging upon the rough surface. For scattering by a perfect conducting surface, the energy conservation test is that $\int \sigma(\theta_s, \theta_i) d\theta_s = 1$. For scattering by a dielectric surface, the emissivity of the rough surface at incident angle $\theta_i$ is

$$
e(\theta_i) = 1 - \int d\theta_s \sigma(\theta_s, \theta_i)
$$

(3.38)

Thus emissivity is a measure of energy conservation in a scattering calculation. Because of reciprocity, emissivity is the same as absorptivity which is the amount of power absorbed by the dielectric in a scattering problem. In passive remote sensing, the brightness temperature $T_b$ of the medium is measured at incident angle $\theta_i$. The brightness temperature is

$$
T_b(\theta_i) = e(\theta_i)T
$$

(3.39)

where $T$ is the physical temperature of the medium in Kelvin degrees. Brightness temperatures are commonly measured by instruments mounted on satellites and aircrafts. The brightness temperature can be measured to an accuracy of 1 degree K. For the case of $T = 300K$, an error of calculation in the emissivity of 0.03 gives an error of 9K in brightness temperature and will not be acceptable. It is important that the scattering
calculation obey energy conservation to less than 0.01, so that the error in brightness temperature is limited to less than 3 degrees K.

3.5 Numerical Results and Discussion

In this section, we illustrate the numerical simulation results of wave scattering from rough lossy dielectric surface for both TE and TM waves. Simulations are based on Gaussian random rough surfaces with Gaussian correlation functions. First, we show the comparisons of bistatic scattering coefficients and surface fields based on a single dense grid (SDG) and a single coarse grid (SCG) with a dielectric constant of 25+i, surface length of 100 wavelengths and at an incidence angle of 30 degrees. The results show that the dense grid is required for the case with large dielectric constant. We shall regard the SDG results to be correct. Next, we compare the results based on PBTG-BMIA/CAG with that of SDG. Then we use the new method to calculate the cases with large surface length at different incident angles and compare with SDG. Results indicate that the method still works well for large surface length and at near-grazing incidence angle. It is important to note that the PBTG-BMIA/CAG calculates the surface fields on the dense grid.

Our numerical results for rms heights less than a wavelength indicate that it requires a long surface to have accurate solutions of close to grazing incidence since the edge effects have to be avoided [Tsang, 1995]. It has been reported that the surface length of 8192 wavelengths is needed for the incidence angle of 89° [Johnson, 1998]. For the case of small incidence angle, the required surface length can be much shorter. However, the advantage of the present method is for long surfaces and that is why the examples deal with cases with rms height less than a wavelength.

To avoid the edge effects, the tapering parameter was taken to be \( L/4 \) for the case of surface length of 100 wavelengths and \( L/8 \) for the case of surface length of 500
wavelengths at near-grazing incidence. The critical distance of $r_f$ that defines the very near field is fixed at 1 wavelength in this paper. The cases with surface length of 100 wavelengths were run on SPARC 20 workstation and the cases with surface length of 500 wavelengths were run on Pentium-Pro Personal Computer with the clock rate of 200MHz. The random rough surfaces used in the simulation are Gaussian random rough surfaces. The dielectric constant is set at $25 + i$.

a) Comparison between single dense grid and single coarse grid.

In Figures 1a and 1b, we compare respectively the results of the bistatic scattering coefficients of a single realization of rough surface and averaged over 20 realizations for TE wave, at incident angle $\theta_i = 30^\circ$, and surface length $L = 100 \lambda$, where $\lambda$ is the wavelength. The rms height and correlation length are 0.5 and 0.6 wavelength, respectively. We compare the cases of SCG of $n_d=10$ and SDG of 30 points per wavelength. We note that the results of SCG and SDG are quite different both for one realization and for averages over 20 realizations. Obviously, the results based on SCG are not accurate enough. The comparisons were also made in Figures 2a and 2b for TM wave with the same parameters. It is noted that the performance of SCG is poorer for TM case. This is because the more energy is transmitted into the lower medium for TM case than for the TE case and the lower medium dielectric requires a dense discretization. In Figures 3a and 3b, we compare the surface electric fields between SDG and SCG for TE and TM waves, respectively. It is obvious that the coarse grid can not give rapid spatial variation of the surface fields. In Table I, we compare the emissivities calculated for using one realization and 20 realizations for SCG and SDG for both TE and TM waves. We found that for SCG, the emissivity is 0.614097, while for SDG, the emissivity is 0.592344 for one realization of TE wave. The difference of emissivities of 0.021753 can give a difference of $300K \times 0.021753 = 6.53K$ in brightness temperature. Even after averaging over 20 realizations, the emissivity for SCG still has -0.013456 difference from
that of SDG. For TM wave, the difference of emissivity is much larger. It is -0.061699 for one realization and -0.092587 for 20 realizations. This gives differences of 18.5K and 27.78K in brightness temperatures, respectively. Thus SCG is not accurate for problems of large dielectric constant and cannot be used to calculate the emissivities. In Table II, we compare the CPU. We note that although SDG is accurate, it requires much more CPU than SCG. We regard the SDG results as accurate.

b) Comparison between PBTG combined with BMIA/CAG and single dense grid.

In Figures 4a and 4b, we compare the results of the bistatic scattering coefficients respectively obtained from a single realization of rough surface and averaged over 20 realizations of rough surfaces using SDG and PBTG-BMIA/CAG for TE wave. For PBTG-BMIA/CAG, the two grids are used with $n_{cz} = 10$ and $n_{dx} = 30$. The result obtained by PBTG-BMIA/CAG is almost identical to the SDG result. In Figures 5a and 5b, the comparisons are made for TM wave that also shows PBTG-BMIA/CAG can give almost the same results as SDG. The comparisons of the surface electric fields between SDG and PBTG-BMIA/CAG for TE and TM cases are shown in Figures 6a and 6b, respectively. The agreements are good since the PBTG-BMIA/CAG computes the surface fields on the dense grid. The emissivities calculated by SDG and PBTG-BMIA/CAG are compared in Table I. The emissivity calculated by PBTG-BMIA/CAG is very close to that of SDG for TE and TM waves. The difference of emissivities averaged over 20 realizations between SDG and PBTG-BMIA/CAG is -0.007889 for TE wave and -0.002933 for TM wave that will lead to maximum differences of 2.3667K and 0.8799K in brightness temperatures, respectively. We also compare the CPU between PBTG-BMIA/CAG, SDG, and SCG. In Table II, we give the comparisons of the total CPU and CPU per iteration based on PBTG-BMIA/CAG and single grid methods for one realization. It is shown that the CPU per iteration is the smallest for PBTG and the largest for SDG. The total CPU of PBTG is slightly more than that of SCG because PBTG-BMIA/CAG requires more number of iterations. But the CPU of PBTG-BMIA/CAG is
still several times less than that of SDG. The CPU for PBTG-BMIA/CAG is also comparable to SCG.

c) Comparison between PBTG-BMIA/CAG and SDG for large surface length case.

In Figures 7a and 7b, the bistatic scattering coefficients obtained by PBTG-BMIA/CAG and SDG, respectively, are compared for the case of a large surface length of 500 wavelengths, rms height of 0.3\(\lambda\), correlation length of 0.5\(\lambda\), and dielectric constant of \(17 + i\) at incidence angle of 30 degrees for one realization for both TE and TM waves. In this case, SDG has 20 points per wavelength. PBTG-BMIA/CAG is with \(n_{cg} = 10\) and \(n_{dg} = 20\). The agreements are good. The comparisons of emissivities and CPU are shown in Table III.

d) Backscattering coefficients from rough surface with large dielectric constant at near-grazing incidence angle.

We also compare the bistatic scattering coefficients between PBTG-BMIA/CAG and SDG at incidence angle of 85 degrees in Figures 8a and 8b. In this case, other parameters used are the same as the Figures 7a and 7b. The agreements are good except in the forward scattering directions. The agreement in the forward direction is reasonable. It is important to note that PBTG-BMIA/CAG gives accurate results in backscattering direction.

In Figure 9a, we show the bistatic scattering coefficients of TE wave at 85\(^\circ\) incidence angle averaged over various number of realizations. In Figure 9b, we zoom in and show the bistatic scattering coefficients in the vicinity of backscattering direction. In Figures 10a and 10b, we show the corresponding results for TM wave. We take the surface length of 500 wavelengths, rms height of 0.5\(\lambda\), correlation length of 0.6\(\lambda\), dielectric constant of
25 + i. In PBTG-BMIA/CAG, we use two grids of 10 points per wavelength and 30 points per wavelength. We did not calculate the results of SDG because of large CPU and memory requirements. We found that 50 realizations are required for convergence of backscattering coefficients for TE and 70 realizations are required for TM waves.

3.6 Conclusions

In this paper, we have combined PBTG method with BMIA/CAG to calculate the wave scattering from rough surfaces of large surface length with a large lossy dielectric constant. The method saves both CPU and memory and provides the required accuracy. The computational complexity and the memory requirements of the present algorithm are \( O(N \log(N)) \) and \( O(N) \), respectively, where \( N \) is the number of surface unknowns on the coarse grid. We also applied the method to calculate the backscattering coefficients from rough surface at near-grazing incidence angle and also the emissivities. The PBTG-BMIA/CAG gives accurate results when compared with SDG and with CPU time comparable with SCG. The method can be extended to the 3-D case. Results for 3-D case have been obtained and are being prepared for a separate publication.
Figure 3.1 Comparison of the bistatic scattering coefficients between the single dense grid of 30 points per wavelength and the single coarse grid of 10 points per wavelength. TE wave, rms $h = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 100\lambda$, and tapering parameter of $g = L/4$ at incidence angle of $\theta_i = 30^\circ$. (a) one realization  (b) 20 realizations
Figure 3.2 Comparison of the bistatic scattering coefficients between the single dense grid of 30 points per wavelength and the single coarse grid of 10 points per wavelength. TM wave, rms $h = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 100\lambda$, and tapering parameter of $g = L/4$ at incidence angle of $\theta_i = 30^\circ$. a). one realization  b). 20 realizations
Figure 3.3 Comparison of the surface fields between the single dense grid of 30 points per wavelength and the single coarse grid of 10 points per wavelength. rms $h = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 100\lambda$, and tapering parameter of $g = L/4$ at incidence angle of $\theta_i = 30^\circ$. a). TE wave b). TM wave
Figure 3.4 Comparison of the bistatic scattering coefficients between the single dense grid of 30 points per wavelength and the PBTG-BMIA/CAG with $r_f = 1\lambda$. TE wave, $\text{rms} h = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 100\lambda$, and tapering parameter of $g = L/4$ at incidence angle of $\theta_i = 30^\circ$. a). one realization  b). 20 realizations
Figure 3.5 Comparison of the bistatic scattering coefficients between the single dense grid of 30 points per wavelength and the PBTG-BMIA/CAG with $r_f = 1\lambda$. TM wave, $r_m = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 100\lambda$, and tapering parameter of $g = L/4$ at incidence angle of $\theta_i = 30^\circ$.

(a). one realization    b). 20 realizations
Figure 3.6 Comparison of the surface fields between the single dense grid of 30 points per wavelength and the PBTG-BMIA/CAG with $r_f = 1\lambda$, rms $h = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 100\lambda$, and tapering parameter of $g = L/4$ at incidence angle of $\theta_i = 30^\circ$. a). TE wave b). TM wave
Figure 3.7 Comparison of the bistatic scattering coefficients between the single dense grid of 20 points per wavelength and the PBTG-BMIA/CAG with $r_f = 1\lambda$ for one realization. rms $h = 0.3\lambda$, correlation length of $l = 0.5\lambda$, dielectric constant of $\varepsilon_r = 17 + i$, surface length of $L = 500\lambda$, and tapering parameter of $g = L/8$ at incidence angle of $\theta_i = 30^\circ$. a). TE wave  b). TM wave
Figure 3.8 Comparison of the bistatic scattering coefficients between the single dense grid of 20 points per wavelength and the PBTG-BMIA/CAG with \( r_f = 1 \lambda \) for one realization. \( h = 0.3 \lambda \), correlation length of \( l = 0.5 \lambda \), dielectric constant of \( \varepsilon_r = 17 + i \), surface length of \( L = 500 \lambda \), and tapering parameter of \( g = L / 8 \) at incidence angle of \( \theta_i = 85^\circ \). a). TE wave   b). TM wave
Figure 3.9 Comparison of the bistatic scattering coefficients averaged over various number of realizations calculated by PBTG-BMIA/CG with $r_f = l\lambda$ and using the dense grid of 30 points per wavelength and the coarse grid of 10 points per wavelength. TE wave, rms $h = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 500\lambda$, and tapering parameter of $g = L/8$ at incidence angle of $\theta_i = 85^\circ$. a). entire range of scattering angles  b). vicinity of backscattering direction
Figure 3.10 Comparison of the bistatic scattering coefficients averaged over different realization number calculated by the PBTG-BMIA/CAG with $r_f = l\lambda$ and using the dense grid of 30 points per wavelength and the coarse grid of 10 points per wavelength. TM wave, rms $h = 0.5\lambda$, correlation length of $l = 0.6\lambda$, dielectric constant of $\varepsilon_r = 25 + i$, surface length of $L = 500\lambda$, and tapering parameter of $g = L/8$ at incidence angle of $\theta_i = 85^\circ$. a). entire range of scattering angles  b). vicinity of backscattering direction
Table 3.1 Comparison of emissivities based on PBTG-BMIA/CAG and single grid method (L = 100 wavelength)

<table>
<thead>
<tr>
<th>Method</th>
<th>( n_d )</th>
<th>Polarization</th>
<th># of realization</th>
<th>Emissivity</th>
<th>difference of emissivity **</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCG*</td>
<td>10</td>
<td>TE</td>
<td>1</td>
<td>0.614097</td>
<td>+0.021753</td>
</tr>
<tr>
<td>SDG**</td>
<td>30</td>
<td>TE</td>
<td>1</td>
<td>0.592344</td>
<td>0</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>10 and 30</td>
<td>TE</td>
<td>1</td>
<td>0.602337</td>
<td>0.0099</td>
</tr>
<tr>
<td>SCG</td>
<td>10</td>
<td>TM</td>
<td>1</td>
<td>0.703530</td>
<td>-0.061699</td>
</tr>
<tr>
<td>SDG</td>
<td>30</td>
<td>TM</td>
<td>1</td>
<td>0.765229</td>
<td>0</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>10 and 30</td>
<td>TM</td>
<td>1</td>
<td>0.768926</td>
<td>0.003697</td>
</tr>
<tr>
<td>SCG</td>
<td>10</td>
<td>TE</td>
<td>20</td>
<td>0.592318</td>
<td>-0.013456</td>
</tr>
<tr>
<td>SDG</td>
<td>30</td>
<td>TE</td>
<td>20</td>
<td>0.605774</td>
<td>0</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>10 and 30</td>
<td>TE</td>
<td>20</td>
<td>0.613663</td>
<td>0.007889</td>
</tr>
<tr>
<td>SCG</td>
<td>10</td>
<td>TM</td>
<td>20</td>
<td>0.701566</td>
<td>-0.092587</td>
</tr>
<tr>
<td>SDG</td>
<td>30</td>
<td>TM</td>
<td>20</td>
<td>0.794153</td>
<td>0</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>10 and 30</td>
<td>TM</td>
<td>20</td>
<td>0.797086</td>
<td>-0.002933</td>
</tr>
</tbody>
</table>

SCG = Single Coarse Grid, SDG = Single Dense Grid, The difference of emissivity means the emissivity minus the emissivity of SDG.

Table 3.2 Comparison of CPU based on PBTG-BMIA/CAG and single grid method

(1 realization and L = 100 wavelength)

<table>
<thead>
<tr>
<th>Method</th>
<th>( n_d )</th>
<th># of surface unknowns</th>
<th>Polar</th>
<th>CPU time (s) per iteration</th>
<th># of iteration</th>
<th>CPU time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCG</td>
<td>10</td>
<td>2000</td>
<td>TE</td>
<td>14.5</td>
<td>416</td>
<td>6064.8</td>
</tr>
<tr>
<td>SDG</td>
<td>30</td>
<td>6000</td>
<td>TE</td>
<td>75.0</td>
<td>383</td>
<td>28757.0</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>10 and 30</td>
<td>6000</td>
<td>TE</td>
<td>11.6</td>
<td>662</td>
<td>7708.1</td>
</tr>
<tr>
<td>SCG</td>
<td>10</td>
<td>2000</td>
<td>TM</td>
<td>14.51</td>
<td>108</td>
<td>1595.0</td>
</tr>
<tr>
<td>SDG</td>
<td>30</td>
<td>6000</td>
<td>TM</td>
<td>77.0</td>
<td>108</td>
<td>8333.2</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>10 and 30</td>
<td>6000</td>
<td>TM</td>
<td>12.2</td>
<td>135</td>
<td>1655.0</td>
</tr>
</tbody>
</table>
Table 3.3 Comparison of Emissivity and CPU based on PBTG-BMIA/CAG and SDG method (1 realization and L = 500 wavelength)

<table>
<thead>
<tr>
<th>Method</th>
<th># of surface unknowns</th>
<th>incident angle</th>
<th>Polarization</th>
<th>emissivity</th>
<th>CPU time (s) per iteration</th>
<th># of iteration</th>
<th>CPU time (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDG</td>
<td>20000</td>
<td>30</td>
<td>TE</td>
<td>0.639483</td>
<td>42.87</td>
<td>792</td>
<td>566</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>20000</td>
<td>30</td>
<td>TE</td>
<td>0.645528</td>
<td>9.84</td>
<td>1579</td>
<td>259</td>
</tr>
<tr>
<td>SDG</td>
<td>20000</td>
<td>30</td>
<td>TM</td>
<td>0.803430</td>
<td>34.52</td>
<td>252</td>
<td>145</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>20000</td>
<td>30</td>
<td>TM</td>
<td>0.804980</td>
<td>9.57</td>
<td>326</td>
<td>52</td>
</tr>
<tr>
<td>SDG</td>
<td>20000</td>
<td>85</td>
<td>TE</td>
<td>0.140942</td>
<td>40.72</td>
<td>358</td>
<td>243</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>20000</td>
<td>85</td>
<td>TE</td>
<td>0.073925</td>
<td>9.23</td>
<td>604</td>
<td>93</td>
</tr>
<tr>
<td>SDG</td>
<td>20000</td>
<td>85</td>
<td>TM</td>
<td>0.508661</td>
<td>35.58</td>
<td>145</td>
<td>86</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>20000</td>
<td>85</td>
<td>TM</td>
<td>0.47590</td>
<td>9.83</td>
<td>183</td>
<td>30</td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>30000</td>
<td>85</td>
<td>TE</td>
<td>13.1</td>
<td>1323</td>
<td>290</td>
<td></td>
</tr>
<tr>
<td>PBTG-BMIA/CAG</td>
<td>30000</td>
<td>85</td>
<td>TM</td>
<td>13.6</td>
<td>292</td>
<td></td>
<td>68</td>
</tr>
</tbody>
</table>
Chapter 4

Bistatic Scattering and Emissivities of Random Rough Dielectric Lossy Surfaces with the Physics-Based Two-Grid Method in Conjunction with the Sparse-Matrix Canonical Grid Method

4.1 Introduction

The problem of electromagnetic wave scattering from random rough surfaces continues to attract research interest because of its broad applications. Classical analytic approaches are limited in regimes of validity. With the advent of modern computers and the development of fast numerical methods, Monte-Carlo simulations of the wave scattering problem have become an attractive approach. The most common method that has been used in numerical simulations is the surface integral equation method [Axline, 1978; Maradudin, 1990; Thorsos, 1988; Nieto-Vesperinas, 1987; Rino, 1992; Chen, 1995] and its solution by the method of moments (MoM). Conventional implementation of the MoM requires an $O(N^3)$ operation and an $O(N^2)$ computer memory storage. Fast numerical methods have been developed for 1-D random rough surface (2-D scattering problem) [Tsang, 1995; Johnson, 1998; Michelsson, 1996, Kapp, 1996; Chou, 1998] and 2-D random rough surfaces (3-D scattering problem) [Tsang, 1994; Johnson, 1996; Pak, 1995; Pak, 1997; Jandhyala, 1998a & b]. However for 2-D random rough surfaces of 3-dimensional scattering problem, only two fast numerical methods have been used and they are the sparse matrix canonical grid method (SMCG) [Tsang, 1994; Johnson, 1996; Pak, 1995; Pak, 1997] and the Fast Multipole Method (FMM) [Jandhyala, 1998a & b].
Both methods have been applied to perfect electric conducting surfaces and dielectric surfaces.

Recently, we studied the scattering of electromagnetic waves by lossy dielectric surfaces with large permittivity [Tsang, 1997; Li, 1999] which has broad applications in natural media. For wet soil, the relative permittivity can be as high as $17 + i2.0$ at 1.4 GHz. For ocean surfaces, the permittivity can be as high as $39.7 + i40.2$ at 14 GHz. In the application of MoM to perfectly electric conducting rough surface scattering problem, only free space Green’s function is needed because the wave cannot penetrate into the lower medium. A common implementation of MoM is to use a grid of 8 to 10 points per wavelength to discretize the surface. We shall call such a gridding a single coarse grid (SCG). For the wave scattering from metallic surfaces with very large permittivity, impedance boundary condition could be used because the wave in the medium can not propagate to the other points. However for lossy dielectric rough surfaces with high permittivity, there can be rapid spatial variations of the dielectric medium Green's function and surface fields. Thus a dense grid is needed. Also one of the applications of scattering by lossy dielectric surfaces is the calculation of emissivity for applications in passive microwave remote sensing. The calculation of emissivity has to be calculated to within 0.01 which corresponds to a brightness temperature difference of about 3 degrees. This means that the surface fields have to be calculated accurately.

Two alternatives were used to treat lossy dielectric surfaces. The first alternative is to use impedance boundary condition [Johnson, 1998]. The impedance boundary condition ignores the propagation from one point to all other points through the dielectric medium. Thus the disadvantage of this method is that an approximation is used in the problem without any error estimate. The error can affect the accuracy of emissivity which has an required accuracy of 0.01. The second alternative is to use a dense grid with a large number of points (say 16 to 20 points) per wavelength. We shall call such a gridding a single dense grid (SDG). The disadvantage of this SDG is that there is a large increase in
CPU and required memory. Recently we have developed the physics-based two-grid (PBTG) method [Tsang, 1997; Li, 1999]. It is an improvement over the past two alternatives in that it has the same accuracy as the single dense grid and yet has CPU comparable with that of the single coarse grid. The PBTG method can calculate the emissivity accurately. In PBTG, two grids are used: a dense grid and a sparse grid. The sparse grid is that of the usual 8 to 10 points per wavelength. The dense grid ranges from 16 or higher number of points per wavelength depending on the relative permittivity of the lossy dielectric medium. The surface fields are calculated on the dense grid. In the formulation of the surface integral equations, two Green's functions are used. The free space Green's function and the Green's function of the lossy dielectric medium. The PBTG is based on two observations. (1) the Green's function of the lossy dielectric is attenuative (spatial limited), and (2) the Green's function of free-space is slowly varying on the dense grid (spatial frequency limited). Because of Kramer-Kronig's relation, a large real part of dielectric constant is usually associated with a large imaginary part at high frequency. The first observation results in a sparse matrix for the Green's function of the lossy dielectric. When this Green's function acts on the surface fields on the dense grid, it will be just the product of a sparse matrix and a column vector. The second observation allows us, when using the free-space Green's function to act on the surface fields of dense grid, to first average the values of surface unknowns on the dense grid and then place them on the coarse grid. Thus the PBTG speeds up the CPU and yet preserves the accuracy of the solution. It needs to be mentioned that the PBTG is different from multi-grid method. The multi-grid method [Briggs, 1987; Donohue, 1998] tries to facilitate the convergence of iteration in iterative techniques. The present method is based on scattering physics. The purpose of PBTG is to speed up the matrix-vector product that corresponds to the convolution of two Green's functions with the surface fields on the dense grid.

In the previous papers [Tsang, 1997; Li, 1999], the PBTG method was implemented for 1-D surface (2-D scattering problem). In this paper, we (i) extend the PBTG to 2-D
rough surface (3-D scattering problem). (ii) combine the PBTG method with the sparse matrix canonical grid method (SMCG) for improving CPU and memory requirements, (iii) study bistatic scattering coefficients and emissivity for wave scattering from 2-D dielectric rough surface with high permittivity. We use two grids, a dense grid and a coarse grid. The wave interaction in the rough surface is divided into (1) very near field of distance of separation less than half wavelength, (2) near field of separation between half wavelength and $r_d$ wavelengths, and (3) non-near field beyond $r_d$ wavelengths. For very near-field interactions, we use the usual product of sparse matrix and column vector. For near-field and non-near field interactions, the free space Green's function is slowly varying on the dense grid. We first average the fields on the dense grid to get fields on the coarse grid. For the non-near field interactions, we further expand free space Green's function on a canonical grid of a horizontal surface so that the fast Fourier Transform (FFT) can be applied (SMCG). In the lower medium, the non-near field interactions are neglected because of lossy properties of the lower medium. The approach is denoted as PBTG/SMCG. The computational complexity and the memory requirements for the algorithm are $O(N_{scg} \log(N_{scg}))$ and $O(N_{scg})$, respectively, where $N_{scg}$ is the number of grid points on the coarse grid. Using this approach, we illustrate numerical results of wave scattering from 2-Dimensional rough surface with permittivity as high as $17 + 2i$. Also the numerical results of emissivity are compared with that of approximately analytic solutions. The common analytic method to emissivity is the small perturbation method (SPM) [Tsang, 1985; Yueh, 1994] because it obeys energy conservation. For example, the second order SPM obeys energy conservation to order of $h^2$ where $h$ is the rms height. Furthermore, the SPM agrees with the small slope approximation of emissivity calculation [Voronovich, 1994; Irisov, 1997] for half space case. It is to be emphasized that to apply SPM, the slope has to be small. But for many natural surfaces, including band limited fractal surfaces [Mandelbrot, 1983], the slopes are not small. Thus comparisons of emissivities are made with that of the second order small perturbation method (SPM).
In Section II, the formulation of the problem of wave impinging upon a 2-D dielectric surface (3-D scattering problem) is given in terms of surface integral equations. Then the surface integral equations are converted into a matrix equation using a single grid discretization. In Section III, we describe the physics-based two-grid algorithm and combine it with the sparse matrix canonical grid method. In section IV, the mathematical expressions of the bistatic scattering coefficients and the emissivity are given. In Section V, the numerical results are illustrated.

4.2 Formulation and Single Grid Implementation

Consider an electromagnetic wave, \( \overline{E}_i(\overline{r}) \) and \( \overline{H}_i(\overline{r}) \), with a time dependence of \( e^{-i\omega t} \), impinging upon a 2-D dielectric rough surface with a random height profile \( z = f(x, y) \). It is tapered so that the illuminated rough surface can be confined to the surface area \( L_x \times L_y \) [Pak, 1997]. The direction of incident wave is \( \hat{k}_i = \sin \theta_i \cos \phi_i \hat{x} + \sin \theta_i \sin \phi_i \hat{y} - \cos \theta_i \hat{z} \).

The incident fields are given as

\[
\overline{E}_i(\overline{r}) = \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \exp(ik_x x + ik_y y - ik_z z) E(k_x, k_y) \hat{e}(-k_z) \tag{4.1}
\]

\[
\overline{H}_i(\overline{r}) = -\frac{1}{\eta_1} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \exp(ik_x x + ik_y y - ik_z z) E(k_x, k_y) \hat{h}(-k_z) \tag{4.2}
\]

For TE wave incidence

\[
\hat{e}(-k_z) = \frac{1}{k_p} (\hat{x} k_y - \hat{y} k_x) \tag{4.3}
\]

\[
\hat{h}(-k_z) = \frac{k}{kk_p} (\hat{x} k_y + \hat{y} k_x) + k_p \hat{z} \tag{4.4}
\]
and for TM wave incidence

\[ \hat{n}(-k_z) = -\frac{1}{k_\rho} (\hat{x}k_y - \hat{y}k_x) \]  \hspace{1cm} (4.5)

\[ \hat{e}(-k_z) = \frac{k_z}{kk_\rho} (\hat{x}k_z + \hat{y}k_x) + \frac{k_\rho}{k} \]  \hspace{1cm} (4.6)

with \( k_z = \sqrt{k_x^2 - k_\rho^2} \) and \( k_\rho = \sqrt{k_x^2 + k_y^2} \). In the above \( k_1 \) and \( \eta_1 \) are the wavenumber and wave impedance of free space, respectively. The spectrum of the incident wave, \( E(k_x, k_y) \), is given as

\[ E(k_x, k_y) = \frac{1}{4\pi^2} \int dx \int dy \exp(-ik_x x - ik_y y) \exp[i(k_x x + k_y y)(1 + \omega)] \exp(-t) \]  \hspace{1cm} (4.7)

where \( t = t_x + t_y = (x^2 + y^2)/g^2 \) and

\[ t_x = \frac{(\cos \theta_i \cos \phi_i x + \cos \theta_i \sin \phi_i y)^2}{g^2 \cos^2 \theta_i} \]  \hspace{1cm} (4.8)

\[ t_y = \frac{(-\sin \phi_i x + \cos \phi_i y)^2}{g^2} \]  \hspace{1cm} (4.9)

\[ w = \frac{1}{k_1^2} \left( \frac{2t_x - 1}{g^2 \cos^2 \theta_i} + \frac{2t_y - 1}{g^2} \right) \]  \hspace{1cm} (4.10)

The parameter \( g \) controls the tapering of the incident wave. Let \( \bar{r}' = \hat{x}x' + \hat{y}y' + \hat{z}f(x', y') \) denote a source point and \( \bar{r} = \hat{x}x + \hat{y}y + \hat{z}f(x, y) \) denote a field point on the rough surface.

Then the fields satisfy the following surface integral equations [Pak, 1997]

\[ \frac{\overline{E}_t(\bar{r})}{2} = -\int \left[ \hat{n} \times \overline{H}_t(\bar{r}') i\omega \mu G_1 dS' + P \left[ (\hat{n} \times \overline{E}_t(\bar{r}')) \times \nabla' G_1 + \hat{n} \cdot \overline{E}_t(\bar{r}') \nabla' G_1 \right] dS' \right] \overline{E}^{inc}(\bar{r}) \]  \hspace{1cm} (4.11)

\[ \frac{\overline{H}_t(\bar{r})}{2} = -\int \left[ (-i\omega)\hat{n} \times \overline{E}_t(\bar{r}') \varepsilon_1 G_1 dS' + P \left[ (\hat{n} \times \overline{H}_t(\bar{r}')) \times \nabla' \varepsilon_1 + \hat{n} \cdot \overline{H}_t(\bar{r}') \nabla' \varepsilon_1 \right] dS' \right] \overline{H}^{inc}(\bar{r}) \]  \hspace{1cm} (4.12)
\[ -\frac{E_2(\vec{r})}{2} - \int (i\omega)\hat{n} \times \vec{H}_2(\vec{r}')\mu G_2 dS' + P\int [(\hat{n} \times \vec{E}_2(\vec{r}')) \times \nabla' G_2 + \hat{n} \cdot \vec{E}_2(\vec{r}')\nabla' G_2] dS' = 0 \] (4.13)

\[ -\frac{\vec{H}_2(\vec{r})}{2} - \int \hat{n} \times \vec{E}_2(\vec{r}')i\omega \epsilon_2 G_2 dS' + P\int [(\hat{n} \times \vec{H}_2(\vec{r}')) \times \nabla' G_2 + \hat{n} \cdot \vec{H}_2(\vec{r}')\nabla' G_2] dS' = 0 \] (4.14)

where the integral \( P\int \) denotes a Cauchy integral and \( G_1 \) and \( G_2 \) are the 3-dimensional Green's functions of free space and the lower dielectric medium, respectively. They are given by

\[ G_{1,2} = \frac{\exp(ik_{1,2}R)}{4\pi R} \] (4.15)

where \( R = ((x-x')^2 + (y-y')^2 + [f(x, y) - f(x', y')]^2)^{1/2} \) and \( k_2 \) is the wavenumber of the lower medium. The unit normal vector \( \hat{n}' \) refers to primed coordinate and points away from the second medium. Applying the boundary conditions,

\[ \hat{n} \times \vec{E}_1(\vec{r}) = \hat{n} \times \vec{E}_2(\vec{r}) = \hat{n} \times \vec{H}(\vec{r}), \quad \hat{n} \times \vec{H}_1(\vec{r}) = \hat{n} \times \vec{H}_2(\vec{r}) = \hat{n} \times \vec{H}(\vec{r}) \]

\[ \hat{n} \cdot \vec{E}_2(\vec{r}) = \frac{\epsilon_1}{\epsilon_2} \hat{n} \cdot \vec{E}_2(\vec{r}) = \frac{\epsilon_1}{\epsilon_2} \hat{n} \cdot \vec{E}(\vec{r}), \quad \text{and} \quad \hat{n} \cdot \vec{H}_1(\vec{r}) = \hat{n} \cdot \vec{H}_2(\vec{r}) = \hat{n} \cdot \vec{H}(\vec{r}), \]

we have

\[ \hat{n} \times \vec{H}(\vec{r}) = \hat{n} \times \vec{H}_2(\vec{r}) = \hat{n} \times \vec{H}(\vec{r}) \] (4.16)

\[ \hat{n} \cdot \vec{E}(\vec{r}) = \hat{n} \cdot \vec{E}_2(\vec{r}) = \hat{n} \cdot \vec{E}(\vec{r}) \] (4.17)

\[ \hat{n} \times \vec{E}(\vec{r}) = \hat{n} \times \vec{E}_2(\vec{r}) = \hat{n} \times \vec{E}(\vec{r}) \] (4.18)

\[ \hat{n} \cdot \vec{H}(\vec{r}) = \hat{n} \cdot \vec{H}_2(\vec{r}) = \hat{n} \cdot \vec{H}(\vec{r}) \] (4.19)
We change equations (16) and (18) into scalar equations by projecting the vector into \( x \) and \( y \) directions, respectively. The method of moments (MoM) is used to discretize the integral equation. The resulting matrix equations are
\[
\sum_{n=1}^{N} \left[ Z_{mn}^{p1} I_{n}^{(1)} + Z_{mn}^{p2} I_{n}^{(2)} + Z_{mn}^{p3} I_{n}^{(3)} + Z_{mn}^{p4} I_{n}^{(4)} + Z_{mn}^{p5} I_{n}^{(5)} + Z_{mn}^{p6} I_{n}^{(6)} \right] = I_{m}^{(p)\text{inc}}
\]
for \( p = 1, 2, 3 \) which correspond to the surface integral equation when approaching the surface from free space and for \( p = 4, 5, 6 \) when approaching the surface from the lower medium. The quantities of \( I_{m}^{(p)\text{inc}} \) are zero for \( p = 4, 5, 6 \).

Where
\[
I_{a}^{(1)} = F_{x}(\vec{r}) = S_{xy}(\vec{r}_{n})[\hat{n} \times \overline{H}(\vec{r}_{n})] \cdot \hat{x}
\]
\[
I_{a}^{(2)} = F_{y}(\vec{r}) = S_{xy}(\vec{r}_{n})[\hat{n} \times \overline{H}(\vec{r}_{n})] \cdot \hat{y}
\]
\[
I_{a}^{(3)} = I_{n}(\vec{r}) = S_{xy}(\vec{r}_{n}) \hat{n} \cdot \overline{E}(\vec{r}_{n})
\]
\[
I_{a}^{(4)} = I_{x}(\vec{r}) = S_{xy}(\vec{r}_{n})[\hat{n} \times \overline{E}(\vec{r}_{n})] \cdot \hat{x}
\]
\[
I_{a}^{(5)} = I_{y}(\vec{r}) = S_{xy}(\vec{r}_{n})[\hat{n} \times \overline{E}(\vec{r}_{n})] \cdot \hat{y}
\]
\[
I_{a}^{(6)} = F_{n}(\vec{r}) = S_{xy}(r_{n}) \hat{n} \cdot \overline{H}(\vec{r}_{n})
\]
are surface unknowns and \( S_{xy} = \left\{ 1 + \left[ \frac{\partial f(x, y)}{\partial x} \right]^{2} + \left[ \frac{\partial f(x, y)}{\partial y} \right]^{2} \right\}^{1/2} \). The \( Z_{mn}^{pq} \) are the impedance elements and are determined by the free space Green’s function and the dielectric medium Green’s function. The parameter \( N \) is the number of points we use to discretize the rough surface.

In the past, we have used the method called the sparse-matrix canonical grid (SMCG) to solve large matrix equations. The computational complexity is of the order \( O(N \log N) \) [Pak, 1997], where \( N \) is the number of grid points. We used the SMCG to solve the problem of wave scattering from dielectric rough surface with relative permittivity up to 7 [Pak, 1997]. The rough surface was sampled by taking 8 points per
free space wavelength. We call such a sampling a single coarse grid (SCG). If the lower medium has a high permittivity, say $17 + 2i$, the sampling frequency needs to be higher than that of coarse grid. We call this a single dense grid (SDG). The computational operations of SMCG is $O(N_{sdg} \log N_{sdg})$, where $N_{sdg}$ is the number of grid points on the dense grid. Next, we describe the PBTG that is as accurate as SDG and yet can reduce the computational steps to $O(N_{scg} \log N_{scg})$, where $N_{scg}$ is the number of grid points on the coarse grid.

4.3 Physics-Based Two-Grid Method

In this section, we describe the physics-based two-grid method. We assume that the upper medium is the free space and the lower medium is lossy with large permittivity.

$$
\varepsilon_2 = \varepsilon_2' (1 + i \tan \delta)
$$

(4.27)

where $\tan \delta$ stands for loss tangent. Let $\lambda_1$ and $\lambda_2$ represent the wavelength of the wave in the free space and the lower medium, respectively, and

$$
n_2 = \text{integer}(\sqrt{\varepsilon_2'})
$$

(4.28)

Then, the relationship between $\lambda_1$ and $\lambda_2$ can be expressed approximately by

$$
\lambda_2 = \frac{\lambda_1}{n_2}
$$

(4.29)

The number of sampling points needed in the lower medium should be $n_2$ times that of the free space.

In the physics-based two-grid method, we use two grids with samplings per wavelength of $n_{scg}$ (coarse grid) and $n_{sdg}$ (dense grid), respectively. Let $N_{sdg}$ and $N_{scg}$ be respectively the total number of points on the dense grid and the coarse grid.

$$
N_{sdg} = (n_{sdg} \frac{L_x}{\lambda_1})(n_{sdg} \frac{L_y}{\lambda_1})
$$

(4.30)
\[ N_{scg} = (n_{scg} \frac{L_y}{\lambda_1})(n_{scg} \frac{L_y}{\lambda_1}) \]  

(4.31)

For example, \( n_{scg} = 8 \) and \( n_{sdg} = 8n_2 \). We first re-write equation (20) using the dense grid.

\[ \sum_{n=1}^{N_{dg}} (Z_{mn}^{p1}I_n^{(1)} + Z_{mn}^{p2}I_n^{(2)} + Z_{mn}^{p3}I_n^{(3)} + Z_{mn}^{p4}I_n^{(4)} + Z_{mn}^{p5}I_n^{(5)} + Z_{mn}^{p6}I_n^{(6)}) = I^{(p)inc}_m \]  

(4.32)

The Roman numeral subscripts \( m, n \) denote indexing with the dense grid. Note that in the method of PBTG, the surface fields on the dense grid are calculated. To reduce the calculation, we make the following three observations.

1) The Green’s function in the lower region is heavily attenuative. A medium with a large real part of dielectric constant is normally associated with a large imaginary part at high frequency because of Kramer-Kronig’s relation. Let \( k_2'' \) be the imaginary part of \( k_2 \). If \( k_2''r > C \), where \( C \) is a constant, then the field interaction between the \( m \)th and the \( n \)th point is vanishingly small. We can define a distance limit as dictated by dissipative loss:

\[ r_{r} = \frac{C}{k_2''} \]  

(4.33)

outside of which the lower medium Green’s function can be set equal to zero. Based on comparisons with the results from SMCG, \( C \) is fixed at 1.5 in this paper.

Based on this observation, we calculate the left-hand sides of (32) for \( p = 4, 5, 6 \) as follows by approximating

\[ Z_{mn}^{pq} = \tilde{Z}_{mn}^{pq} = \begin{cases} Z_{mn}^{pq} & r_{mn} \leq r_i \\ 0 & r_{mn} \geq r_i \end{cases} \]  

(4.34)

where \( r_{mn} \) is the distance between the \( m \)th point and the \( n \)th point on the dense grid.

Thus \( \tilde{Z}_{mn}^{pq} \) (\( p = 4, 5, 6 \)) are sparse matrices and Equation (32) for \( p = 4, 5, 6 \) becomes

\[ \sum_{n=1}^{N_{dg}} (\tilde{Z}_{mn}^{p1}I_n^{(1)} + \tilde{Z}_{mn}^{p2}I_n^{(2)} + \tilde{Z}_{mn}^{p3}I_n^{(3)} + \tilde{Z}_{mn}^{p4}I_n^{(4)} + \tilde{Z}_{mn}^{p5}I_n^{(5)} + \tilde{Z}_{mn}^{p6}I_n^{(6)}) = 0 \]  

(4.35)
2) For non-near field interaction, Green’s function for the upper medium is slowly varying on the dense grid. Thus when performing matrix and column vector multiplication on the dense grid as indicated in (32), the Green’s function of the upper medium is essentially constant over an area of \( n_2 \times n_2 \) points on the dense grid. Thus we can write

\[
\sum_{l=1}^{n_2^2} Z_{(m+1)(n+1)}^{pq} I_{n+l}^{(q)} = Z_{m \times n}^{pq} \sum_{l=1}^{n_2^2} I_{n+l}^{(q)} = n_2^2 Z_{m \times n}^{pq} \left( \frac{1}{n_2^2} \sum_{l=1}^{n_2^2} I_{n+l}^{(q)} \right) \tag{4.36}
\]

where \( l' = 1, 2, \ldots, n_2^2 \) and the points with indexes \( m_{np} \) and \( n_{mp} \) are the central point of the \( n_2^2 \) dense grid points of \( m + 1, m + 2, \ldots, m + n_2^2 \) and \( n + 1, n + 2, \ldots, n + n_2^2 \), respectively. What is performed in (36) is that the surface fields on the dense grid are first averaged before multiplied by the upper medium Green’s function.

3) The slowly varying nature of Green’s function of the upper medium only applies to non-near field interaction. For near field interaction, Green’s functions \( G_1 \) and \( G_2 \) have similar rate of variation. Thus we separate out a distance, say \( 1/\lambda \), outside of which \( G_2 \) is much more rapidly varying than \( G_1 \).

Based on the observations above, we decompose the upper medium Green’s function into near field and non-near field interactions

\[
\sum_{n=1}^{N_{de}} Z_{mn}^{pq} I_n^{(q)} = \sum_{n=1}^{N_{de}} Z_{mn}^{pq(s)} I_n^{(q)} + \sum_{n=1}^{N_{de}} Z_{mn}^{pq(ns)} I_n^{(q)} \tag{4.37}
\]

where \( Z_{mn}^{pq(s)} \) and \( Z_{mn}^{pq(ns)} \) are determined by

\[
Z_{mn}^{pq(s)} = \begin{cases} 
Z_{mn}^{pq} & r_{mn} \leq r_f \\
0 & r_{mn} \geq r_f 
\end{cases} \tag{4.38}
\]

\[
Z_{mn}^{pq(ns)} = \begin{cases} 
0 & r_{mn} \leq r_f \\
Z_{mn}^{pq} & r_{mn} \geq r_f 
\end{cases} \tag{4.39}
\]
Thus $r_f$ is the distance outside which the Green's function of the lower medium is fast varying compared with that of free space Green's function.

Let $\tilde{m}$ and $\tilde{n}$ denote the coarse grid indices. The coarse grid has surface unknowns $\tilde{I}_{\tilde{n}}^{(q)}$, which are averages of the dense grid surface unknowns. Thus if $\tilde{r}_{\tilde{n}}$ is centered in the group of the $n^2$ dense grid points of $n+1$, $n+2$, ..., $n+n^2$, we have

$$\tilde{I}_{\tilde{n}}^{(q)} = \frac{I_{n+1}^{(q)} + I_{n+2}^{(q)} + \cdots + I_{n+n^2}^{(q)}}{n^2}$$  \hspace{1cm} (4.40)

The Green's function of the upper medium on the coarse grid is represented by $\tilde{Z}_{m,n}^{pq}$.

Then Equation (32) for $p=1,2,3$ becomes

$$\sum_{q=1}^{6} \sum_{n=1}^{N_{dg}} Z_{mn}^{pq(s)} I_n^{(q)} + \sum_{q=1}^{6} \left[ \sum_{n=1}^{N_{cg}} Z_{\tilde{m},\tilde{n}}^{pq(\tilde{x})} \tilde{I}_{\tilde{n}}^{(q)} \right]_{inc, p} = I_m^{(p)\text{inc}}$$  \hspace{1cm} (4.41)

Note in Equation (41) that $\sum_{n=1}^{N_{dg}} Z_{mn}^{pq(s)} I_n^{(q)}$ includes $N_{sdg}$ values of $m = 1, 2, \cdots, N_{sdg}$ on the dense grid, while $\sum_{n=1}^{N_{cg}} Z_{\tilde{m},\tilde{n}}^{pq(\tilde{x})} \tilde{I}_{\tilde{n}}^{(q)}$ only has $N_{scg}$ values of $\tilde{m} = 1, 2, \cdots, N_{scg}$ on the coarse grid. Thus we first compute $\sum_{n=1}^{N_{cg}} Z_{\tilde{m},\tilde{n}}^{pq(\tilde{x})} \tilde{I}_{\tilde{n}}^{(q)}$. Then we use linear interpolation of $\sum_{\tilde{n}=1}^{N_{cg}} Z_{\tilde{m},\tilde{n}}^{pq(\tilde{x})} \tilde{I}_{\tilde{n}}^{(q)}$ on the coarse grid to find $N_{sdg}$ values on the dense grid. In Equation (41), we use subscript intp to represent that interpolation. Thus the computational steps for matrix-vector multiplication are associated with the number of surface unknowns on the coarse grid. The algorithm is pictorially described in Figure 1. Note that the surface field is obtained with the dense grid but the CPU time depends on the coarse grid. The PBTG is also used in conjunction with the SMCG that was previously used in computing scattering from 2-dimensional rough surfaces. The computational complexity of the combined algorithm of PBTG/SMCG is $O(N_{scg} \log(N_{scg}))$. 

4.4 Bistatic Scattering Coefficient and Emissivity

The numerical simulation results are presented in terms of the bistatic scattering coefficients normalized by the incident power. For an incident wave with a polarization $\beta$, we have

$$\gamma_{\alpha\beta}(\theta_s, \phi_s; \theta_i, \phi_i) = \frac{|E_{\alpha}^i|^2}{2\eta_i P_{\beta}^{inc}}$$  \hspace{1cm} (4.42)

The incident power is

$$P_{\beta}^{inc} = \frac{2\pi^2}{\eta} \int_{k_x, k_y} dk_x dk_y |E(k_x, k_y)|^2 \frac{k_z}{k}$$  \hspace{1cm} (4.43)

where $k_\rho = \sqrt{k_x^2 + k_y^2}$.

The horizontal and vertical polarized scattered components of $E_{\alpha}^i$ are, respectively,

$$E_h^s = \frac{ik}{4\pi} \int_{x'} dx' dy' \exp(-ik\beta') \left\{ f_{\alpha}(x', y') \cos \theta_s \cos \phi_s + l_{\alpha}(x', y') \cos \theta_s \sin \phi_s, 
- l_{\alpha}(x', y') \frac{\partial f(x', y')}{\partial x'} \sin \theta_s - l_{\alpha}(x', y') \frac{\partial f(x', y')}{\partial y'} \sin \theta_s - \eta [F_{\alpha}(x', y') \sin \phi_s - F_{\alpha}(x', y') \cos \phi_s] \right\}$$  \hspace{1cm} (4.44)

$$E_v^s = \frac{ik}{4\pi} \int_{x'} dx' dy' \exp(-ik\beta') \left\{ f_{\alpha}(x', y') \sin \phi_s - l_{\alpha}(x', y') \cos \phi_s + \eta [F_{\alpha}(x', y') \cos \theta_s \cos \phi_s, 
+ F_{\alpha}(x', y') \cos \theta_s \sin \phi_s - F_{\alpha}(x', y') \frac{\partial f(x', y')}{\partial x'} \sin \theta_s - F_{\alpha}(x', y') \frac{\partial f(x', y')}{\partial y'} \sin \theta_s] \right\}$$  \hspace{1cm} (4.45)

where $\beta' = x' \sin \theta_s \cos \phi_s + y' \sin \theta_s \sin \phi_s + f(x', y') \cos \theta_s$.

For scattering by a dielectric surface, the emissivity of the rough surface at incident angle $(\theta_s, \phi_s)$ (observation angle in emission because of reciprocity) is

$$e_\beta(\theta_s, \phi_s) = 1 - \frac{1}{4\pi} \int \left[ \gamma_{\alpha\beta}(\theta_s, \phi_s; \theta_i, \phi_i) + \gamma_{\alpha\beta}(\theta_s, \phi_s; \theta_i, \phi_i) \right] \sin \theta_s d\theta_s d\phi_s$$  \hspace{1cm} (4.46)
Thus the emissivity is a measure of energy conservation in a scattering calculation. A rigorous derivation of this result can be found from [Greffet, 1998]. Because of reciprocity, emissivity is the same as absorptivity, the amount of power absorbed by the dielectric in a scattering problem. In passive remote sensing, the brightness temperature $T_b$ of the medium is measured at observation angle $(\theta_i, \phi_i)$. The brightness temperature is

$$T_b(\theta_i, \phi_i) = e_p(\theta_i, \phi_i)T$$

(4.47)

where $T$ is the physical temperature of the medium in degrees Kelvin. The brightness temperature is commonly measured by the instrument mounted on satellites and aircrafts. The brightness temperature will be measured in the new generation of remote sensing satellites of EOS, ADEOS II, and WINDSAT etc. The brightness temperatures can be measured to an accuracy of 1 degree K. For example for the case of $T = 300K$, an error of calculation in the emissivity of 0.03 gives an error of 9K in brightness temperature and will not be acceptable. It is important that the scattering calculation obey energy conservation to less than 0.01, so that the error in brightness temperature is limited to less than 3 degrees K.

4.5 Numerical Results and Discussion

In this section, we illustrate the numerical simulation results of wave scattering from 2-D lossy dielectric rough surface (3-D scattering problem). Simulations are based on Gaussian random rough surfaces with Gaussian correlation functions. All the cases are computed with the relative dielectric constants of 17+i2 and 4.06+i0.3, surface area of 8 free space wavelengths by 8 free space wavelengths, rms height from 0.05 to 0.3 wavelengths, and correlation length of 1.0 wavelength.

The results of three methods will be shown: (i) single coarse grid of 8 points per free space wavelength with SMCG (SCG/SMCG), (ii) single dense grid of 16 points per free space wavelength with SMCG (SDG/SMCG), and (iii) PBTG/SMCG. Based on the
experience of 1-D dielectric rough surfaces[Li, 1999], the sampling density of 16 points per wavelength for the permittivity of 17+i2.0 gives convergent results. Thus we regard (ii) as accurate results. We will show that (iii) is as accurate as (ii) and takes much less CPU time. First, we compare the bistatic scattering coefficients for one realization based on different methods. Next, the emissivities and CPU are compared. The results show that the dense grid is required for the case with large dielectric constant. Then the variation of brightness temperatures with observation angles is illustrated and compared with the second order small perturbation method. Finally, the brightness temperature as a function of rms height is shown for different observation angles. We use $T = 300$ Kelvin as the physical temperature. All the numerical results were computed on a DEC ALPHA workstation.

a) Comparisons of bistatic scattering coefficients computed by various methods.

In Figures 2a and 2b, the comparisons of bistatic scattering coefficients in the plane of incidence $\phi_i = 0^\circ$, $\phi_s = 0^\circ$ and $180^\circ$ of a single realization of rough surface obtained by the SCG/SMCG, SDG/SMCG, and PBTG/SMCG are shown. Figure 2a is for co-polarization and 2b for cross-polarization. The incidence wave is TE wave with the incidence angle of 10 degrees, and the rms height is 0.3 free space wavelength. The relative permittivity of lower medium is 17+i2. There are some small differences among three results. That means it is not strictly necessary to use dense grid for the calculation of the bistatic scattering coefficients for this case of TE incidence. But the PBTG/SMCG can give better results than the SCG/SMCG. In Figures 3a and 3b, the results are shown for TM wave incidence. It is seen that the coarse grid leads to a larger error for TM wave than for TE wave. Comparing the results of Figures 2 and 3 indicates that the PBTG/SMCG can give better results than the SCG/SMCG particularly for cross-polarization component.
b) Comparisons of emissivities and CPU requirements from various methods.

In TABLE I, the emissivities obtained by various methods are shown for one realization. The input parameters of rough surface are the same as before. The difference of emissivities between the SDG/SMCG and the SCG/SMCG for TE wave incidence is 0.0447. It will lead to a difference of 13.41 Kelvin degrees in brightness temperature and is unacceptable in passive remote sensing applications. The emissivities obtained by the PBTG/SMCG are also shown. The difference between the SDG/SMCG and the PBTG/SMCG is only 0.003316. That will give a small difference of 0.99 Kelvin in brightness temperature. The emissivities for TM wave incidence are also shown in TABLE I. It is seen that the PBTG/SMCG can give almost the same results as the SDG/SMCG while the SCG/SMCG cannot. The CPU requirements for various methods are also shown in TABLE I. It is clear that the SDG/SMCG requires the most CPU. On the other hand the PBTG/SMCG is five times faster than the SDG/SMCG and takes even less CPU than the SCG/SMCG. The fact that the PBTG/SMCG requires less CPU than SCG/SMCG is because the former requires less number of conjugate gradient iterations. Thus PBTG/SMCG can obtain the accurate results and require much less CPU than that of the single dense grid.

c) Variation of brightness temperature with observation angles and comparison with results from the second order small perturbation method.

The brightness temperature results based on averaging over 5 realizations are shown in Figures 4a and 4b for horizontal and vertical polarization, respectively. The rough surface is with rms height of 0.3 wavelengths and correlation length of 1.0 wavelength. The observation angles are varied from 10 degrees to 50 degrees. The relative permittivities is 17.0 + i2.0. We note that in the simulation of emissivity in passive remote sensing, only a small number of realizations are required. This is because in passive remote sensing an integration of scattered angles is used and that has built in smoothing. For the case of
permittivity of 17+i2 at the observation angle of 10 degrees, the horizontal emissivity averaged over 10 realizations is 0.699 and is 0.701 for averaging over 5 realizations. The difference between them is 0.002. That means that averaging over 5 realizations can give accurate results. Figure 4a is for TE wave and 4b for TM wave. The brightness temperature shown in solid line is from the second order small perturbation method (SPM) [Yueh, 1994], in dash-dot line is from flat surface, and in circle is from numerical simulation results. It is shown that surface roughness increases the brightness temperature over flat surface for horizontal polarization. It can increase or decrease the brightness temperature for vertical polarization depending on observation angles. Although it is known that the SPM cannot give the correct results of emissivities for moderate to large rms slope, nevertheless the SPM is often used beyond the limit of validity because the results satisfy energy conservation. Thus it is useful to demonstrate the difference between the SPM and numerical simulations. For TE wave, the numerical results show that the brightness temperature decreases with observation angles. On the other hand the SPM results show that brightness temperature increases with observation angles. That means that the SPM cannot give the correct result for the brightness temperature for this case. The brightness temperature for the permittivity of 4.06+i0.3 is also plotted in the figures. Similar features are exhibited in this case. It can be seen that surface roughness has a larger influence in brightness temperature for large permittivity than for the small permittivity. For horizontal polarization, more energy is reflected with the increase of incident angles. Thus the brightness temperature decreases with the observation angles. For vertical polarization, more energy is transmitted into lower medium with the increase of incident angles if angle is less than the Brewster angle. Thus the brightness temperature increases with the observation angles.

d) Variation of brightness temperatures with rms height and comparison with that from the second order small perturbation method.
The brightness temperatures as functions of rms height are plotted in Figure 5a for horizontal polarization and in Figure 5b for vertical polarization for the observation angles of 10, 30, and 50 degrees, respectively. The correlation length is 1 wavelength and the permittivity is $17+2i$. We also show the results from the second order SPM. The numerical results are averaged over 5 realizations. For the small rms height, the two results are in good agreement. It illustrates that the algorithm can give the correct emissivity calculations. For the case of flat surface, one needs to use many angles in integrating near the specular direction to give correct emissivity. With the increase of rms height, the differences between them get large, especially for the observation angles of 10 and 50 degrees. Because the numerical results and SPM results cross each other around the observation angle of 30 degrees as shown in Figure 4, the differences between them is small. For the rms height of 0.3 wavelength, the difference between SPM and numerical simulation in horizontal polarization can be as large as 30 Kelvin degrees in the brightness temperatures at the observation angle of 50 degrees. Thus the SPM results have to be modified in emissivity calculation for the moderate to large rms height/large slope. Another feature shown in the figures is that the surface roughness increases the brightness temperature for all the cases except for the vertical polarization at observation angle of 50 degrees. The reason is that the observation angle of 50 degrees is close to the Brewster angle. At the Brewster angle, the emissivity of flat surface is the maximum for vertical polarization. Thus surface roughness will lead to decrease the emissivity.

e) Comparisons with empirical formula.

In passive remote sensing with soil, an empirical formula, which has been used for many years, is as follows [Wang, 1983]

\[
T_{bh}(\theta, \phi) = (1 - r_n(\theta, \phi)(1 - Q) + r_v(\theta, \phi)Q)e^{-H \cos^2 \theta} \mid T
\]  
(4.48)

\[
T_{bh}(\theta, \phi) = (1 - r_n(\theta, \phi)(1 - Q) + r_v(\theta, \phi)Q)e^{-H \cos^2 \theta} \mid T
\]  
(4.49)
where $T_{b\nu}$ and $T_{b\theta}$ are brightness temperatures for vertical and horizontal polarizations, respectively, $T$ is physical temperature of dielectric medium, and $Q$ and $H$ are empirical constants that are used to fit the data. The parameters $r_{v0}$ and $r_{h0}$ are the flat surface Fresnel reflectivity of vertical and horizontal polarized waves, respectively. The empirical parameters $Q$ represents coupling between polarizations and $H$ represents depletion of reflectivity. Both are assumed to be constants.

In Table II, we tabulate the brightness temperatures of figure 4 based on numerical simulations for the permittivity of 17+i2.0 and also use the simulated results to compute $Q$ and $H$ parameters from (48) and (49). The table shows that $Q$ and $H$ are actually functions of observation angles. In the original proposal, $H$ is supposed to be $4k^2h^2$ where $h$ is the rms height. For this case, $4k^2h^2 = 14.19$. From the table, $H$ is much smaller. The table shows that $Q$ and $H$ are empirical parameters that are deprived of physical meaning.

4.6 Conclusions

In this paper, we have extended the PBTG method from 1-D dielectric rough surfaces to 2-D dielectric rough surfaces and combined it with the SMCG. The method saves both CPU and memory while satisfying the accuracy requirement for wave scattering from lossy dielectric rough surface with large permittivity. We have shown that the PBTG/SMCG gives accurate results for the emissivities. The computational complexity and the memory requirements of the present algorithm are $O(N_{scg} \log(N_{scg}))$ and $O(N_{scg})$, respectively, where $N_{scg}$ is the number of grid points for the coarse grid. The method can be used for extensive calculations of emissivities of rough surfaces of soils, ocean and snow/ground interfaces.
\[ \sum_{\tilde{n} = 1}^{N_{scg}} G_0(k_0|\tilde{r}_{\tilde{m}} - \tilde{r}_{\tilde{n}}|) \cdot I_{\tilde{n}}, \quad \tilde{m} = 1, 2, \ldots, N_{scg} \]

Interpolate from coarse grid to dense grid after convolution

Average from dense grid to coarse grid before convolution

Figure 4.1 Illustration of physics-based two-grid method
Figure 4.2 Comparison of the bistatic scattering coefficients between the SDG/SMCG, SCG/SMCG, and PBTG/SMCG for the TE wave incidence. The case is with rms height of 0.3 wavelengths, correlation lengths of 1 wavelength, surface lengths of 8 by 8 wavelengths, and relative permittivity of $17 + 2i$ at incidence angle of 10 degrees. a). co-polarization b). cross-polarization.
Figure 4.3 Same as Figures 2 except for TM wave incidence.
Figure 4.4 The brightness temperature of Monte Carlo simulation averaged over 5 realizations as a function of observation angles and comparisons with that from the second order small perturbation method and flat surface. The case is with rms height of 0.3 wavelengths, correlation lengths of 1.0 wavelength, relative permittivities of 17+i2.0 and 4.06+i0.3, and physical temperature of 300 Kelvin degrees. a). TE wave b). TM wave.
Figure 4.5 The brightness temperature of Monte Carlo simulation averaged over 5 realizations as a function of rms heights and comparisons with that from the second order small perturbation method. The rms height of zero means flat surface. The case is with correlation lengths of 1.0 wavelength, relative permittivity of $17 + 2i$, and physical temperature of 300 Kelvin degrees at observation angles of 10, 30, and 50 degrees. a). TE wave b). TM wave.
Table 4.1 Comparison of emissivities and cpu based on different methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Incidence Wave</th>
<th>CPU time (hours)</th>
<th>Emissivity</th>
<th>Difference of emissivity</th>
<th>Difference of Brightness Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDG/SMCG</td>
<td>TE</td>
<td>45.05</td>
<td>0.6612</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCG/SMCG</td>
<td>TE</td>
<td>9.11</td>
<td>0.6165</td>
<td>-0.044</td>
<td>13.4</td>
</tr>
<tr>
<td>PBTG/SMCG</td>
<td>TE</td>
<td>8.48</td>
<td>0.6645</td>
<td>0.0033</td>
<td>0.99</td>
</tr>
<tr>
<td>SDG/SMCG</td>
<td>TM</td>
<td>48.83</td>
<td>0.6690</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCG/SMCG</td>
<td>TM</td>
<td>10.16</td>
<td>0.6224</td>
<td>-0.046</td>
<td>13.97</td>
</tr>
<tr>
<td>PBTG/SMCG</td>
<td>TM</td>
<td>8.68</td>
<td>0.6729</td>
<td>0.0039</td>
<td>1.17</td>
</tr>
</tbody>
</table>

The difference of emissivity means the emissivity minus the emissivity of corresponding SDG/SMCG.
Table 4.2 The Brightness Temperatures of Fig. 4

<table>
<thead>
<tr>
<th>Observation angle (degrees)</th>
<th>Flat Surface</th>
<th>SPM</th>
<th>PBTG/SMCG</th>
<th>Q*</th>
<th>H*</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 TE</td>
<td>186.2</td>
<td>188.4</td>
<td>210.4</td>
<td>1.5997</td>
<td>1.1971</td>
</tr>
<tr>
<td>10 TM</td>
<td>189.6</td>
<td>190.7</td>
<td>204.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 TE</td>
<td>184.1</td>
<td>188.9</td>
<td>205.7</td>
<td>0.5362</td>
<td>0.1825</td>
</tr>
<tr>
<td>15 TM</td>
<td>191.7</td>
<td>194.3</td>
<td>205.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 TE</td>
<td>181.1</td>
<td>190.1</td>
<td>203.7</td>
<td>0.3592</td>
<td>0.1907</td>
</tr>
<tr>
<td>20 TM</td>
<td>194.7</td>
<td>199.3</td>
<td>206.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 TE</td>
<td>177.2</td>
<td>192.8</td>
<td>202.3</td>
<td>0.3198</td>
<td>0.2081</td>
</tr>
<tr>
<td>25 TM</td>
<td>198.7</td>
<td>205.8</td>
<td>208.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30 TE</td>
<td>172.3</td>
<td>197.7</td>
<td>200.2</td>
<td>0.2943</td>
<td>0.2284</td>
</tr>
<tr>
<td>30 TM</td>
<td>203.7</td>
<td>213.9</td>
<td>211.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35 TE</td>
<td>166.3</td>
<td>204.5</td>
<td>193.6</td>
<td>0.2287</td>
<td>0.2242</td>
</tr>
<tr>
<td>35 TM</td>
<td>209.8</td>
<td>221.1</td>
<td>213.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40 TE</td>
<td>159.2</td>
<td>212.3</td>
<td>192.7</td>
<td>0.2519</td>
<td>0.2759</td>
</tr>
<tr>
<td>40 TM</td>
<td>217.3</td>
<td>224.4</td>
<td>217.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50 TE</td>
<td>141.1</td>
<td>225.3</td>
<td>185.1</td>
<td>0.2497</td>
<td>0.3927</td>
</tr>
<tr>
<td>50 TM</td>
<td>236.3</td>
<td>218.2</td>
<td>225.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Parameters Q and H are computed from the brightness temperatures from the numerical simulation results.
Chapter 5

Application of Physics-based Two-Grid Method and Sparse Matrix Canonical Grid Method for Numerical Simulations of Emissivities of Soils with Rough Surfaces at Microwave Frequencies

5.1 Introduction

The surface roughness, soil moisture, soil type, and physical temperature determine the thermal emission of soils with rough surfaces. The measurements of brightness temperature can provide information about soil moisture content. Soil moisture is an important parameter that affects global climate change. Thus the brightness temperatures of soils will be measured by the new generations of satellites such as ADEOS II and EOS-PM. Scattering by random rough surfaces has been studied by the analytic methods such as Kirchhoff method and the small perturbation method and expressed in terms of rough surface parameters such as rms height and correlation length [Tsang, 1985]. However, both methods have restricted domain of validity. For example, to match the experimental data of the same soil surface at L and C bands, the different rms heights and correlation lengths are used [Mo, 1987]. Another common approach is to use empirical formulas such as the h and Q empirical parameters [Wang, 1983].

Microwave interactions with rough surfaces of soils are governed exactly by Maxwell's equations. Thus it is desirable to solve exactly the 3-dimensional Maxwell's
equations with 2-dimensional random rough surfaces. In the past, numerical simulations are mainly used to compare or validate analytic results. However in this paper, we show that full 3-D simulations can be performed readily with the use of fast computational methods. Because the method is fast, 3-D simulation results can now be computed extensively for practical applications. The most common method that has been used in numerical simulations is the surface integral equation method and its solution by the method of moments (MoM). Most of Monte Carlo simulations have been applied to calculate the bistatic scattering coefficients in active remote sensing. There have been no numerical simulations studying emissivity of soils with 2-dimensional rough surfaces. There are several fast computational methods proposed [Rino, 1992; Tsang, 1995; Michielssen, 1996; Kapp, 1996; Chou, 1998; Donohue, 1998] for 2-D problem with 1-D rough surfaces. But to date, the methods that have been applied to 3 dimensional simulations are the sparse matrix canonical grid method (SMCG) [Tsang, 1994; Johnson, 1996; Pak, 1995; Pak, 1997] and the fast multipole method (FMM) [Jandhyala, 1998 a & b]. The computational complexity of SMCG is of $O(N \log N)$ and the computational complexity of FMM is of $O(N)$, Where $N$ is the number of sampling points on the computational grid.

Another major difficulty of performing numerical simulations of emissivity is that the wet soils are with large permittivity that requires a large number of sampling points per square wavelength. In this paper, numerical simulations of emissivity of wet soils with 2-dimensional rough surfaces are studied based on the physics-based two-grid method (PBTG) [Tsang, 1997; Li, 1999] in conjunction with the sparse matrix canonical grid method (SMCG). In PBTG, two grids are used: a dense grid and a coarse grid. The coarse grid is that of the usual 64 points per square wavelength. The dense grid ranges from 256 points per square wavelength or higher depending on the relative permittivity of the lossy dielectric medium. The surface fields are calculated on the dense grid. In the formulation of the surface integral equations, two Green's functions are used to convolve with the surface fields, the free space Green's function and the Green's function of the lossy
dielectric medium. Because of Kramer-Kronig relation, a large real part of dielectric constant is usually associated with a large imaginary part at microwave frequency. The PBTG is based on two observations. (1) the Green’s function of the lossy dielectric is attenuative which makes it space limited, and (2) the Green’s function of free-space is slowly varying on the dense grid making it spatial frequency limited. The first observation results in a sparse matrix for the Green’s function of the lossy dielectric. When this Green’s function is convolved with the surface fields on the dense grid, it will be just the product of a sparse matrix and a column vector. The second observation allows us, when using the free-space Green’s function to convolve with the surface fields of dense grid, to first average the values of surface unknowns on the dense grid and then place them on the coarse grid. Thus the PBTG speeds up the CPU and yet preserves the accuracy of the solution. The computational complexity of the present algorithm is of O(NlogN), where N is the number of sampling points on the coarse grid. The simulation results can give the emissivity as a result of 3-D solution of Maxwell equations. In this paper, we report and show extensive illustrations and tabulations of the results of emissivities for rough soils with Gaussian spectrum at L and C bands. The same physical roughness parameters are used at L and C bands. The results are important to better understand the effects of surface roughness on the microwave thermal emission of soils.

The paper is arranged in the following. In Section II, the formulation of the problem of wave impinging upon a 2-D dielectric surface (3-D scattering problem) is given in terms of surface integral equations. Then the surface integral equations are converted into a matrix equation using a dense grid discretization. In Section III, we describe the physics-based two-grid algorithm and combine it with the sparse matrix canonical grid method. In section IV, the tapered plane incident wave is described. The mathematical expressions of the bistatic scattering coefficients and the emissivity are given in Section V. In Section VI, the numerical results are illustrated.
5.2 Formulation and Single Grid Implementation

Consider an electromagnetic wave, $\mathbf{E}(\vec{r})$ and $\mathbf{H}(\vec{r})$, with a time dependence of $e^{-i\omega t}$, impinging upon a 2-D dielectric rough surface with a random height profile of $z = f(x, y)$. The surface fields satisfy the Stratton-Chu integral equations[Pak, 1997]:

$$\frac{\mathbf{E}(\vec{r})}{2} - \left\{ \int \hat{n} \times \mathbf{H}(\vec{r}') i \omega \mu G_0 dS' + P \int ((\hat{n} \times \mathbf{E}(\vec{r}')) \times \nabla' G_0 + \hat{n}' \cdot \mathbf{E}(\vec{r}') \nabla' G_0) dS' \right\} = \mathbf{E}^{inc}(\vec{r})$$  \hspace{1cm} (5.1)

$$\frac{\mathbf{H}(\vec{r})}{2} - \left\{ \int (-i \omega) \hat{n} \times \mathbf{E}(\vec{r}') \varepsilon_0 G_0 dS' + P \int ((\hat{n} \times \mathbf{H}(\vec{r}')) \times \nabla' G_0 + \hat{n}' \cdot \mathbf{H}(\vec{r}') \nabla' G_0) dS' \right\} = \mathbf{H}^{inc}(\vec{r})$$  \hspace{1cm} (5.2)

$$-\frac{\mathbf{E}(\vec{r})}{2} - \left\{ \int (i \omega) \hat{n} \times \mathbf{H}(\vec{r}') \mu G_1 dS' + P \int ((\hat{n} \times \mathbf{E}(\vec{r}')) \times \nabla' G_1 + \hat{n}' \cdot \mathbf{E}(\vec{r}') \nabla' G_1) dS' \right\} = 0$$  \hspace{1cm} (5.3)

$$-\frac{\mathbf{H}(\vec{r})}{2} - \left\{ \int -\hat{n} \times \mathbf{E}(\vec{r}') i \omega \varepsilon G_1 dS' + P \int ((\hat{n} \times \mathbf{H}(\vec{r}')) \times \nabla' G_1 + \hat{n}' \cdot \mathbf{H}(\vec{r}') \nabla' G_1) dS' \right\} = 0$$  \hspace{1cm} (5.4)

Where $\vec{r}'$ denote a source point and $\vec{r}$ denote a field point on the rough surface. The integral $P \int \cdots$ denotes a Cauchy integral and $G_0$ and $G_1$ are the 3-dimensional Green’s functions of free space and the lower dielectric medium, respectively. The unit normal vector $\hat{n}'$ refers to primed coordinate and points away from the second medium. Using unit normal vector of $\hat{n}$ cross the above four equations, respectively, and then adding equation (1) and (3) and equation (2) and (4), respectively, we derive the following two vector equations.

$$-\hat{n} \times \left\{ \int \hat{n} \times \mathbf{H}(\vec{r}') i \omega \mu (G_0 + G_1) dS' + P \int ((\hat{n} \times \mathbf{E}(\vec{r}')) \times \nabla' (G_0 + G_1) + \hat{n}' \cdot \mathbf{E}(\vec{r}') \nabla' (G_0 + G_1) \frac{\varepsilon_0}{\varepsilon_1}) dS' \right\}$$  \hspace{1cm} (5.5)

$$\hat{n} \times \left\{ \int (-i \omega) \hat{n} \times \mathbf{E}(\vec{r}') \varepsilon_0 G_0 + \varepsilon_1 G_1 dS' + P \int ((\hat{n} \times \mathbf{H}(\vec{r}')) \times \nabla' (G_0 + G_1) + \hat{n}' \cdot \mathbf{H}(\vec{r}') \nabla' (G_0 + G_1)) dS' \right\}$$  \hspace{1cm} (5.6)

We have used the boundary conditions in deriving above two equations. Now we project equation (5) and (6) into the directions of $\hat{x}$, $\hat{y}$, and equation (1) and (4) into the
direction of \( \hat{\mathbf{n}} \), respectively. The six scalar integral equations are obtained because there are six unknowns of each sampling point. The method of moments (MoM) is used to discretize the scalar integral equation. The resulting matrix equations are

\[
\sum_{n=1}^{N} \sum_{q=1}^{6} Z_{mn}^{pq} f_{n}^{(q)} = I_{m}^{(p)inc}
\]

(5.7)

Where \( Z_{mn}^{pq} \) are the impedance element given by the free space Green’s function and the dielectric medium Green’s function, \( f_{n}^{(q)} \) are unknown surface fields needed to be solved, and \( I_{m}^{(p)inc} \) are given by the incident fields. The parameter \( N \) is the number of points we use to sample the rough surface.

To solve equation (7), the surface fields can be obtained. Traditionally, the matrix equation is solved by matrix inversion or Gaussian elimination methods, which require \( O(N^3) \) operations and \( O(N^2) \) memory. Because of large CPU and memory requirements, the iterative techniques are used to save CPU. The CPU requirement for iterative techniques is mainly determined by the matrix-vector multiplication time. Typical iterative techniques such as conjugate gradient method need \( O(N^2) \) operations and \( O(N^2) \) memory. To reduce CPU and memory requirements, several methods are developed to facilitate the matrix-vector multiplication such as the FMM and the SMCG. The computational complexities are of the orders of \( O(N) \) for the FMM [Jandhyala, 1998 a & b] and \( O(N \log N) \) for the SMCG [Tsang, 1994; Johnson, 1996; Pak, 1995; Pak, 1997]. When using the methods to solve the problem of wave scattering from dielectric rough surfaces with modest permittivity, usually eight points per free space wavelength are used to sample the rough surface. We call such a sampling a single coarse grid (SCG). The total number of sampling points of SCG is \( N_{scg} \). If the lower medium has a high relative permittivity, say \( 17 + 2i \), the sampling frequency needs to be higher than that of coarse grid. We call this a single dense grid (SDG). Thus the computational operations of the SMCG is \( O(N_{sdg} \log N_{sdg}) \), where \( N_{sdg} \) is the number of grid points on the dense
grid. In the next section, we describe the PBTG that is as accurate as SDG and yet can reduce the computational steps to \( O( N_{scg} \log N_{scg} ) \).

5.3 Physics-Based Two-Grid Method

Assume that the upper medium is the free space and the lower medium is lossy with large permittivity \( \varepsilon_1 \). The wavelength \( \lambda_1 \) in the medium is approximately \( n_1 \) times shorter than the wavelength \( \lambda \) in the free space. Where \( n_1 \) is of the nearest integer of \( \text{real}(\sqrt{\varepsilon_1}) \). Thus the number of sampling points needed in the lower medium should be \( n_1 \) times that of the free space.

In the physics-based two-grid method, we use two grids with sampling points per wavelength of \( n_{scg} \) (coarse grid) and \( n_{sdg} \) (dense grid), respectively. Let \( N_{sdg} \) and \( N_{scg} \) be respectively the total number of points on the dense grid and the coarse grid.

\[
N_{sdg} = (n_{sdg} \frac{L_x}{\lambda})(n_{sdg} \frac{L_y}{\lambda}) \tag{5.8}
\]

\[
N_{scg} = (n_{scg} \frac{L_x}{\lambda})(n_{scg} \frac{L_y}{\lambda}) \tag{5.9}
\]

Where \( L_x \) and \( L_y \) are the surface lengths in the directions of \( x \) and \( y \). For example \( n_{scg} = 8 \) and \( n_{sdg} = 8n_1 \). We first re-write equation (7) using the dense grid.

\[
\sum_{n=1}^{N_{sdg}} \sum_{q=1}^{6} Z_{mn,q}^{ie} f_n^{(q)} = f_m^{(p)inc} \tag{5.10}
\]

The Roman numeral subscripts \( m, n \) denote indexing with the dense grid. Note that in the method of the PBTG, the surface fields on the dense grid are calculated. To reduce the calculation, the real part of products of distance and Green’s functions of free space and medium are plotted in figure 1. The reason for that is that the field received at observed
point from all points at distance \( r \) is proportional to the products. The following observations are made from the figure.

1) The Green's function in the lossy medium is heavily attenuative. This is a space-limited property of the dielectric medium Green's function. A medium with a large real part of dielectric constant is associated with a large imaginary part at microwave frequency because of Kramer-Kronig's relation. Let \( k_i^r \) be the imaginary part of \( k_i \). If \( k_i^r r > C \), where \( C \) is a constant, then the field interaction between the \( m \)th and the \( n \)th point is vanishingly small. We can define a distance limit as dictated by dissipative loss:

\[
 r_s = \frac{C}{k_i^r} \tag{5.11}
\]

outside of which the lower medium Green's function can be set equal to zero. Thus we can approximate the elements of \( Z_{mn}^{pq} \) as follows

\[
 Z_{mn}^{pq} = Z_{mn}^{pq(s)} + Z_{mn}^{pq(ns)} \tag{5.12}
\]

The element of \( Z_{mn}^{pq(s)} \) is original when \( r_{mn} \leq r_s \) and zero when \( r_{mn} > r_s \). The element of \( Z_{mn}^{pq(ns)} \) is determined only by the terms including the free space Green's function when \( r_{mn} > r_s \) and zero when \( r_{mn} \leq r_s \). Where \( r_{mn} \) is the distance between the \( m \)th point and the \( n \)th point on the dense grid. The elements of \( Z_{mn}^{pq(s)} \) compose sparse matrices and the left side of equation (10) becomes

\[
 \sum_{n=1}^{N_{st}} Z_{mn}^{pq} f_n^{(q)} = \sum_{n=1}^{N_{st}} Z_{mn}^{pq(s)} f_n^{(q)} + \sum_{n=1}^{N_{st}} Z_{mn}^{pq(ns)} f_n^{(q)} \tag{5.13}
\]

2) Green's function of free space is slowly varying on the dense grid. This is a spatial frequency-limited property of the free space Green's function on the dense grid. Thus when performing matrix and column vector multiplication of the last term on the dense grid as indicated in (13), the Green's function of free space is essentially constant over an area of \( n_1 \times n_1 \) points on the dense grid. Thus we can write
\[ \sum_{i=1}^{n_1^2} Z_{pq(m\ell)} \sum_{i=1}^{n_1^2} I_{n+i}^{(q)} = n_1^2 Z_{pq(n\ell)} \sum_{i=1}^{n_1^2} I_{n+i}^{(q)} = n_1^2 Z_{pq(n\ell)} \left( \frac{1}{n_1^2} \sum_{i=1}^{n_1^2} I_{n+i}^{(q)} \right) \] (5.14)

Where \( l' = 1, 2, \ldots, n_1^2 \) and the points with indexes \( m_{mp} \) and \( n_{mp} \) are the central point of the \( n_1^2 \) dense grid points of \( m+1, m+2, \ldots, m+n_1^2 \) and \( n+1, n+2, \ldots, n+n_1^2 \), respectively. What is performed in (14) is that the surface fields on the dense grid are first averaged before multiplied by the free space Green’s function on the coarse grid.

Let \( \vec{m} \) and \( \vec{n} \) denote the coarse grid indices. The coarse grid has surface unknowns \( \vec{I}_{\vec{n}}^{(q)} \), which are averages of the dense grid surface unknowns. Thus if \( \vec{I}_{\vec{n}}^{(q)} \) is centered in the group of the \( n_1^2 \) dense grid points of \( n+1, n+2, \ldots, n+n_1^2 \), we have

\[ \vec{I}_{\vec{n}}^{(q)} = \frac{I_{n+1}^{(q)} + I_{n+2}^{(q)} + \cdots + I_{n+n_1^2}^{(q)}}{n_1^2} \] (5.15)

Assume that the Green’s function of the free space on the coarse grid is represented by \( \vec{Z}_{\vec{m}\vec{n}}^{pq} \).

Then equation (10) becomes

\[ \sum_{q=1}^{6} \sum_{n=1}^{N_{sd}} Z_{mn}^{pq} I_{n}^{(q)} + \sum_{q=1}^{6} \left( \sum_{\vec{n}=1}^{N_{sc}} \vec{Z}_{\vec{m}\vec{n}}^{pq} \vec{I}_{\vec{n}}^{(q)} \right)_{\text{int} p} = I_{m}^{(p)\text{inc}} \] (5.16)

Note in equation (16) that \( \sum_{n=1}^{N_{sd}} Z_{mn}^{pq} I_{n}^{(q)} \) includes \( N_{sd} \) values of \( m = 1, 2, \ldots, N_{sd} \) on the dense grid, while \( \sum_{\vec{n}=1}^{N_{sc}} \vec{Z}_{\vec{m}\vec{n}}^{pq} \vec{I}_{\vec{n}}^{(q)} \) only has \( N_{sc} \) values of \( \vec{m} = 1, 2, \ldots, N_{sc} \) on the coarse grid. Thus we first compute \( \sum_{\vec{n}=1}^{N_{sc}} \vec{Z}_{\vec{m}\vec{n}}^{pq} \vec{I}_{\vec{n}}^{(q)} \) on the coarse grid. Then we use linear interpolation of \( \sum_{\vec{n}=1}^{N_{sc}} \vec{Z}_{\vec{m}\vec{n}}^{pq} \vec{I}_{\vec{n}}^{(q)} \) on the coarse grid to find \( N_{sd} \) values on the dense grid. In equation (16), we use subscript intp to represent that interpolation. Thus the computational steps for matrix-vector multiplication are associated with the number of
surface unknowns on the coarse grid. The algorithm is pictorially described in Figure 2. Note that the surface field is obtained with the dense grid but the CPU time depends on the coarse grid. The PBTG is also used in conjunction with the SMCG that was previously used in computing scattering from 2-dimensional rough surfaces. The computational complexity of the combined algorithm of PBTG/SMCG is \( O(N_{scg} \log(N_{scg})) \) for non-near field interactions and \( O(N_{sde}) \) for near field interactions.

5.4 Incident fields

Because of limitations of numerical simulations, the finite surface area has to be used. To avoid edge effects, the incident field is tapered so that the illuminated rough surface can be confined to the surface area \( L_x \times L_y \) [Pak, 1997]. The direction of incident wave is

\[
\hat{k}_i = \sin \theta_i \cos \phi_i \hat{x} + \sin \theta_i \sin \phi_i \hat{y} - \cos \theta_i \hat{z}.
\]

The incident fields are given as

\[
\bar{E}_i(\vec{r}) = \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \exp(ik_x x + ik_y y - ik_z z) E(k_x, k_y) \hat{e}(-k_z)
\]

\[
\bar{H}_i(\vec{r}) = -\frac{1}{\eta} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \exp(ik_x x + ik_y y - ik_z z) E(k_x, k_y) \hat{h}(-k_z)
\]

For TE wave incidence

\[
\hat{e}(-k_z) = \frac{1}{k_p} (\hat{x}k_y - \hat{y}k_x)
\]

\[
\hat{h}(-k_z) = \frac{k_z}{kk_p} (\hat{x}k_x + \hat{y}k_y) + \frac{k_p}{k} \hat{z}
\]

and for TM wave incidence
\[ h(-k_z) = -\frac{1}{k_p} (\hat{x}k_x - \hat{y}k_y) \]  

(5.21)

\[ \tilde{e}(-k_z) = \frac{k_z}{kk_p} (\hat{x}k_x + \hat{y}k_y) + \frac{k_p}{k} \hat{z} \]  

(5.22)

with \( k_z = \sqrt{k^2 - k_p^2} \) and \( k_p = \sqrt{k_x^2 + k_y^2} \). In the above \( k \) and \( \eta \) are the wavenumber and wave impedance of free space, respectively. The spectrum of the incident wave, \( E(k_x, k_y) \), is given as

\[ E(k_x, k_y) = \frac{1}{4\pi^2} \int dx \int dy \exp(-ik_x x - ik_y y) \exp[i(k_{ix} x + k_{iy} y)(1 + w)] \exp(-t) \]  

(5.23)

where \( t = t_x + t_y = (x^2 + y^2) / g^2 \) and

\[ t_x = \frac{(\cos \theta_i \cos \phi_i x + \cos \theta_i \sin \phi_i y)^2}{g^2 \cos^2 \theta_i} \]  

(5.24)

\[ t_y = \frac{(-\sin \phi_i x + \cos \phi_i y)^2}{g^2} \]  

(5.25)

\[ w = \frac{1}{k^2} \left( \frac{2t_x - 1}{g^2 \cos^2 \theta_i} + \frac{2t_y - 1}{g^2} \right) \]  

(5.26)

The parameter \( g \) controls the tapering of the incident wave.

5.5 Bistatic Scattering Coefficient and Emissivity

The numerical simulation results are presented in terms of the bistatic scattering coefficients normalized by the incident power. For an incident wave with a polarization \( \beta \), we have
\[ \gamma_{\alpha\beta}(\theta_s, \phi_s; \theta_i, \phi_i) = \frac{|E^i_\alpha|^2}{2\eta_i P^\text{inc}_\beta} \]  

(5.27)

The incident power is

\[ P^\text{inc}_\beta = \frac{2\pi^2}{\eta} \int_{k_x, k_y} dE_x dE_y |E(k_x, k_y)|^2 \frac{k_y}{k} \]  

(5.28)

The electric field of \( E^i_\alpha \) is the component of the scattered fields.

For scattering by a dielectric surface, the emissivity of the rough surface at incident angle \((\theta_i, \phi_i)\) (observation angle in emission because of reciprocity) is

\[ e_\beta(\theta_i, \phi_i) = 1 - \frac{1}{4\pi} \int \int \left[ \gamma_{\alpha\beta}(\theta_s, \phi_s; \theta_i, \phi_i) + \gamma_{\beta\alpha}(\theta_i, \phi_i; \theta_s, \phi_s) \right] \sin \theta_s d\theta_s d\phi_s \]  

(5.29)

Thus the emissivity is a measure of energy conservation in a scattering calculation. Because of reciprocity, emissivity is the same as absorptivity, the amount of power absorbed by the dielectric in a scattering problem. In passive remote sensing, the brightness temperature \( T_B \) of the medium is measured at observation angle \((\theta_i, \phi_i)\). The brightness temperature is

\[ T_B(\theta_i, \phi_i) = e_\beta(\theta_i, \phi_i)T \]  

(5.30)

where \( T \) is the physical temperature of the medium in degrees Kelvin. The brightness temperature will be measured in the new generation of remote sensing satellites of EOS, ADEOS II, and WINDSAT etc. The brightness temperatures can be measured to an accuracy of 1 degree K. For example for the case of \( T = 300K \), an error of calculation in the emissivity of 0.03 gives an error of 9K in brightness temperature and will not be acceptable. It is important that the scattering calculation obey energy conservation to less than 0.01, so that the error in brightness temperature is limited to less than 3 degrees K. Also, the difference in brightness temperature of a flat surface and a rough surface can be only a few degrees K. Thus accuracy is required to study the effect of roughness.
5.6 Numerical Results and Discussion

In this section, we illustrate the numerical simulation results of emissivities of wet soils with 2-D rough surface (3-D problem). Simulations are based on Gaussian random rough surfaces with Gaussian correlation functions. Surface area is taken as 64 square wavelengths. The permittivities of wet soil by weight of the soil moisture at L band (1.4 GHz) [Tsang, 1982] are listed in Table I. The permittivities of soil by the soil moisture in volumetric water contents (cm$^3$/cm$^3$) [Wang, 1980; Wang, 1983] for L and C bands are given in Table II. C band is at 5 GHz. All the cases are computed at the observation angle of 50 degrees. In Tables III to VII, emissivities calculated are tabulated for interested readers. We also illustrate the brightness temperatures in Figures 3 to 7. The physical temperature is taken as 300 Kelvin for all cases.

a) Variation of brightness temperatures at L band of wet soil with the soil moisture and correlation length at fixed rms height.

In Figures 3 and 4, we plot the brightness temperatures as a function of soil moistures by weight at L band for horizontal and vertical polarizations, respectively. The corresponding permittivities are taken from Table I. The rms height is fixed at 0.1 wavelength and the correlation lengths are varied from 0.33 to 1.0 wavelengths. It is shown that brightness temperature decreases with the increase of soil moistures for both horizontal and vertical polarizations. For horizontal polarization, soils with largest correlation length of 1.0 wavelength have the smallest brightness temperature and vice versa. For vertical polarization, this feature is not exhibited. The surface roughness has a larger influence in brightness temperature for horizontal polarization than the vertical. The brightness temperature in vertical polarization is mainly determined by the rms height for this case. With the increase of soil moisture, the differences in brightness temperatures between different correlation lengths increase. For horizontal polarization, the biggest difference in brightness temperature increases from 12.7 Kelvin degrees for 5% of soil moisture to 18.6 Kelvin degrees for 25% of soil moisture. It increases from
1.86 Kelvin degrees to 6.72 Kelvin degrees for the corresponding vertical polarization. This shows that the effects of surface roughness become larger for large soil moisture than small one.

b) Variation of brightness temperature at L band with the soil moistures for the rough surfaces with the fixed rms slope and different rms height.

In Figure 5, the brightness temperatures are plotted as a function of soil moisture in both horizontal and vertical polarizations. Two sets of simulation results are used. One is with rms height of 0.1 wavelength and correlation length of 0.33 wavelength. The other is with rms height of 0.3 wavelength and correlation length of 1.0 wavelength. The rms slopes for these two cases are the same. It can be seen that the increase of rms height decreases the difference in brightness temperature between horizontal and vertical polarizations. As scattering by rough surface increases, there is “mixing” of polarizations. The roughness effect is more pronounced for horizontal polarization.

c) Variation of brightness temperatures with the soil moistures at both L and C bands using the same physical roughness parameters.

The brightness temperatures in passive microwave remote sensing are measured at L and C bands. So it is useful to compare the brightness temperatures of soils at L and C bands using the same physical parameters of roughness and soil moisture. In Figure 6, we plot the brightness temperatures as a function of soil moisture in volumetric water content at both L and C bands. The corresponding permittivities are taken from Table II. The physical parameters are that the rms height is 2.45 cm and correlation length is 8.0 cm. We can see that the brightness temperatures are higher at C band than at L band for horizontal polarization and lower at C band than at L band for vertical polarization. Since the permittivities between L and C bands are comparable, the results indicate that roughness has a larger effect on C band than at L band. In Figure 7, the results are shown with different rough surface parameters. The rms height is 0.73 cm and correlation length is 3.5 cm in this figure. Comparing the results of figures 6 and 7 indicates that as
roughness decreases, the brightness temperatures of L and C bands are closer to each other.

\[ T_{bv}(\theta_i, \varphi_i) = [1 - r_{v0}(\theta_i, \varphi_i)(1 - Q) + r_{h0}(\theta_i, \varphi_i)Q]e^{-H \cos^2 \theta_i} \]  
(5.31)

\[ T_{bh}(\theta_i, \varphi_i) = [1 - r_{h0}(\theta_i, \varphi_i)(1 - Q) + r_{v0}(\theta_i, \varphi_i)Q]e^{-H \cos^2 \theta_i} \]  
(5.32)

where \( T_{bv} \) and \( T_{bh} \) are brightness temperatures for vertical and horizontal polarizations, respectively, \( T \) is physical temperature of dielectric medium, and \( Q \) and \( H \) are empirical constants that are used to fit the data. The parameters \( r_{v0} \) and \( r_{h0} \) are the flat surface Fresnel reflectivity of vertical and horizontal polarized waves, respectively. The empirical parameter \( Q \) represents coupling between polarizations and \( H \) represents depletion of reflectivity. Both are assumed to be constants.

In Tables VIII and VIII, we tabulate the values of \( Q \) and \( H \) computed from (31) and (32) by using the brightness temperatures of figures 6 and 7 based on numerical simulations. The table shows that parameters of \( Q \) and \( H \) are actually the functions of soil moistures and surface roughness parameters. In the original proposal, \( H \) is supposed to be \( 4k^2h^3 \) where \( h \) is the rms height. The table expresses that \( Q \) and \( H \) are empirical parameters that are deprived of physical meaning.

5.7 Conclusions
In this paper, we have made numerical simulations of emissivities of soil with rough surfaces by using physics-based two-grid method combined with sparse matrix canonical grid method (PBTG-SMCG). The advantage of this approach is that unlike analytic approximations such as Kirchhoff method and the small perturbation method, this method solves the 3-dimensional Maxwell equations numerically. The use of fast numerical method presented in the paper shows that numerical simulations of emissivities can be calculated with modest CPU. Thus the results of extensive numerical simulations can be directly applied to passive microwave remote sensing of soil moisture. With solutions of 3-D Maxwell equations, we will study other aspects of rough surface of soils such as moisture profiles and non-Gaussian rough surface profiles.
Figure 5.1. The variation of $r^*G$ of free space and lossy medium with relative permittivity of $17 + i2.0$ as a function of distance.

$$
\sum_{\tilde{n}=1}^{N_{scg}} G_0(k_0|\tilde{r}_n - \tilde{r}|) \cdot I_n, \quad \tilde{m} = 1, 2, \ldots, N_{scg}
$$
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Interpolate from coarse grid to dense grid after convolution

Average from dense grid to coarse grid before convolution

Figure 5.2. Illustration of physics-based two-grid method in using the spatial frequency limited property of the free space green's function on a dense grid of surface fields.
Figure 5.3. The variation of brightness temperatures at L band with the soil moistures in weight. The rough surface is with rms height of 0.1 wavelength and correlation lengths from 0.33 to 1.0 wavelength. The observation angle is at 50 degrees. Horizontal polarization

Figure 5.4. Same as figure 5.3 except vertical polarization
Figure 5.5. The variation of brightness temperatures with the soil moistures in weight. The rough surfaces are with rms height of 0.1 and 0.3 wavelength and correlation lengths of 0.33 and 1.0 wavelength, respectively. The two surfaces have the same rms slope. The observation angle is at 50 degrees.
Figure 5.6. The variation of brightness temperatures with the soil moistures in volumetric water content at L and C bands using the permittivities in TABLE II. The physical rough surface parameters are with rms height of 2.45 cm and correlation length of 8.0 cm. The observation angle is at 50 degrees.

Figure 5.7. Same as figure 5.6 except the physical rough surface parameters are with rms height of 0.73 cm and correlation length of 3.5cm.
Table 5.1. Relative permittivities of soil moistures in weight at L band

<table>
<thead>
<tr>
<th>Moisture (%)</th>
<th>5</th>
<th>7.5</th>
<th>10.0</th>
<th>12.5</th>
<th>15.0</th>
<th>17.5</th>
<th>20.0</th>
<th>22.5</th>
<th>25.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permittivity</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>4.06</td>
<td>4.81</td>
<td>5.56</td>
<td>7.35</td>
<td>10.8</td>
<td>14.25</td>
<td>17.7</td>
<td>21.15</td>
<td>24.6</td>
</tr>
<tr>
<td></td>
<td>i0.30</td>
<td>i0.45</td>
<td>i0.60</td>
<td>i0.87</td>
<td>i1.33</td>
<td>i1.79</td>
<td>i2.26</td>
<td>i2.72</td>
<td>i3.18</td>
</tr>
</tbody>
</table>

Table 5.2. Relative permittivities of soil moistures in volumetric water content (cm³/cm³) at L and C bands

<table>
<thead>
<tr>
<th>Moisture</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>0.25</th>
<th>0.30</th>
<th>0.35</th>
<th>0.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>L band</td>
<td>3.66 + i0.15</td>
<td>4.66 + i0.29</td>
<td>6.26 + i0.52</td>
<td>8.45 + i0.85</td>
<td>11.3 + i1.27</td>
<td>15.2 + i1.82</td>
<td>19.2 + i2.41</td>
<td>23.1 + i3.04</td>
</tr>
<tr>
<td>C band</td>
<td>3.62 + i0.19</td>
<td>4.52 + i0.44</td>
<td>5.94 + i0.85</td>
<td>7.90 + i1.42</td>
<td>10.4 + i2.17</td>
<td>13.9 + i3.22</td>
<td>17.4 + i4.30</td>
<td>20.8 + i5.30</td>
</tr>
</tbody>
</table>

Table 5.3. Emissivities of wet soil of horizontal component

<table>
<thead>
<tr>
<th>Moisture (%)</th>
<th>Correlation Length (in wavelengths)</th>
<th>horizontal polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.33</td>
<td>0.4</td>
</tr>
<tr>
<td>5.00</td>
<td>0.8060</td>
<td>0.8011</td>
</tr>
<tr>
<td>7.50</td>
<td>0.7758</td>
<td>0.7693</td>
</tr>
<tr>
<td>10.0</td>
<td>0.7464</td>
<td>0.7393</td>
</tr>
<tr>
<td>12.5</td>
<td>0.7092</td>
<td>0.6964</td>
</tr>
<tr>
<td>15.0</td>
<td>0.6385</td>
<td>0.6236</td>
</tr>
<tr>
<td>17.5</td>
<td>0.5819</td>
<td>0.5668</td>
</tr>
<tr>
<td>20.0</td>
<td>0.5453</td>
<td>0.5309</td>
</tr>
<tr>
<td>22.5</td>
<td>0.5220</td>
<td>0.5077</td>
</tr>
<tr>
<td>25.0</td>
<td>0.4986</td>
<td>0.4826</td>
</tr>
</tbody>
</table>

rms height = 0.1 wavelength, observation angle = 50 degrees.
Table 5.4. Emissivities of wet soil of vertical component

<table>
<thead>
<tr>
<th>Moisture (%)</th>
<th>Correlation Length (in wavelengths)</th>
<th>vertical polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.33</td>
<td>0.4</td>
</tr>
<tr>
<td>5.00</td>
<td>0.9565</td>
<td>0.9545</td>
</tr>
<tr>
<td>7.50</td>
<td>0.9437</td>
<td>0.9410</td>
</tr>
<tr>
<td>10.0</td>
<td>0.9308</td>
<td>0.9276</td>
</tr>
<tr>
<td>12.5</td>
<td>0.9081</td>
<td>0.9024</td>
</tr>
<tr>
<td>15.0</td>
<td>0.8568</td>
<td>0.8508</td>
</tr>
<tr>
<td>17.5</td>
<td>0.8202</td>
<td>0.8104</td>
</tr>
<tr>
<td>20.0</td>
<td>0.7841</td>
<td>0.7744</td>
</tr>
<tr>
<td>22.5</td>
<td>0.7535</td>
<td>0.7412</td>
</tr>
<tr>
<td>25.0</td>
<td>0.7272</td>
<td>0.7123</td>
</tr>
</tbody>
</table>

rms height = 0.1 wavelength, observation angle = 50 degrees.

Table 5.5. Emissivities of wet soil

<table>
<thead>
<tr>
<th>Emissivity</th>
<th>Soil Moisture in Weight (%)</th>
<th>5.00</th>
<th>7.50</th>
<th>10.0</th>
<th>12.5</th>
<th>15.0</th>
<th>17.5</th>
<th>20.0</th>
<th>22.5</th>
<th>25.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>h (case1)</td>
<td>0.8060</td>
<td>0.7758</td>
<td>0.7464</td>
<td>0.7092</td>
<td>0.6385</td>
<td>0.5819</td>
<td>0.5453</td>
<td>0.5220</td>
<td>0.4986</td>
<td></td>
</tr>
<tr>
<td>h (case2)</td>
<td>0.8392</td>
<td>0.8053</td>
<td>0.7946</td>
<td>0.7519</td>
<td>0.6868</td>
<td>0.6376</td>
<td>0.6054</td>
<td>0.5804</td>
<td>0.5535</td>
<td></td>
</tr>
<tr>
<td>h (case3)</td>
<td>0.8107</td>
<td>0.7820</td>
<td>0.7686</td>
<td>0.7252</td>
<td>0.6593</td>
<td>0.6110</td>
<td>0.5802</td>
<td>0.5653</td>
<td>0.5333</td>
<td></td>
</tr>
<tr>
<td>v (case1)</td>
<td>0.9565</td>
<td>0.9437</td>
<td>0.9308</td>
<td>0.9081</td>
<td>0.8568</td>
<td>0.8202</td>
<td>0.7841</td>
<td>0.7535</td>
<td>0.7272</td>
<td></td>
</tr>
<tr>
<td>v (case2)</td>
<td>0.9289</td>
<td>0.9123</td>
<td>0.8990</td>
<td>0.8667</td>
<td>0.8143</td>
<td>0.7698</td>
<td>0.7345</td>
<td>0.7064</td>
<td>0.6806</td>
<td></td>
</tr>
<tr>
<td>v (case3)</td>
<td>0.9302</td>
<td>0.9154</td>
<td>0.9052</td>
<td>0.8758</td>
<td>0.8266</td>
<td>0.7840</td>
<td>0.7503</td>
<td>0.7227</td>
<td>0.6961</td>
<td></td>
</tr>
</tbody>
</table>

Case1: rms height = 0.1 wavelength, correlation length = 0.333 wavelength, observation angle = 50 degrees
Case2: rms height = 0.3 wavelength, correlation length = 1.000 wavelength, observation angle = 50 degrees
Case3: rms height = 0.3 wavelength, correlation length = 1.000 wavelength, observation angle = 55 degrees
Table 5.6. Emissivities of wet soil at L and C band

<table>
<thead>
<tr>
<th>Emissivity</th>
<th>Volumetric Water Content (cm³/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td>h (L band)</td>
<td>0.8434</td>
</tr>
<tr>
<td>h (C band)</td>
<td>0.8626</td>
</tr>
<tr>
<td>v(L band)</td>
<td>0.9615</td>
</tr>
<tr>
<td>v(C band)</td>
<td>0.9393</td>
</tr>
</tbody>
</table>

rms height = 2.45 cm, correlation length = 8.0 cm, observation angle = 50 degrees;
L band: f = 1.4 GHz, C band: f = 5.0 GHz

Table 5.7. Emissivities of wet soil at L and C band

<table>
<thead>
<tr>
<th>Emissivity</th>
<th>Volumetric Water Content (cm³/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td>h(L band)</td>
<td>0.7807</td>
</tr>
<tr>
<td>h(C band)</td>
<td>0.8202</td>
</tr>
<tr>
<td>v(L band)</td>
<td>0.9854</td>
</tr>
<tr>
<td>v(C band)</td>
<td>0.9604</td>
</tr>
</tbody>
</table>

rms height = 0.73 cm, correlation length = 3.5 cm, observation angle = 50 degrees;
L band: f = 1.4 GHz, C band: f = 5.0 GHz
Table 5.8. Empirical parameters of Q and H

<table>
<thead>
<tr>
<th>Q and H</th>
<th>Volumetric Water Content (cm$^3$/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td>Q(L band)</td>
<td>0.1304</td>
</tr>
<tr>
<td>H(L band)</td>
<td>0.4661</td>
</tr>
<tr>
<td>Q(C band)</td>
<td>0.2644</td>
</tr>
<tr>
<td>H(C band)</td>
<td>0.4013</td>
</tr>
</tbody>
</table>

rms height = 2.45 cm, correlation length = 8.0 cm, observation angle = 50 degrees; L band: f = 1.4 GHz, C band: f = 5.0 GHz

Table 5.9. Empirical parameters of Q and H

<table>
<thead>
<tr>
<th>Q and H</th>
<th>Volumetric Water Content (cm$^3$/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td>Q(L band)</td>
<td>-0.0344</td>
</tr>
<tr>
<td>H(L band)</td>
<td>0.0271</td>
</tr>
<tr>
<td>Q(C band)</td>
<td>0.1111</td>
</tr>
<tr>
<td>H(C band)</td>
<td>0.1541</td>
</tr>
</tbody>
</table>

rms height = 0.73 cm, correlation length = 3.5 cm, observation angle = 50 degrees; L band: f = 1.4 GHz, C band: f = 5.0 GHz
Chapter 6

Wave Scattering from Lossy Dielectric Random Rough Surfaces
Using the Physics-Based Two-Grid Method in Conjunction with
the Multilevel Fast Multipole Method

6.1 Introduction

Monte-Carlo simulations have been extensively used recently to study the wave
scattering from random rough surfaces [Axline, 1978; Thorsos, 1988; Holliday, 1996;
Kapp, 1996; Donhue, 1998; Chou, 1998; Michielssen, 1996 a & b; Liu, 1994; Tsang,
1995; Chan, 1998] because the analytic approximations are limited in validity. Monte-
Carlo simulations can be used to deal with wave scattering from random rough surfaces
with arbitrary profiles [Holliday, 1996; Kapp, 1996; Donhue, 1998; Chou, 1998;
Michielssen, 1996 a & b; Liu, 1994; Tsang, 1995; Chan, 1998]. Most of the fast
computational methods use iterative moment method solutions and facilitate computation
by either reducing the number of iteration [Holliday, 1996; Kapp, 1996; Chou, 1998] or
reducing computational steps of the matrix-vector multiply [Chou, 1998; Michielssen,
1996 a & b; Liu, 1994; Tsang, 1995; Chan, 1998].
The methods proposed by Michielssen, the fast multipole method (FMM), and the banded-matrix iterative approach/canonical grid method (BMIA/CAG) are examples for the second purpose. The algorithm proposed by Michielssen uses a recursive formula with a computational complexity of \( O(N \log^2 N) \) [Michielssen, 1996] for a quasi-planar surface. The banded-matrix iterative approach/canonical grid method (BMIA/CAG) [Tsang, 1995; Chan, 1998] permits the solution of large-scale random rough surface problems. The essence of the method consists of decomposing the interaction into near and non-near field interactions. The non-near field interactions are then expanded on a canonical grid of a horizontal surface by Taylor series. The coefficients of Taylor expansion on a canonical grid of flat surface are composed of Toeplitz matrices thus Fast Fourier Transform (FFT) can be used to facilitate matrix vector convolution. The computational complexity and the memory requirements for BMIA/CAG are \( O(N \log(N)) \) and \( O(N) \), respectively. The BMIA/CAG is also applied to dielectric rough surface [Chan, 1998]. The idea of the FMM is to reduce the number of scattering centers. If a scattering object is discretized into \( N \) segments and the interactions among them are computed directly, \( N^2 \) operations are required. Instead of calculating them directly, the FMM divides the segments into groups according to the distances among them. The scattered field of each segment within a group is translated to group center by aggregation. The interactions among the elements of neighboring groups are calculated as before. For the interactions of the elements of non-near groups, only the interactions of group centers are calculated. Thus, the number of scattering centers is reduced. After each group center receives all the scattered fields from other non-near group centers, it redistributes these fields to the subscatterers belonging to the group. In this way, the single level FMM can reduce the computational complexity to \( O(N^{1.5}) \). For the multilevel FMM, the multi-sized groups are formed. The small sized group is used to calculate the interactions among the near elements and large sized group is used to calculate the interactions among far away elements. With the aid of interpolation and anterpolation, the computational complexity of the multilevel FMM is \( O(N \log N) \) for the arbitrary shape of surfaces. For the quasi-planar scatterer such as rough surfaces, the angular spectral
representation of Green's function can be calculated on the steepest descent path of flat surface. The number of angles required to sample integrand along this path is independent of group sizes. Thus a linear algorithm can be achieved by the multilevel steepest descent path fast multipole method (SDFMM).

To study wave scattering from lossy medium with large permittivity, a dense grid of many points per wavelength is required because of the large spatial variation of medium's Green's function and surface fields. Dense grid means more number of surface unknowns. A physics-based two-grid (PBTG) method was developed for dealing with this problem [Tsang, 1997]. The PBTG is based on the properties that lossy medium Green's function is attenuative. Therefore it is space-limited. Free space Green's function is slowly varying on the dense grid making it spatial frequency-limited. It has been shown that the PBTG makes CPU and memory requirements depend on the coarse grid for non-near field interactions and on the dense grid for near-field interactions. The PBTG can also be used in conjunction with other fast computational methods. We have combined the PBTG with the banded-matrix iterative approach (BMIA) [Li, 1999]. In this paper we combine it with the multilevel steepest descent path fast multipole method (MLSDFMM). Using the proposed algorithm of the PBTG-FMM, we study the wave scattering from Gaussian and non-Gaussian random rough surfaces. The CPU requirement is also illustrated.

The paper is arranged in the following. We illustrate the single grid method in section 2. In section 3, we derive the formulations of the PBTG. We show the multilevel steepest descent path fast multipole method in section 4 and illustrate the computational complexity of the combined algorithm of the PBTG with the MLSDFMM in section 5. In section 6, we give the formulations of the bistatic scattering coefficients and emissivity. In section 7, we apply the algorithm to the Gaussian rough surfaces and discuss the
accuracy issue of the algorithm. In section 8, we give the modified power-law spectrum. In section 9, we discuss the numerical results and give conclusion in section 10.

6.2 Formulation of Single Grid

Consider a tapered plane wave of \( \psi_{inc}(\vec{r}) \) incident on a random dielectric rough surface of \( z = f(x) \), the surface fields satisfy the following surface integral equations [Chan, 1998]:

\[
\frac{1}{2} \psi(\vec{r}) - \int_{\sigma} \left[ \psi(\vec{r}) \frac{\partial G(\vec{r},\vec{r}')}{\partial n} - G(\vec{r},\vec{r}') \frac{\partial \psi(\vec{r})}{\partial n} \right] ds = \psi_{inc}(\vec{r}') \tag{6.1}
\]

\[
\frac{1}{2} \psi_1(\vec{r}') + \int_{\sigma} \left[ \psi_1(\vec{r}) \frac{\partial G_1(\vec{r},\vec{r}')}{\partial n} - G_1(\vec{r},\vec{r}') \frac{\partial \psi_1(\vec{r})}{\partial n} \right] ds = 0 \tag{6.2}
\]

Where \( G(\vec{r},\vec{r}') \) and \( G_1(\vec{r},\vec{r}') \) are the 2-dimensional Green's functions of free space and medium, respectively. Functions \( \psi(\vec{r}) \) and \( \psi_1(\vec{r}) \) are the surface fields which are associated by boundary conditions.

\[
\psi_1(\vec{r}) = \psi(\vec{r}) \quad \text{and} \quad \frac{\partial \psi_1(\vec{r})}{\partial n} = \rho \frac{\partial \psi(\vec{r})}{\partial n} \tag{6.3}
\]

where \( \rho \) equals \( \mu_i/\mu \) and \( \varepsilon_i/\varepsilon \) for TE and TM polarization, respectively. Using the method of moment (MoM), the integral equations can be cast into the matrix equation:

\[
\sum_{j=1}^{N} a_{ij} u(x_j) + \sum_{j=1}^{N} b_{ij} \psi(x_j) = \psi_{inc}(x_i) \tag{6.4}
\]

\[
\sum_{j=1}^{N} a_{ij}^{(1)} \rho u(x_j) + \sum_{j=1}^{N} b_{ij}^{(1)} \psi(x_j) = 0 \tag{6.5}
\]
where \( u(x) = \sqrt{1 + [f'(x)]^2} \frac{\partial \psi}{\partial n} \). Quantity \( N \) is the number of sampling points on the surfaces. The matrix elements \( a_{ij}, b_{ij}, a_{ij}^{(1)}, \) and \( b_{ij}^{(1)} \) are determined by the Green’s functions.

\[
a_{ij} = G(\bar{r}_i, \bar{r}_j) \quad (6.6)
\]

\[
b_{ij} = -\frac{\partial G(\bar{r}_i, \bar{r}_j)}{\partial n} + \frac{1}{2} \delta_{ij} \quad (6.7)
\]

\[
a_{ij}^{(1)} = G_1(\bar{r}_i, \bar{r}_j) \quad (6.8)
\]

\[
b_{ij}^{(1)} = -\frac{\partial G_1(\bar{r}_i, \bar{r}_j)}{\partial n} - \frac{1}{2} \delta_{ij} \quad (6.9)
\]

Where

\[
\delta_{ij} = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}
\]

To solve the matrix equations (4) and (5) using the conjugate gradient method, the CPU requirement is determined by the computational steps of the matrix-vector multiplication. Therefore it depends on the number of sampling points. For the wave scattering for perfectly conducting rough surfaces, only free space Green’s function is used. The number of sampling is usually 10 points per free space wavelength. We call it single coarse grid in this paper. But for the wave scattering from dielectric rough surfaces with large permittivity, the wavelength of medium is much shorter than that of free space. Thus Green’s function of \( G_1 \) has rapid spatial variation on the rough surfaces. A dense grid of many points per wavelength, say 30 to 50 points per wavelength, is required for accurate results. Dense grid means more CPU and memory requirements. In the following, the PBTG will be introduced. We will show that the PBTG makes the CPU requirement only depend on the coarse grid for the non-near field interactions.

6.3 Physics-Based Two-Grid Method
The physics-based two-grid method is applied to the lossy medium with large permittivity. We let Roman numeral subscripts \( i, j \) denote indexing with the dense grid and \( \tilde{i}, \tilde{j} \) with the coarse grid. Assume that the upper medium is the free space and the lower medium is lossy with the relative complex permittivity of \( \varepsilon_i \). From Kramer-Kronig relation, a medium with a large real part of dielectric constant is normally associated with a large imaginary part at microwave frequency, such as wet soil and ocean. It is observed that the Green's function of the lossy medium is heavily attenuative and the Green's function of free space is slowly varying compared with Green's function of the lossy medium.

Based on the first observation, we can define a distance limit \( r_i \) as determined by the complex permittivity of lower medium. Outside of which the field interaction between the \( i \text{th} \) and the \( j \text{th} \) point is vanishingly small and the lower medium Green's function can be set equal to zero. Therefore we can approximate

\[
\begin{align*}
    a_{ij}^{(1)} &= \tilde{a}_{ij}^{(1)} = \begin{cases} 
        a_{ij}^{(1)} & r_{ij} \leq r_i \\
        0 & r_{ij} \geq r_i 
    \end{cases} \\
    b_{ij}^{(1)} &= \tilde{b}_{ij}^{(1)} = \begin{cases} 
        b_{ij}^{(1)} & r_{ij} \leq r_i \\
        0 & r_{ij} \geq r_i
    \end{cases}
\end{align*}
\]

(6.10)

(6.11)

where \( r_{ij} \) is the distance between the \( i \text{th} \) point and the \( j \text{th} \) point on the dense grid. Thus \( \tilde{a}_{ij}^{(1)} \) and \( \tilde{b}_{ij}^{(1)} \) are banded matrices and Equation (5) becomes

\[
\sum_{j=1}^{N} \tilde{a}_{ij}^{(1)} \rho u(x_j) + \sum_{j=1}^{N} \tilde{b}_{ij}^{(1)} \psi(x_j) = 0
\]

(6.12)

Based on the second observations above, we decompose the upper medium Green's function into near field and non-near field interactions

\[
\sum_{j=1}^{N} a_{ij} u(x_j) = \sum_{j=1}^{N} a_{ij}^{\text{nn}} u_j + \sum_{j=1}^{N} a_{ij}^{\text{nf}} u_j
\]

(6.13)
\[ \sum_{j=1}^{N} b_{ij} \psi(x_j) = \sum_{j=1}^{N} b_{ij}^s \psi_j + \sum_{j=1}^{N} b_{ij}^{as} \psi_j \tag{6.14} \]

where \( a_{ij}^s \), \( b_{ij}^s \), \( a_{ij}^{as} \), and \( b_{ij}^{as} \) are determined by

\[
a_{ij}^s = \begin{cases} a_{ij} & r_{ij} \leq r_f \\ 0 & r_{ij} > r_f \end{cases} \tag{6.15}
\]

\[
b_{ij}^s = \begin{cases} b_{ij} & r_{ij} \leq r_f \\ 0 & r_{ij} > r_f \end{cases} \tag{6.16}
\]

\[
a_{ij}^{as} = \begin{cases} 0 & r_{ij} \leq r_f \\ a_{ij} & r_{ij} > r_f \end{cases} \tag{6.17}
\]

\[
b_{ij}^{as} = \begin{cases} 0 & r_{ij} \leq r_f \\ b_{ij} & r_{ij} > r_f \end{cases} \tag{6.18}
\]

For non-near field interactions, Green's function of free space is slowly varying on the dense grid. We can use the coarse grid to sample it. Assume the number of sampling points on the coarse grid is less than that on the dense grid by a factor of \( n_1 \), where \( n_1 = \text{integer}(\text{real}(\sqrt{e_1})) \). Thus the \( \bar{i} \text{th} \) point on the coarse grid corresponds to \( n_1 \) points of \( \bar{i}_1, \bar{i}_2, \ldots, \bar{i}_{n_1} \) on the dense grid. The \( \bar{i}_p \text{th} \) (\( p = 1, 2, \ldots, n_1 \)) point is the \( i \text{th} \) dense grid point where \( i \) is given by \( i = (\bar{i} - 1)n_1 + p \). When we calculate the convolution of \( a_{ij}^{as} \) and surface fields of \( u_j \) on the dense grid, the following approximation can be made.

\[
\sum_{j=1}^{N} a_{pq}^{as} u(x_j) = \sum_{j=1}^{N} \sum_{q=1}^{n_1} a_{ij}^{as} u(x_j) = \sum_{j=1}^{N} \sum_{q=1}^{n_1} u(x_{j_q}) \tag{6.19}
\]

Because the Green's function of the free space is essentially constant over an interval of \( n_1 \) points. Furthermore, the elements \( a_{ij}^{as} \) of \( p = 1, 2, \ldots, n_1 \) can be found by interpolating from the coarse grid to the dense grid.

\[
a_{pq}^{as} = \sum_{r=-l}^{l} \ln(\bar{i}_p, \bar{i}_q + r)a_{(\bar{i}+r)j}^{as} \tag{6.20}
\]
Where $\text{In}(i_p, \vec{t} + \tau)$ is the interpolation operator and $T$ is the number of points of the coarse grid we use to interpolate. Then

$$\sum_{j=1}^{N} a_{jq}^r u(x_j) = \sum_{j=1}^{N} \sum_{t=-T}^{T} \text{In}(i_p, \vec{t} + \tau) a_{(i+\tau)j}^r \sum_{q=1}^{n_t} u(x_{j_q}) = \sum_{t=-T}^{T} \text{In}(i_p, \vec{t} + \tau) g_{\vec{t} + \tau}$$

(6.21)

Where

$$g_{\vec{t} + \tau} = \sum_{j=1}^{N} a_{jq}^r \sum_{q=1}^{n_t} u(x_{j_q})$$

(6.22)

What is done in here is that the surface fields on the dense grid are first averaged before convolved by the free space Green’s function on the coarse grid. Then we use interpolation to find $N$ values on the dense grid. Similarly, we can obtain:

$$\sum_{j=1}^{N} b_{jq}^r \psi(x_j) = \sum_{t=-T}^{T} \text{In}(i_p, \vec{t} + \tau) h_{\vec{t} + \tau}$$

(6.23)

Where

$$h_{\vec{t} + \tau} = \sum_{j=1}^{N} b_{jq}^r \sum_{q=1}^{n_t} \psi(x_{j_q})$$

(6.24)

Thus, the equation (4) can be rewritten as

$$[\sum_{j=1}^{N} a_{jq}^r u(x_j) + \sum_{j=1}^{N} b_{jq}^r \psi(x_j)] + \sum_{t=-T}^{T} \text{In}(i_p, \vec{t} + \tau) g_{\vec{t} + \tau} + \sum_{t=-T}^{T} \text{In}(i_p, \vec{t} + \tau) h_{\vec{t} + \tau} = \psi_{inc}(x_i)$$

(6.25)

We can write the equations (12) and (25) as the following matrix equations.

$$\overline{Z}_{A,\text{sdg}} \cdot \overline{u}_{\text{sdg}} + \overline{Z}_{B,\text{sdg}} \cdot \overline{\psi}_{\text{sdg}} = \overline{0}_{\text{sdg}}$$

(6.26)

$$\overline{Z}_{A,\text{sdg}} \cdot \overline{u}_{\text{sdg}} + \overline{Z}_{B,\text{sdg}} \cdot \overline{\psi}_{\text{sdg}} + \overline{Z}_{A,\text{seg}} \cdot \overline{u}_{\text{seg}} \bigg|_{\text{interpol}} + \overline{Z}_{B,\text{seg}} \cdot \overline{\psi}_{\text{seg}} \bigg|_{\text{interpol}} = \overline{\psi}_{\text{inc, sdg}}$$

(6.27)

Instead of solving equations (4) and (5) directly, we can solve equations (26) and (27).

Note that the elements of $\overline{a}_{ij}^{(1)}, \overline{b}_{ij}^{(1)}, a_{ij}', b_{ij}'$ compose of only banded matrices and the computational steps for them are only proportional to the number of surface unknowns on
the dense grid. The main CPU requirements are to calculate the values of \( g_\tau \) and \( h_\tau \) with \( \tau \) from 1 to \( N/n_t \). It takes approximately \((N/n_t)^2\) operations for multiplying them directly and is only dependent on the number of surface unknowns on the coarse grid. It has been shown [Tsang, 1997; Li, 1999] that the PBTG can give the accurate results as the dense grid but with CPU requirement on the coarse grid. The computational steps can be further reduced using the BMIA and the FMM. We have illustrated the PBTG-BMIA in [Li, 1999]. In the following section, we will illustrate how to combine the PBTG with the multilevel steepest descent path FMM.

6.4 Multilevel Steepest Descent Path Fast Multipole Method

Using the iterative techniques to solve the surface integral equations, the computational steps are determined by the number of sampling points. The idea of the fast multipole method (FMM) is to reduce the number of scattering centers by grouping subscatterers together [Michielssen, 1996b; Liu, 1994]. Only interactions of group centers are calculated for non-near field interactions. For the multi-level FMM [Liu, 1994], the different group sizes are used according to the distances of the groups. The larger the distance of groups is, the larger the group size. For general FMM, the number of plane waves required to calculate the scattered fields is increased with the group size [Liu, 1994], which leads to an \( O(N \log N) \) algorithm. For the wave scattering from random rough surfaces, using the quasi-planar property of the surface, it can be shown that the number of plane waves required is independent of group size, which leads to a linear algorithm. We will illustrate that in the following.

Two-dimensional Green's function is the zeroth order Hankel function of the first kind. The angular spectral representation of \( H^{(1)}_0(k\rho) \) is:

\[
H^{(1)}_0(k\rho) = \frac{1}{\pi} \int_{\tau} d\alpha \exp[i k \sin \alpha |x_i - x_j| + i k \cos \alpha (z_i - z_j)]
\]  

(6.28)
The integral path $\Gamma$ is shown in figure 1. For the non-near field interactions, the horizontal distance is much larger than the vertical distance because the rough surface is a quasi-planar surface. The numerical calculation of $H_0^{(1)}(k \rho)$ can be efficiently performed by deforming the original integral path to the steepest descent path of flat surface [Michielsens. 1996b]. The steepest descent path of flat surface is given by

$$\sin \alpha' \cosh \alpha'' = 1$$

where $\alpha = \alpha' + i \alpha''$. It is also shown in figure 1. Hankel function of $H_0^{(1)}(k \rho)$ then can be expressed as:

$$H_0^{(1)}(k \rho_q) = \int_{SDP} \text{d}\alpha \exp[ik \sin \alpha |x_i - x_j| + ik \cos \alpha (z_i - z_j)]$$

$$= \sum_{q=1}^{Q} \Delta \alpha_q \exp[ik \sin \alpha_q (x_i - x_j) + ik \cos \alpha_q (z_i - z_j)] \quad \text{for} \quad x_i > x_j$$  \hspace{1cm} (6.29)

The integer number of $Q$ is the number of angles we need to discretize the integral. It will be shown later that the value of $Q$ is independent of group size for the interactions of two group elements. Assume that $i$th element belongs to the group $I$ with the center of $(x_i, z_i)$ and $j$th element belongs to the group $J$ with the center of $(x_j, z_j)$. Then, above equation can be rewritten as

$$H_0^{(1)}(k \rho_q) = \sum_{q=1}^{Q} \exp[ik \sin \alpha_q (x_i - x_j) + ik \cos \alpha_q (z_i - z_j)]$$

$$\cdot \Delta \alpha_q \exp[ik \sin \alpha_q (x_i - x_j) + ik \cos \alpha_q (z_i - z_j)]$$

$$\cdot \exp[ik \sin \alpha_q (x_j - x_j) + ik \cos \alpha_q (z_j - z_j)]$$

$$= \sum_{q=1}^{Q} V_{i \alpha_q} T_{ij} (\alpha_q) W_{ij} (\alpha_q)$$  \hspace{1cm} (6.30)

The above equation illustrates that when calculating the interaction of between $i$th and $j$th elements, first the surface field at $j$th point can be translated into its group center, then it is transferred from the $Jth$ group center to the $Ith$, the center of group $I$ redistributes the receiving field to its $i$th element.
For the multilevel FMM, multi-sized groups are formed. At the lowest level, the $N$ elements are decomposed into $L$ groups. Each group includes $M$ elements where $N = ML$. Then each two subgroups at the level form an upper level group (large group) until the highest level. The interactions of groups at each level are calculated only for the non-near groups at this level inside the neighboring groups of upper level. Thus, the impedance matrix can be written as the sum of the following matrices.

$$\bar{Z} = \bar{Z}^{(0)} + \bar{Z}^{(1)} + \cdots + \bar{Z}^{(n)} + \cdots + \bar{Z}^{(\bar{p})}$$  \hspace{1cm} (6.31)

Where matrix $\bar{Z}^{(n)}$ only includes the elements that would be computed at $nth$ levels.

The procedure of the MLFMM is composed of three steps. First, the surface fields at each element are translated to the group centers at each level. When transferring the field from the lower level group center to the upper level group center, an interpolation is required to find the values of the fields from the coarse angles to the fine angles. Second, the interactions of group centers at each level are calculated. Only those of the non-near groups inside the neighboring groups of upper level are calculated at each level. Last, the receiving fields at each group center are distributed to its subgroup centers/elements. The last step is performed from the highest level to the lowest level with anterpolation.

The number of computational steps for the first step is

$$N_1 = 2[QN + \sum_{n=2}^{N} Q \frac{L}{2^{(n-2)}}] + 2 \sum_{n=2}^{N} Q Q_1 \frac{L}{2^{(n-2)}} \approx 2QN + 4Q(Q_1 + 1) \frac{N}{M}$$  \hspace{1cm} (6.32)

Where the first term is from aggregating the surface fields to group centers and second one is from interpolating the fields from the coarse angles to the dense angles for all the levels. The integer $Q_1$ is the number of operations used to interpolate for a single angle.

The number of computational steps for the second step is
\[ N_2 = \sum_{n=1}^{\xi} 3 \frac{L}{2^{(n-1)}} Q = 6 \frac{Q}{M} N \] (6.33)

And the number of computational steps for the last one is
\[ N_3 = 2[QN + \sum_{n=2}^{\xi} Q \frac{L}{2^{(n-2)}}] + 2 \sum_{n=2}^{\xi} Q Q_1 \frac{L}{2^{(n-2)}} = 2QN + 4Q(Q_1 + 1) \frac{N}{M} \] (6.34)

The first term is for disaggregating and the second is for interpolating.

Thus, total number of computational steps for the matrix-vector multiply is
\[ N_{total} = M(3N - 2M) + 2Q[2 + \frac{4Q_1 + 7}{M}]N \] (6.35)

Where the first term is from near field interactions and last one is from non-near field interactions. As long as \( Q \) is constant, the computation steps will increase only with linear \( N \).

In the following, we will prove that parameter \( Q \) is a constant for the problem of rough surface scattering. From equation (29),
\[ H_0^{(1)}(kp) = \frac{1}{\pi} \int_0^\pi d\alpha'(1 - i\tan \alpha' \cosh \alpha'') \exp(ik|x| + ikz \cos \alpha' \cosh \alpha'') \]
\[ \exp(-k|x| \cos \alpha' \sinh \alpha' + k\sigma \sin \alpha' \sinh \alpha'') \] (6.36)

It can be seen that the magnitude of the integrand could be exponentially increased with the angle \( \alpha' \) away from \( \frac{\pi}{2} \) for \( z \) not equal to zero because the steepest path is only for flat surface. But for \( |x| >> |z| \), the main contributions to the integral comes from the angles around \( \frac{\pi}{2} \) because the function of \( \exp(-k|x| \cos \alpha' \sinh \alpha'') \) is fast decaying away from the \( \frac{\pi}{2} \). At the angles of around \( \frac{\pi}{2} \), \( \alpha'' \) is close to zero that keeps the magnitude of integrand is not very large for \( z \) not equal to zero.
To discuss the integral limits and sampling rate for numerically calculating the above integral for large $x$, we make the following approximation. In the proximity of $\frac{\pi}{2}$, we have

$$\cos \alpha' = \left( \frac{\pi}{2} - \alpha' \right)$$ and

$$\sinh \alpha'' = \alpha'' = \left( \frac{\pi}{2} - \alpha' \right)$$

Thus equation (36) can be approximately rewritten as

$$H_0^{(1)}(k\rho) = \frac{1}{\pi} \int_0^\pi d\alpha' (1 - \text{ictg}\alpha' \text{cth}\alpha') \exp(ik|x| + ikz\cos\alpha' \cosh\alpha'\alpha'')$$

$$\exp(-k|x|\left( \frac{\pi}{2} - \alpha' \right)^2 + kz\sin\alpha' \sinh\alpha'')$$

(6.37)

When $x$ is large, the integral limits and sampling rate of the above integral are mainly controlled by the term of $\exp[-k|x|\left( \frac{\pi}{2} - \alpha' \right)^2]$. We give a small quantity and assume that if the magnitude of the integrand is less than the quantity, there is negligible contribution to the final value of integral from that part. Then we can find that the integral limits are from $\frac{\pi}{2} - BW$ to $\frac{\pi}{2} + BW$. The parameter $BW$ is given by

$$BW = \frac{C_0}{\sqrt{|x|}}$$

(6.38)

and $C_0$ is a constant.

From the sampling theorem, we know that to sample a banded-limited function, the sampling frequency has to be larger than the bandwidth of function. The Fourier
spectrum of function of \( \exp[-k|x|\left(\frac{\pi}{2} - \alpha'\right)^2] \) is \( \sqrt{\frac{\pi}{k|x|}} \exp[-\frac{\omega^2}{4k|x|}] \). Thus the sampling interval has to be:

\[
d \alpha' = \frac{C_1}{\sqrt{|x|}} \tag{6.39}
\]

and \( C_1 \) is a constant.

Thus we can see for the fixed large value of \( x \), the integral of equation (37) can be calculated numerically by using a constant number of sampling points.

To apply equation (37) to the multi-level fast multipole method, the equation has to be held for the interactions of all the elements among two groups. Thus the sampling frequency and integral limits have to be set for all the elements. Assume that the nearest and farthest horizontal distances of the two separated groups are \( x_{\text{min}} \) and \( x_{\text{max}} \), respectively. The integral limits have to be taken as

\[
BW = \frac{C_0}{\sqrt{x_{\text{min}}}} \tag{6.40}
\]

so that all the important contributions are included when calculating integral numerically. The sampling interval has to be taken as

\[
d \alpha' = \frac{C_1}{\sqrt{x_{\text{max}}}} \tag{6.41}
\]

so that the fastest variations of integrand can be caught. Thus the number of sampling points required for calculating interactions among two group's elements is

\[
Q = \frac{2BW}{d \alpha'} = C\sqrt{\frac{x_{\text{max}}}{x_{\text{min}}}} \tag{6.42}
\]

When using the multi-level fast multipole method to compute the interactions among the subscatterers, the interactions are computed grouply. The interactions of near subscatterers are computed by small group size and those of far-away subscatterers are
computed by large group size. The ratio of \( r_{\text{max}} \) and \( r_{\text{min}} \) is approximately a constant. Thus the number of sampling points is not increased with the group size. It leads to a linear algorithm for the multi-level SDFMM.

6.5 Computational Complexity of the Combined Algorithm of the PBTG with the MLFMM.

To combine the PBTG with the MLFMM, the near field interactions have to be calculated directly on the dense grid and non-near field interactions are calculated on the coarse grid through the MLFMM.

In equation (26), the number of computational steps for \( \overline{Z}_{\text{A,sdg}} \cdot \overline{u}_{\text{sdg}} \) and \( \overline{Z}_{\text{B,sdg}} \cdot \overline{\psi}_{\text{sdg}} \) is \( 2M_1 N_{\text{sdg}} \). Where \( M_1 \) is determined by the permittivity of lossy medium and the number of sampling points per wavelength on the dense grid and is a constant for a given case because no non-near field interactions are calculated through it. In the equation (27), the MLSDFMM is used. We treat the matrices \( \overline{Z}_{\text{A,sdg}} \) and \( \overline{Z}_{\text{B,sdg}} \) as \( \overline{Z}^{(0)} \) in equation (31) and \( \overline{Z}_{\text{A,scg}} \) and \( \overline{Z}_{\text{B,scg}} \) as \( \overline{Z}^{(1)} + \cdots + \overline{Z}^{(n)} + \cdots + \overline{Z}^{(\bar{p})} \). Thus the number of computational steps for this part is \( 2M_{\text{sdg}} (3N_{\text{sdg}} - 2M_{\text{sdg}}) + 4Q[2 + \frac{4Q_1 + 7}{M_{\text{scg}}}]N_{\text{scg}} \) plus the number of operations used to interpolate from coarse grid to dense grid, which is proportional to \( N_{\text{sdg}} \). The total number of operations for the PBTG-MLSDFMM is \( 2M_1 N_{\text{sdg}} + 2M_{\text{sdg}} (3N_{\text{sdg}} - 2M_{\text{sdg}}) + 4Q[2 + \frac{4Q_1 + 7}{M_{\text{scg}}}]N_{\text{scg}} + Q_2 N_{\text{sdg}} \). Thus the computational complexity of the PBTG-MLSDFMM is \( O(N_{\text{sdg}} + N_{\text{scg}}) \).
6.6 Bistatic Scattering Coefficients and Emissivity

Numerical simulation results will be presented in terms of the normalized bistatic scattering coefficients and emissivities or brightness temperatures. The bistatic scattering coefficients are defined as

$$
\sigma(\theta_s, \theta_i) = \frac{\left| \int_0^\infty dx [ik\psi(x)\left(\frac{df}{dx}\sin\theta_s - \cos\theta_s\right) - u(x)] \exp(-ik\alpha(\theta_s, x)) \right|^2}{4\pi^2 \int_{-k}^k dk_z k_z \exp[-(k_z - k \sin\theta_i)^2 g^2 / 2]}
$$

(6.43)

In (43), \( \alpha(\theta_s, x) = \sin\theta_s x + \cos\theta_s f(x) \), and \( k_z = \sqrt{k^2 - k_x^2} \). The bistatic scattering coefficient is a measure of the scattering from incident angle \( \theta_i \) into scattered angle \( \theta_s \). For scattering by a perfectly conducting surface, the energy conservation test is that \( \int \sigma(\theta_s, \theta_i) d\theta_s = 1 \). For scattering by a dielectric surface, the sum of scattering power and the absorptivity of the rough surface at the incident angle \( \theta_i \), which is the amount of power absorbed by the dielectric in a scattering problem, should be equal to one. The absorptivity can be calculated by integrating the normal total Poynting vector over the surface profile.

Because of reciprocity, emissivity is the same as absorptivity. Thus it can be calculated by either

$$
e(\theta_i) = 1 - \int d\theta_s \sigma(\theta_s, \theta_i) \quad \text{or}$$

$$
e(\theta_i) = \text{absorptivity}
$$

(6.44)

(6.45)

In passive remote sensing, the brightness temperature \( T_b \) of the medium is measured at the observation angle of \( \theta_i \). The brightness temperature is defined as

$$
T_b(\theta_i) = e(\theta_i) T
$$

(6.46)

where \( T \) is the physical temperature of the medium in Kelvin degrees.
6.7 Applications to Gaussian Rough Surfaces

In this section, we focus on the accuracy issue of the proposed algorithm for the energy conservation and compare the results and CPU requirements between the PBTG-MLSDFMM and the BMIA with the single dense grid. We use 10 points per wavelength as the coarse grid and 30 points per wavelength as the dense grid. We also plot the results from the PBTG-BMIA. All the results are run on Pentium II with 450 MHz and 256 Mbytes.

In figure 2, the bistatic scattering coefficients computed from the BMIA, PBTG-FMM, and PBTG-BMIA are shown for one realization. The relative permittivity of lower medium is 25+2i and rms height and correlation length is 0.3 and 0.5 wavelengths. We use 30 points per wavelength as dense grid and the surface length is 128 wavelengths with 7,680 surface unknowns. The incident angle is 30 degrees. Figure (a) is for TE wave incidence and (b) is for TM. We think the results from the BMIA with 30 points per wavelength as the accurate one. The three results are in good agreement. The CPU required for the BMIA, PBTG-FMM, and PBTG-BMIA are 372, 163, and 157 seconds for TE wave and 123, 49, and 48 seconds for TM wave, respectively. Thus the PBTG can save CPU compared with the single dense grid.

In figure 3, the relative error of energy conservation check is plotted as a function of the relative permittivity of the lower medium. The results are from the PBTG-MLSDFMM. The relative permittivities of the lower medium are changed according to the soil moistures from 5 to 30 percent in weight. The correlation length is 1.0 wavelength in this case and other parameters are same as in figure 2. The energy conservation is within 1% for all the cases.
In figure 4, the CPU per iteration in conjugate gradient method is plotted against the number of surface unknowns for three methods. The dense grid is fixed at 30 points per wavelength and we change the surface length. It is shown that the PBTG-BMIA and PBTG-MLSDFMM have almost same performance for the cases we compute although the first algorithm is an $O(N \log N)$ algorithm and the latter is a linear algorithm. Both of them take less CPU than the BMIA with the dense grid.

6.8 Spectral Density of Rough Surfaces

To investigate the wave scattering from random rough surfaces, another problem is how to describe the statistical property of rough surfaces. Two functions are needed to define a random rough surface. One is height probability distribution function and the other is surface correlation function or surface roughness spectral density (which is defined as a Fourier transform of a correlation function for stationary surfaces) [Kuga, 1993]. It is usually assumed that height distribution functions are Gaussian and surface correlation functions are changed according to the requirements. There are two types of correlation functions often used [Kuga, 1993], Gaussian and exponential correlation functions. The spectral densities of the Gaussian and exponential are given, respectively, by

$$W(k) = \frac{h^2l}{\sqrt{4\pi}} \exp\left(-\frac{k^2l^2}{4}\right)$$  \hspace{1cm} (6.47)

$$W(k) = \frac{h^2l}{\pi} \frac{1}{1 + k^2l^2}$$ \hspace{1cm} (6.48)

Where $h$ is rms height, $l$ is correlation length, and $k$ is surface wavenumber. It has been found that the surfaces with Gaussian spectral density are far away from real natural rough surfaces such as soil and ocean and the surfaces with exponential correlation function are without rms slope, which is required for numerical simulations of wave
scattering from random rough surfaces. The third type of surface roughness spectrum, power-law spectral density, is proposed as the following [Chen, 1990; Kuga, 1993].

\[
W(k) = \frac{h^2l}{\sqrt{4\pi}} \left[ 1 + \pi \left( \frac{(2n-3)!!}{(2n-2)!!} \right)^{2} \frac{k^2l^2}{4} \right]^{-n} \tag{6.49}
\]

\((2n-2)!! = 2 \times 4 \times \cdots \times (2n-2)\)

\((2n-3)!! = 1 \times 3 \times \cdots \times (2n-3)\)

\((-1)!! = 1\)

The above spectrum becomes Gaussian spectrum when power index of \(n\) goes to infinite and is very similar to the spectrum with exponential correlation function when \(n\) is one. The parameters \(h\) and \(l\) are supposed to be rms height and correlation length in the above spectrum. But if we compare the power-law spectrum with power index of one with the spectrum of exponential correlation function, we can find that the real correlation length of power-law spectrum is actually \(\sqrt{\pi l}/2\). It can be seen by rewriting the power-law spectrum with the power of 1 as:

\[
W(k) = \frac{h^2(\sqrt{\pi l}/2)}{\pi} \frac{1}{1 + k^2(\sqrt{\pi l}/2)^2} \tag{6.50}
\]

Thus, a coefficient varying with the power index is needed and introduced to overcome this problem. The modified power-law spectrum is as the following:

\[
W(k) = \frac{h^2l}{\sqrt{4\pi} \; b_{p}} \left[ 1 + \left( \frac{a_{p}}{b_{p}} \right)^{2} \frac{k^2l^2}{4} \right]^{-p} \tag{6.51}
\]

\[a_{p} = \frac{\Gamma(p-0.5)}{\Gamma(p)}\]

Where \(\Gamma\) is the Gamma function and \(b_{1} = \sqrt{\pi}/2, \; b_{2} = 0.95, \; b_{3} = 0.97, \; b_{4} = 0.98, \ldots\), and \(b_{\infty} = 1.0\) are determined numerically, and \(h\) is rms height and \(l\) is correlation length. The modified power-law spectrum becomes Gaussian spectrum when power index of \(n\) goes to infinite and is the spectrum of exponential correlation function when \(n\) is one. The important feature of the proposed spectrum is that it gives various spectrums but with
fixed rms height and correlation length, which are physical parameters usually used to
describe the rough surfaces. In the following section, we will describe the numerical
results of wave scattering from the random rough surfaces with the power-law spectrum.

6.9 Numerical Results of the Bistatic Scattering Coefficients and the
Brightness Temperatures

In this section, we show some numerical results of the bistatic scattering coefficients
and the brightness temperatures from wet soil with the power law spectrum. The rms
height and correlation length is fixed at 0.3 and 1.0 wavelength, respectively. The surface
length is 64 wavelengths and the dense grid is 30 points per wavelength. The simulation
was performed by the PBTG-MLSDFMM.

In figure 5, the comparisons of the bistatic scattering coefficients between the surfaces
of power law spectrum with the different power index are shown. The relative
permittivity of the lower medium is 17.7+i2.26 and incident angle is 30 degrees. Figure
(a) is for TE wave incidence and (b) is for TM. For the scattering angle less than 0
degree, the surface with the power index of 2 has the strongest scattering and the
Gaussian surface has the weakest. For the scattering angle larger than 0 degree, the
situation is opposite.

In figure 6, we plot the brightness temperatures as a function of the observation angles.
The physical temperature is 300K and the other parameters are same as figure 5. The
emissivity is calculated by equation (45). Figure (a) is for horizontal polarization and (b)
is for vertical polarization. For the same roughness parameters of rms height and
correlation length, the differences in brightness temperature for the various spectrums can
be as large as 15K. For the horizontal polarization, this difference is almost same for the
observation angles between 10 and 50 degrees. For the vertical polarization, the
difference has the largest value at the observation angle of 10 degrees and the smallest value at the observation angle of 50 degrees. In general, the surfaces with the less number of the power index have the large brightness temperature.

In figure 7, the brightness temperatures are illustrated as a function of the soil moistures. The observation angle is fixed at 30 degrees and the other parameters are same as the previous figure. Again, for the horizontal polarization, the differences of the brightness temperatures among the different spectrums are essentially same for the soil moistures between 5 and 30 percent. For the vertical polarization, this difference is increased with the increasing of the soil moistures.

6.10 Conclusion

In this paper, we have shown that the PBTG developed by us can be used in combination with the multilevel steepest-descent path fast multipole method. The PBTG-MLSDFM algorithm has a computational complexity of $O(N)$ for near field interactions and $O(N/n_{i})$ for non-near field interactions. A modified power-law spectrum is also proposed and it is shown that the Gaussian and exponential spectrums are special cases of the proposed spectrum. The initial numerical results show that the surface roughness spectrum has some influences on the brightness temperatures.
Figure 6.1 Integration paths of the zeroth order Hankel function of the first kind on the complex angle plane.
Figure 6.2. Comparison of the bistatic scattering coefficients computed by the PBTG-FMM, PBTG-BMIA, and BMIA. The rms height is 0.3 wavelength, correlation length is 0.5 wavelength, incidence angle is 30 degrees, permittivity is 25+2i, and surface length is 128 wavelengths. (a) TE wave incidence; (b) TM wave incidence.
Figure 6.3 Error of the energy conservation check as a function of soil moisture.

Figure 6.4 Comparisons of CPU time per iteration in the conjugate gradient method required by the PBTG-FMM, PBTG-BMIA, and BMIA. N is the number of surface unknowns.
Figure 6.5 Comparisons of the bistatic scattering coefficients from various spectrums but with fixed rms height of 0.3 wavelength and correlation length of 1.0 wavelength at the incidence angle of 30 degrees. The relative permittivity is $17.7+i2.26$. (a) TE wave; (b) TM wave.
Figure 6.6 Brightness temperature of rough surface as a function of observation angles and comparisons between various spectrums. The rms height is 0.3 wavelength and correlation length is 1.0 wavelength. The relative permittivity is 17.7+i2.26.
Figure 6.7 Brightness temperature of rough surface as a function of soil moistures and comparisons between various spectrums. The rms height is 0.3 wavelength and correlation length is 1.0 wavelength. The observation angle is 30 degrees.
Chapter 7

Summary

The physics-based two-grid (PBTG) method was developed for numerically simulating wave scattering from random lossy dielectric rough surfaces with large permittivity in this dissertation. For the wave scattering from random lossy dielectric rough surfaces with large permittivity, we showed that the dense grid is required for the accurate results and the coarse grid can not give those results with required accuracy, especially for the calculation of emissivity. The reason for that is that wavenumber in the medium is much larger than the free-space wavenumber, there can be rapid spatial variations of the dielectric medium Green’s function and surface fields. But single dense grid has large CPU and memory requirements. We showed that the PBTG developed in this dissertation gives the accurate results as compared with the single dense grid and takes less CPU as compared with the single coarse grid. We have shown that the calculation of emissivity based on the PBTG can be accurate to within 0.01, which corresponds to a brightness temperature difference of about 3 degrees. The another advantage of the PBTG is that it can be used for both 1-dimensional and 2-dimensional rough surfaces and can be used in conjunction with other fast computational methods. We have combined the PBTG with the BMIA/CAG and steepest descent path FMM for 1-dimensional rough surfaces and with the SMCG for 2-dimensional rough surfaces of 3-dimensional scattering problem. Need to be mentioned in here, the surface fields are calculated on the dense grid in the PBTG. The coarse grid is only used to facilitate matrix-vector multiplication above rough surfaces.

In Chapter 2, first we show that the both surface fields and bistatic scattering coefficients computed by the single coarse grid have big differences with those computed
by the single dense grid for 1-dimensional rough surfaces. It illustrates that the single dense grid is required. Then we describe the physics-based two-grid method (PBTG) for solving the problem of scattering of waves by lossy dielectric surfaces for TE wave incidence. The numerical results showed that the PBTG gives the same accurate results as the single dense grid and takes the same CPU as the coarse grid.

In Chapter 3, the PBTG method was combined with the BMIA/CAG method and steepest descent path FMM for improving of CPU and memory requirements. The algorithms are used to study bistatic scattering coefficients and emissivity for TE and TM cases and apply to low grazing angle scattering. We used it to treat a rough surface with a large surface length since the edge effects have to be avoided for low-grazing angle incidence. Using this approach, we illustrated numerical results of TE and TM wave scattering up to surface length of 500 wavelengths with 30,000 surface unknowns.

In Chapter 4, the PBTG was extended to 2-dimensional random rough surface (3-D scattering problem) and combined with the sparse matrix canonical grid method (SMCG) for improving CPU and memory requirements. The algorithm was used to study the bistatic scattering coefficients and emissivity for wave scattering from 2-D dielectric rough surface with high permittivity. The approach is denoted as PBTG/SMCG. Using this approach, we illustrate numerical results of wave scattering from 2-Dimensional rough surface with permittivity as high as 17 + 2i. Also the numerical results of emissivity are compared with that of approximately analytic solutions of the second order small perturbation method (SPM). It was found that the SPM did not give correct emissivity for the rough surfaces with medium rms slopes.

In Chapter 5, the thermal emission of wet soil with surface roughness using the PBTG/SMCG was extensively studied. The thermal emission of soils with rough surfaces is determined by the surface roughness, soil moisture, soil type, and physical temperature. The simulation results gave the emissivity as a result of 3-D solution of Maxwell
equations. In this Chapter, we reported and showed extensive illustrations and tabulations of the results of emissivities for rough soils with Gaussian spectrum at L and C bands. The same physical roughness parameters are used at L and C bands. The results are important to better understand the effects of surface roughness on the microwave thermal emission of soils.

In Chapter 6, we combined the PBTG with the steepest descent path FMM. We use the steepest-descent path fast multipole method to compute the non-near field interactions on the coarse grid. The computational complexity and memory requirement are proportional to the number of sampling points on the coarse grid for non-near field interactions and on the dense grid for the near field interactions. We also compared the performance between the PBTG-BMIA/CAG and the PBTG-FMM in this chapter. Although the latter algorithm is linear and the first one is $O(N\log N)$, we found the two approaches have almost same CPU requirements for the surface unknowns less than 60,000. Using the proposed algorithm of the PBTG-FMM, the wave scattering from Gaussian and non-Gaussian random rough surfaces was studied. A modified power-law spectrum was proposed to generate random rough surfaces. The feature of the proposed spectrum is that it can become Gaussian spectrum and the spectrum of exponential correlation function by properly choosing the power index and with fixed rms height and correlation length.

Although the PBTG was developed for the wave scattering from lossy dielectric rough surfaces with large permittivity, the approach also can be extended to treat the fine structure of perfectly electric conducting rough surfaces such as fractal surfaces. For the fractal surfaces, a very dense grid is required to describe small structure of surface profile. We can use dense grid to compute the near field interactions and coarse grid to compute non-near field interactions. Due to the spatial frequency limited property of free space Green’s function, the fast variation of surface fields could be smoothed after convolution with the free space Green’s function. Thus only coarse grid is required for non-near field interactions. Another possible extension of the PBTG is to simulate wave
scattering from lossy layered medium with surface roughness. In this case, the lossy medium Green's function is replaced by the layered medium Green's function directly. The approach can be implemented for both 1-dimensional and 2-dimensional cases.
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