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Abstract

Lossy Compression of Scientific Data via Wavelets and Vector Quantization

by Jill R. Goldschneider

Chairperson of Supervisory Committee: Professor Eve A. Riskin
Department of Electrical Engineering

The high volume of scientific data to be collected from Earth Observing System instruments will require large transmission bandwidth and storage capabilities for archiving. Lossy compression techniques can be used to compress the data, although by definition the original data cannot be recovered. The compression techniques used must ensure that the compressed data have both high visual fidelity and that calculations using the compressed data yield accurate results. In this dissertation, lossy compression algorithms based on the wavelet transform and vector quantization are developed. Optimal bit-allocation algorithms based on pruned tree-structured vector quantization techniques are developed for the discrete wavelet transform and for the more general discrete wavelet packet transform. These algorithms systematically find all quantizers on the lower convex hull of the rate-distortion curve, while for the wavelet packet transform, simultaneously selecting the best basis. The effects of such compression on USC database images is examined for benchmarking purposes, and the benefits of compressing ocean science acoustic sonar data used for the scientific analyses of target detection and temperature analysis are studied.
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Chapter 1

INTRODUCTION

The first Earth Observing System (EOS) platform is scheduled to be deployed in the late 1990's. It is expected to generate hundreds of gigabytes of data each day. To be useful, these enormous amounts of data must be well managed. Transmission and storage of these data would be greatly eased if the data could be effectively compressed.

Two forms of data compression are possible. The first is lossless, noiseless, or reversible compression. Its advantage is that the original information can be completely recovered from the compressed data. Lossless compression is usually limited to compression ratios of 4:1 or less, and even these ratios are achievable only on sources that have considerable structure. For images and scientific data, lossless compression ratios are usually much lower, frequently 2:1 or less. Codes designed for noiseless compression may even cause data expansion. The common Ziv-Lempel file compression tool used in the Unix compress utility occasionally fails in this manner.

The second type of data compression is lossy, noisy, or irreversible compression. Lossy compression has the advantage that it typically provides much higher compression ratios than lossless compression. It has the disadvantage that it introduces error into the data so that the original data cannot be perfectly recovered. Because of their high compression ratios, only lossy compression techniques are considered here.

There are two general approaches to lossy data compression. The first approach is quantization of the raw data, which is shown in Figure 1.1(a). First, the raw
Figure 1.1: (a) Direct compression of raw data where $X$ is the input data, $Q$ is the quantizer (or encoder), $i$ is the index stream, $Q^{-1}$ is the decoder, and $\hat{X}$ is the lossy reproduction of the input data. (b) Transform compression where $X$ is the input data, $T$ is the transform, $Q_j$ are the quantizers (or encoders), $i_j$ are the index streams, $Q_j^{-1}$ are the decoders, $T^{-1}$ is the inverse transform, and $\hat{X}$ is the lossy reproduction of the input data.

data are encoded, or quantized, using a codebook; then the codebook indices are transmitted or stored; finally, the data are reconstructed by decoding the indices using a look-up table. The second approach is transform compression which is shown in Figure 1.1(b). First the data are transformed to some other space; then the coefficients of the transformed data are encoded, or quantized; next, the codebook indices are transmitted and stored; the coefficients are reconstructed by decoding the indices by table look-up; finally, the original data are reconstructed by transforming the reconstructed coefficients back to the original data space.

In this dissertation, I develop and implement lossy compression algorithms for transform compression based on vector quantization compression techniques and the
wavelet transform. These algorithms are optimized so that the compression error can be reduced to the lowest possible level for any rate. I then test these algorithms on earth science data and evaluate the effects of compression by comparing the analyses of raw and compressed data. Since EOS data are not presently available, other data must be used as models of EOS data. For the first set of experiments, I compress scanned photographic still images (from the USC database) as may be found in any image database. For the second set of experiments, I compress acoustic sonar data from the University of Washington's Benthic Acoustic Measurement System which consist of sea-bed scattering measurements taken in shallow water. These data are provided by Professor Darrell Jackson and others, and are used, among other applications, to detect mine-like objects and to conduct ocean temperature studies [35, 57, 58, 92].

It is difficult to say if any level of lossy compression can be determined to be acceptable since the compressed data may be used for various applications. With this in mind, my experiments involving lossy compression of earth science data have two goals. The first is to allow quick and easy previewing of the data (e. g. so that acoustic sonar data can transmitted over a low-bandwidth modem). The second is to study the preservation of scientific data analyses (i. e. ocean temperature measurements and mine detection from acoustic sonar data) as a function of compression.

The remainder of this dissertation is structured as follows. In Chapter 2, I review vector quantization compression techniques. In Chapter 3, I review the discrete orthonormal wavelet and wavelet packet transform. In Chapter 4, I review wavelet-based data compression and present three hybrid wavelet/VQ transform compression algorithms that use the generalized Breiman, Friedman, Olshen, and Stone (GBFOS) algorithm [17] and recursive optimal pruning algorithm (ROPA) [61] to do bit allocation for wavelets and wavelet packets. In Chapter 5, I discuss the results of these wavelet/VQ algorithms applied to the standard USC image data set. In Chapter 6, I examine the compression of acoustic sonar data using mine detection and temper-
ature studies. Conclusions and avenues of future work are presented in Chapter 7. In addition, an embedded form of multilevel halftoning, with color palette ordering algorithms, is presented in Appendix A as an alternative coding method for color images.
Chapter 2

VECTOR QUANTIZATION

Vector quantization (VQ) is a lossy compression technique that has been used extensively in speech and image compression. An extension of scalar quantization, VQ exploits the memory or correlation that exists between neighboring samples of a signal by quantizing them together rather than individually. Vector quantization is lossy because the encoder performs a many-to-one mapping. Discussions of vector quantization can be found in [1, 42, 45].

In this chapter, I review various compression measures in Section 2.1. I next discuss two basic forms of vector quantization, full search VQ and tree-structured VQ, in Sections 2.2 and 2.3, respectively. The Generalized Lloyd Algorithm which is commonly used to create these VQ's is discussed in Section 2.4. Finally, pruned tree-structured VQ and two pruning algorithms: the generalized Breiman, Friedman, Olshen, and Stone (GBFOS) algorithm [17] for classification and regression trees, and the recursive optimal pruning algorithm (ROPA) [61], are discussed in Section 2.5.

2.1 Compression Measures

Given $N$ possible data symbols $S_n$, $n = 0, \ldots, N - 1$, the rate $R$ needed to uniquely represent the data with a fixed number of bits is defined as $R = \lceil \log_2 N \rceil$. The first order entropy, which is the lower bound on the number of bits required to uniquely represent the data when each symbol is coded independently, is defined as $- \sum_{n=0}^{N-1} P(S_n) \log_2 P(S_n)$. If blocks of data are coded, lower entropies can be achieved.
The compression ratio (CR) is defined as the number of bits required to represent the original data divided by the number of bits required to represent the compressed data. Assuming that all coding of the data will be followed by a lossless compression algorithm such as Huffman coding or LZW, the common Unix compress utility, first order entropy, rather than rate, is used to compute the compression ratios in this work.

2.2 Full Search Vector Quantization

All forms of vector quantization use codebooks for encoding and decoding. A codebook is a collection of codewords or possible reproduction vectors. In full search VQ, as shown in Figure 2.1, the encoder computes the distortion between an input vector \( X \) (group of data samples) and all codewords \( Y_i, i = 0, \ldots, N - 1 \) in an unstructured codebook \( Y \). The binary index of the codeword \( i \) that has the least distortion with respect to the input vector is transmitted (or stored). The decoder performs a simple table lookup with the transmitted (or stored) index \( i \) and outputs the reproduction vector \( Y_i \). Note that \( X \neq Y_i \) because this is a many-to-one mapping.

The rate \( R \) of a full search VQ codebook with vector dimension \( d \) is defined to be \( R = \frac{\log_2 N}{d} \) bits per vector element. Using this definition, the size of the codebook can be rewritten as \( N = 2^{Rd} \). The size of the codebook, and hence the size of the search, grows exponentially with rate and vector dimension. The storage requirements of the codebook are low as only the \( N \) codewords need to be stored. The full search, while computationally complex, guarantees that the best possible representation of the input vector will be selected. Several fast full-search methods which significantly reduce the search time by ordering the codebook (requiring a larger storage structure) to restrict searches to a small portion of the search space, have been developed for full search VQ, [48, 59, 77].
Figure 2.1: Full search vector quantization.

2.3 Tree Structured Vector Quantization

Tree-structured VQ (TSVQ) [21] is a low-complexity alternative to standard full search VQ. As shown in Figure 2.2, the codebook is structured as a binary (or M-ary) tree where the leaves of the tree are codewords $Y_i$, and the intermediate nodes of the tree are averaged versions of the codewords of their children. Beginning from the root node of the codebook, the encoder computes the distortion between an input vector $X$ and a node's children and selects the child node that produced the lowest distortion with respect to the input vector. This process is repeated until a leaf node (codeword) is reached. The binary index $i$ of the leaf node codeword (i.e., the path map from the root to the leaf node) is then transmitted (or stored). The decoder performs a simple table lookup with the transmitted (or stored) index $i$ and outputs the reproduction vector $Y_i$. Note that $X \neq Y_i$, and that $Y_i$ is not necessarily the best possible representation of the input vector that would be found among all of the codewords if a full search were done.
Figure 2.2: Tree structured vector quantization.

The rate $R$ of a balanced binary tree structured VQ codebook with vector dimension $d$ and $N$ leaf codewords is defined to be $R = \frac{\log_2 N}{d}$ bits per vector element. Since the encoder performs a sequence of binary (or larger) searches instead of the one large search done in full search VQ, encoding complexity increases linearly with rate and vector dimension rather than increasing exponentially. TSVQ codebooks require twice the storage space of full search VQ with the same number of codewords since the $N - 1$ intermediary codewords must also be stored. In general the output of a TSVQ will suffer more degradation than the output of a full search VQ with the same number of codewords. This is due to the constraint on the search. However, an unbalanced TSVQ with the same rate as a full search VQ may have many more codewords, and may outperform a full search VQ in terms of distortion as well as
speed. Hence, the trade-off of greatly reduced search and design complexity for some possible increase in distortion usually makes TSVQ attractive.

2.4 Vector Quantizer Design: The Generalized Lloyd Algorithm

As shown previously in Figures 2.1 and 2.2, a quantizer $Q$ maps a dimension $d$ Euclidean source vector $X \in \mathbb{R}^d$ onto a finite set of reproduction vectors $Y = \{Y_i\}$, $i = 0, \ldots, N - 1$, where $Y$ is called a codebook and the $Y_i \in \mathbb{R}^d$ are codewords of the codebook. Associated with each codeword $Y_i$ is a cell, or region, $R_i$ which is a partition of $\mathbb{R}^d$. The cells are mutually exclusive, and the union of the cells must cover the entire space $\mathbb{R}^d$, that is

$$R_i \cap R_j = \emptyset, \quad i \neq j, \quad \text{and} \quad \bigcup R_i = \mathbb{R}^d.$$

Quantization works by assigning to any random vector $X$, the associated cell's codeword $Y_i$ given that $X$ is an element of cell $R_i$

$$Q(X) = \{Y_i : X \in R_i\}.$$

The mapping $Q : \mathbb{R}^d \rightarrow Y$ is many-to-one and is thus irreversible.

Quantizer performance is typically evaluated by a distance metric or distortion measure $d(x, y)$ where $x$ and $y$ are vectors in $\mathbb{R}^d$. The average distortion $D$ due to quantization is evaluated as the expected distortion per source vector where the source $X$ is treated as a random variable,

$$D = E[d(X, Q(X))] = E[d(X, Y)] = \sum_{i=0}^{N-1} P_i E[d(X, Y_i) | X \in R_i].$$

where $P_i$ is the probability that the source vector $X$ is in $R_i$.

Typical metrics used for $d(x, y)$ are the $L_p$ norms

$$d(x, y) = \|x - y\|^p_1, \quad p \geq 1.$$
and the squared error which is the square of the $L_2$ norm (i.e. the square of the Euclidean distance),

$$d(x, y) = |x - y|^2,$$

leading to the mean square error (MSE) distortion measure.

$$\text{MSE} = E[d(X, Q(X))] = E[|X - Q(X)|^2].$$

The MSE is often used due to its numerical tractability. Although it is not always perceptually meaningful, low MSE’s (on compressed images) usually correspond to high quality, and high MSE’s usually correspond to poor quality. Thus, in this work, I evaluate compression quality with the MSE.

Other commonly used measures are the signal-to-noise ratio (SNR) and the peak signal-to-noise ratio (PSNR)

$$\text{SNR} = 10 \log_{10} \frac{E[X^2]}{\text{MSE}}, \quad \text{PSNR} = 10 \log_{10} \frac{A^2}{\text{MSE}}$$

where $A$ is the maximum value of $X$. PSNR is typically used to evaluate image quality. Since each pixel in an 8-bit image relates to color or grayscale intensity, the energy of different images can vary greatly even though each image is just as visually important. For example, a light gray image can be just as visually important as a dark gray image, but the power of these two images varies greatly due to the arbitrary numerical assignments given to pixels. For this work I use the PSNR to evaluate compression of photographic images, and the SNR to evaluate compression of scientific data.

The definitions of the previously mentioned distortion measures depend on well defined source characteristics. Unfortunately, good models for multidimensional data and image data are not common, so training data or empirical data are commonly used to approximate the probability distribution function of the source data. Training data are often a sequence of vectors or samples $X = \{X_i\}$ gathered from the data
source. The average distortion is still defined as

\[ D = E[d(X, Y)] = \sum_{i=0}^{N-1} P_i E[d(X, Y_i)|X \in R_i]. \]

but \( X \) now refers to the training data, \( R_i \) refers to partitions of the training data that are subsets of the previously defined cell subspaces, rather than to the entire subspace itself, and \( P_i \) is redefined as the probability that a training vector \( X \) is in partition \( R_i \) representing the probability that the codeword \( Y_i \) is used for encoding. In the remainder of this chapter I use \( X \) and \( R_i \) to refer to the training data and the partitions of the training data into each cell, respectively, although the descriptions are still valid if \( X \) is a random source variable and the \( R_i \) are subspaces of \( \mathbb{R}^d \).

In general, one is concerned with optimal quantizers whose performance minimizes the average distortion \( D = E[d(X, Y)] \). There are two conditions that must be met for a codebook to be (locally) optimal. These conditions are defined on the cells, and if they are met, the cells are called Voronoi regions. The first condition is the nearest neighbor (NN) condition which states that every value in a given Voronoi region \( R_i \) is "closer" or nearer to the codeword \( Y_i \) of the Voronoi region than to any other codeword with respect to a given distortion measure, that is

\[ R_i = \{ X : d(X, Y_i) \leq d(X, Y_j) \text{ for } j = 0, \ldots, N - 1 \}. \]

In the case of a tie, the vector \( X \) can be arbitrarily assigned to the Voronoi region with the lesser index to maintain mutual exclusivity of the partitions. The second condition for optimality is the centroid condition which states that the codeword must minimize the average distortion of the entire Voronoi region with respect to a given distortion measure, that is

\[ Y_i = \text{Centroid}(R_i) = \arg \min_{y \in R_i} E[d(X, y)|X \in R_i]. \]

When the MSE distortion measure is used, the centroid corresponds to the "average" value or the geometric center of the Voronoi region. These two conditions imply that
the encoder is optimized for the given decoder by the nearest neighbor condition, and that the decoder is optimized for the given encoder by the centroid condition.

A generalization of a least squares quantization method for scalar data [70] to multidimensional data in 1980 was the first vector quantization design technique introduced in the literature, and is known as the generalized Lloyd algorithm (GLA) [69]. The GLA is a descent algorithm that finds codebooks with progressively lower average distortions by using iterations of the nearest neighbor and centroid conditions. The algorithm is initialized with an arbitrary set of initial codewords \( Y[0] = \{ Y_i \}, i = 0, \ldots, N - 1 \), training data \( X \), and initial distortion \( D[0] = E[d(X, Y[0])] \).

One iteration of the GLA, where \( n \) refers to the current iteration, works as follows. Given a codebook \( Y[n] = \{ Y_i \} \) the first step is to find the optimal partition of the training data using the nearest neighbor condition:

\[
R_i = \{ X : d(X, Y_i) \leq d(X, Y_j) \quad \text{for} \quad j = 0, \ldots, N - 1 \}.
\]

Then, using the centroid condition, the optimal reproduction vectors \( Y_i \) for the given partitions \( R_i \) are found. These reproduction vectors constitute the \((n+1)^{st}\) codebook \( Y[n+1] \)

\[
Y_i = \text{Centroid}(R_i) = \arg \min_{y \in R_i} E[d(X, y)]|X \in R_i].
\]

The distortion due to codebook \( Y[n+1] \) is evaluated as

\[
D[n+1] = E[d(X, Y[n+1])].
\]

The GLA is a descent algorithm that will converge to a local minimum. However, while convergence is guaranteed, the number of iterations it takes to converge can be quite large. Typically the algorithm is halted when the relative change in distortion incurred between two iterations becomes arbitrarily small as defined by \( \epsilon \),

\[
\frac{D[n] - D[n + 1]}{D[n]} < \epsilon,
\]

and the final codebook is determined to be \( Y = Y[n + 1] \).
To design a full search VQ with an arbitrary number of codewords, one may start with any initial codebook $Y[0]$ with the desired rate and apply the GLA to it until it converges to a locally optimal codebook $Y$. Obviously, different initial codebooks will converge to different locally optimal codebooks. The choice of initial codebooks is important and is discussed in [42].

One common method of creating a full-search codebook is the Linde-Buzo-Gray (LBG) splitting algorithm [69]. In this method an initial codebook of rate 0 containing 1 codeword, $Y^0 = \{Y_0\}$, is used where the optimal codeword is the centroid of the training data. Note that the superscript on the codebook $Y^i$ now refers to the rate $i$ of the codebook. An initial codebook of size 2 (rate 1) is created by "splitting" the codeword which may be done by adding a vector $\varepsilon$ of arbitrarily small, random values, e. g. $Y^1[0] = \{Y_0, Y_0 + \varepsilon\} = \{Y_0, Y_1\}$. The GLA is applied to $Y^1[0]$ to create codebook $Y^1$. For each LBG iteration, the codebook size is increased by splitting the codewords of the previous codebook $Y^n$ to create a larger initial codebook $Y^{n+1}[0]$, and the GLA is applied to the larger codebook to achieve the optimized codebook $Y^{n+1}$. The iterations continue until the desired rate is achieved. An artificial set of two-dimensional grayscale image training data with 262144 samples was created using the Gaussian distribution. This training sequence is used in this chapter to demonstrate the differences between different forms of VQ where each VQ is designed to have an average rate of 8.0 bits per vector. The Voronoi regions for a two-dimension VQ created by the LBG algorithm with 256 codewords are shown in Figure 2.5(a). Note that the Voronoi regions are convex and tend to have a honeycomb-like pattern. The average distortion of this full search VQ is 11.75.

The GLA is a flexible algorithm that can be used to create many different VQ schemes. The creation of an $M$-ary TSVQ $T$ is illustrated in Figure 2.3. Each node $t_i \in T$ has an associated codeword $Y_i$ and training data partition $R_i$. The nodes of the $M$-ary tree $T$ are labeled such that each interior node $t_i$ has children nodes $t_{Mi+1}, \ldots, t_{Mi+M}$, and the root node is $t_0$. The tree is initialized by creating a root
node $t_0$ which is assigned the entire training sequence $R_0$, Figure 2.3(a). The root node’s codeword $Y_0$ is the centroid of the training sequence, and it represents the rate 0 TSVQ. The tree is grown, or opened, by creating $M$ child nodes $t_1, \ldots, t_M$ descending from the root node. Using the GLA, $M$ codewords, $Y_1, \ldots, Y_M$, from the root node’s training data $R_0$ are found and assigned to each of the root’s $M$ children as the child node’s codeword, Figure 2.3(b). The training data $R_0$ stored at the root node is then partitioned among the $M$ children using the nearest neighbor rule and the node’s assigned codeword so that each child node contains a non-overlapping subset, $R_i, i = 1 \ldots, M$, of the training data’s space, Figure 2.3(c). Thus, assuming that both the nearest neighbor and centroid condition are satisfied, the codeword $Y_i$ at each node $t_i$ is the centroid of the portion of training data $R_i$ stored at that node. In addition, each codeword has as associated encoding rate $R(Y_i) = P_i \text{depth}(t_i)$ and distortion $D(Y_i) = P_i E[d(X, Y_i)|X \in R_i]$, where $R(Y_i)$ is a tree functional value that increases monotonically with node depth, $D(Y_i)$ is a tree functional value that decreases monotonically with node depth, and the $P_i = \sum_{j=1}^{M} P_{M_{i+j}}$ are the probabilities that any node is visited during the tree search. This growth procedure is recursively applied to each leaf node of the TSVQ until the desired rate is achieved.

A fixed-rate, or balanced, TSVQ is created by growing the leaf nodes with the shortest path length from the root node. The Voronoi regions for a two-dimension balanced TSVQ with 256 codewords for the Gaussian distributed data is shown in Figure 2.5(b). The tree-structure constrains the search to a series of hyper-plane tests, so the balanced TSVQ, when compared to a full search VQ with the same rate, suffers more degradation. The average distortion of this balanced TSVQ is 12.97.

Fixed-rate trees are an inflexible approach to VQ since they do not permit easy adaptation to source statistics. Instead, an unbalanced tree produced by a greedy growing approach is preferred [81]. In this method, illustrated in Figure 2.4, each leaf node is opened, but its descendents are not immediately considered to be a part of the tree. Instead, the changes in rate and distortion that would arise if the descendents
of the current leaf node were used, rather than the current leaf node, are calculated, and the current leaf node which will maximize the decrease in distortion for its given increase in rate is grown.

Given that each leaf node $t_i$ has an associated codeword $Y_i$, each codeword has encoding rate $R(Y_i) = P_i \text{depth}(t_i)$ and distortion $D(Y_i) = P_i E[d(X, Y_i)|X \in R_i]$. The average rate and distortion of the TSVQ $T$ are calculated as

$$R = \sum_{t_i \in T} R(Y_i) \quad \text{and} \quad D = \sum_{t_i \in T} D(Y_i),$$

where $\hat{T}$ refers to the leaf nodes of tree $T$. The change in distortion if the codeword $Y_i$ of leaf node $t_i$ is not used is calculated as $\Delta D(Y_i) = D(Y_i) - \sum_{j=1}^{M} D(Y_{Mi+j})$, and the change in rate is $\Delta R(Y_i) = R(Y_i) - \sum_{j=1}^{M} R(Y_{Mi+j}) = -P_i$. The leaf node that has the maximum value $-\frac{\Delta D(Y_i)}{\Delta R(Y_i)} = \frac{\Delta D(Y_i)}{P_i}$, maximizing the decrease in distortion for the given increase in rate, for all leaf nodes is grown. The greedy growing of leaf nodes continues recursively until the desired rate is achieved.

### 2.5 Pruned Tree Structured Vector Quantization

The full search and tree-structured vector quantizers described in Sections 2.2 and 2.3 implement a fixed rate code. That is, an equal number of bits is used to reproduce each input vector. A variable rate code usually results in much better performance by devoting more bits to regions of the data that are active or difficult to code, such as the edges, and fewer bits to less active regions, such as a solid background.

A variable rate code can be implemented in a TSVQ simply by using an unbalanced tree, for example the greedy growing technique [81] described above. An even better approach to designing an unbalanced trees is described in [23, 61]. In this approach a (balanced or unbalanced) TSVQ with a rate higher than the desired rate is designed. This high rate tree is then pruned (usually based on rate-distortion trade-offs) to yield an unbalanced TSVQ with the desired rate. The resulting coder
is called a pruned TSVQ (PTSVQ).

PTSVQ typically outperforms both fixed rate TSVQ and full search VQ over most rates of interest [23, 82]. The Voronoi regions for a two-dimension PTSVQ with an average rate of 8 bits per vector pruned from an unbalanced TSVQ using GBFOS, described next, with a rate of 14.4 bits per vector, designed for the Gaussian distributed data, is shown in Figure 2.5(c). The PTSVQ Voronoi regions are adapted to the more active regions of the data while the Voronoi regions of the balanced TSVQ are not so sensitive to the distribution of the data. PTSVQ may also have many more codewords than a fixed-rate codebook. This PTSVQ has 622 codewords while the fixed rate codebooks have only 256. The average distortion of this PTSVQ is 11.28 which is less than the average distortion of the full search VQ even though the full search VQ satisfies both the nearest neighbor and centroid conditions and is thus considered to be locally optimal.

2.5.1 The GBFOS Pruning Algorithm

Perhaps the most commonly used tree pruning algorithm is the generalized Breiman, Friedman, Olshen, and Stone (GBFOS) algorithm [17] for classification and regression trees which was first used for TSVQ's in [23]. The GBFOS algorithm finds in a given codebook $T$ all the nested subtrees $S$ sharing the same root node as $T$ that lie on the lower convex hull of the rate-distortion curve. These subtrees give the optimal rate-distortion performance (i.e. the lowest distortion for a given rate) for any subtree of the given codebook. The PTSVQ codebooks are not universally optimal since there may be other codebooks that give a better rate-distortion performance. Hence the choice of the initial codebook $T$ constrains the performance of the PTSVQ. Should optimal codebooks be scarce, time-sharing between a high rate and a low rate codebook can be done to yield the desired rate. By using a high-rate codebook and a low-rate codebook to encode data over different portions of time, time-sharing yields a codebook on the convex hull of the rate-distortion curve. An example of the
codebooks that can be found using GBFOS is shown in Figure 2.6 where *'s represent all possible pruned subtrees; $S_0, \ldots, S_3$ represent the GBFOS optimal codebooks; and $\hat{S}$ is a codebook created by time-sharing $S_2$ and $S_3$.

One iteration of TSVQ design by pruning is illustrated in Figure 2.7. It is done by calculating, for all internal nodes, the changes in rate and distortion that would arise if the descendents of the internal nodes were removed, and the internal node used instead. The internal node that will minimize the increase in distortion for its given decrease in rate, if used instead of its descendents, is pruned. Pruning continues by removing one branch of the tree at a time until the desired rate is reached.

The original TSVQ $T$ is an $M$-ary tree with nodes $t_i$ labeled such that each interior node $t_i$ has children nodes $t_{M_i+1}, \ldots, t_{M_i+M}$, and the root node is $t_0$. Each node has an associated codeword $Y_i$ and training data partition $R_i$, where the encoding rate and distortion of the codewords $Y_i$ are calculated as $R(Y_i) = P_i \text{depth}(t_i)$ and $D(Y_i) = P_i E[d(X, Y_i)|X \in R_i]$. Hence, the average rate and distortion of the TSVQ $T$ can be written as

$$R = \sum_{t_i \in \hat{T}} R(Y_i) \quad \text{and} \quad D = \sum_{t_i \in \hat{T}} D(Y_i),$$

where $\hat{T}$ refers to the leaf nodes of tree $T$.

When a branch headed by node $t_i$ is pruned, all nodes of the branch are discarded, and the node $t_i$ is turned into a leaf node. Its codeword $Y_i$ is used to encode data rather than the leaf node codewords of the branch just pruned. To find the optimal subtrees, the branch that yields the minimum decrease in distortion for the increase in rate is selected. Each node $t_i \in T$ can be considered to be the root of a branch whose leaf nodes contain a partition, or subset, of the codewords of the entire TSVQ $T$. This subset is called quantizer $Q_i$, as it represents the TSVQ that would be created if only training data $R_i$ were used to create a TSVQ. The average rate and distortion
of the subset TSVQ's $Q_i$ are calculated as

$$ R(Q_i) = \sum_{t_i \in \hat{Q}_i} R(Y_i) \quad \text{and} \quad D(Q_i) = \sum_{t_i \in \hat{Q}_i} D(Y_i), $$

where $\hat{Q}_i$ refers to the leaf nodes of branch $Q_i$. If for all leaf nodes $t_i$, $Q_i$ contains only the leaf node codeword $\{Y_i\}$, this relationship can be recursively written for internal nodes $t_i$ as

$$ R(Q_i) = \sum_{j=1}^{M} R(Q_{Mi+j}) \quad \text{and} \quad D(Q_i) = \sum_{j=1}^{M} D(Q_{Mi+j}). $$

Using this idea of subset quantizers $Q_i$, the change in distortion that would result if the branch $Q_i$ headed by node $t_i$ is pruned is easily calculated as $\Delta D(Y_i) = D(Y_i) - D(Q_i)$, and the change in rate is $\Delta R(Y_i) = R(Y_i) - R(Q_i)$. The internal node that has the minimum value $\lambda = -\frac{\Delta D(Y_i)}{\Delta R(Y_i)}$, for all internal nodes, is pruned. The resulting tree is the optimal subtree $S$ located on the lower convex hull of the rate distortion curve.

The $\lambda$ value represents the negative value of the slope on the rate-distortion curve from the current tree to the subtree that results if node $t_i$ is pruned. Since $\Delta D(Y_i)$ is always positive and $\Delta R(Y_i)$ is always negative, $\lambda = -\frac{\Delta D(Y_i)}{\Delta R(Y_i)}$ is always positive. This is a result of the monotonicity of the tree functional values $D(Y_i)$ and $R(Y_i)$ as a function of node depth. Pruning of internal nodes continues recursively until the desired rate is achieved by considering the newly found subtree $S$ to be the current tree $T$, $T \leftarrow S$.

A pictorial example of GBFOS pruning is shown in Figure 2.8. The highest rate, or initial, tree $T$ is represented as the $*$ in the lower right hand corner, and the rate 0 subtree comprised of $\{Y_0\}$ is the $*$ in the upper left hand corner of the rate-distortion plane. For each iteration of GBFOS, the space to be examined is limited to the rectangular region between the rate 0 codebook and the current subtree, Figure 2.8(a), since rate is monotonically increasing and distortion is monotonically decreasing with tree depth. One iteration of GBFOS involves calculating the slope from the current
subtree to all subtrees \( S \) that could be created by pruning only one internal node, and then selecting the subtree with the minimum slope as it lies on the lower convex hull, Figure 2.8(b). For the next iteration of GBFOS, a reduced area of the space, bounded by the rate 0 codebook and the current pruned subtree, is examined, Figure 2.8(c). The end results are the subtrees that lie on the lower convex hull of the rate-distortion curve, Figure 2.8(d).

Again, pruning is done by removing the branch which contributes the least increase in distortion for its given decrease in rate until the desired rate is achieved. Each time a TSVQ \( T \) is pruned to subtree \( S \), and pruning needs to be done again, \( T \) is assigned the subtree \( S \), \( T \leftarrow S \), and the slope \( \lambda = \min_{t \in T} \left( -\frac{\Delta D(Y_t)}{\Delta R(Y_t)} \right) \) must be reevaluated for every node. It is computationally costly and inefficient to evaluate the slope from the current tree \( T \) to every possible subtree each time the TSVQ is pruned. Instead, a fast and efficient computational solution that exploits the structure and properties of the TSVQ is used. Ideally, the rate-distortion characteristics of the optimal quantizer could be obtained from one merged quantizer which characterizes the entire tree. Towards this end, the following TSVQ data structure with the simplification of considering branch quantizers \( Q_t \) is used. This will make the characteristics of the optimal PTSVQ subtrees of the entire TSVQ accessible from the root node of the tree, while maintaining each pruned subtree as the entire tree structure itself.

The complete data structure for GBFOS is as follows. Given that each node \( t_i \) of the TSVQ has an associated codeword \( Y_i \) and training data partition \( R_i \), the encoding rate \( R(Y_i) = P_{\text{depth}}(t_i) \) and distortion \( D(Y_i) = R_i E[d(X,Y_i)|X \in R_i] \) of each codeword \( Y_i \) is stored at node \( t_i \). Furthermore, as each node should represent a quantizer \( Q_t \) composed by the branch of the TSVQ that it heads, the following information is also stored at each node. The rate and distortion due to encoding training data \( R_i \) with the branch quantizer \( Q_t \) headed by node \( t_i \) are stored as \( R(Q_t) \) and \( D(Q_t) \). For leaf nodes \( R(Q_t) = R(Y_i) \) and \( D(Q_t) = D(Y_i) \), and for internal nodes
\[ R(Q_i) = \sum_{j=1}^{M} R(Q_{Mi+j}) \] and \[ D(Q_i) = \sum_{j=1}^{M} D(Q_{Mi+j}). \] This permits each internal node to have direct access to the rate-distortion characteristics of its entire branch from its children without requiring the specific details of the structure of that branch. Note that \( R(Q_0) \) and \( D(Q_0) \) are the rate and distortion of the current optimal GBFOS subtree stored at the root node. Finally, the slope \( \lambda(Y_i) \) that would arise if the TSVQ were pruned at node \( t_i \) is saved as \[ \lambda(Y_i) = \frac{D(\bar{Y}_i) - D(Q_i)}{R(\bar{Y}_i) - R(Q_i)}, \] and the minimum slope of the branch quantizer \( Q_i \) is stored as \[ \lambda(Q_i) = \min(\lambda(Y_i), \lambda(Q_{Mi+1}), \ldots, \lambda(Q_{Mi+M})). \] For leaf nodes, both slope values are infinity. Note that \( \lambda(Q_0) \) represents the slope from the current GBFOS optimal subtree to the next GBFOS optimal subtree, and that it also provides a search path from the root node to the minimum slope node.

GBFOS is initialized by finding the slopes that would result if each node were pruned. Then, until the desired rate is achieved, the lowest slope node is pruned, and the rate, distortion, and slope values of the subset quantizers of the ancestor nodes are recomputed. Only the ancestor nodes of the lowest slope node need to be updated since pruning affects only those nodes whose subset quantizers contain the leaf node codewords just removed from the tree. In this manner, each slope is examined only once, and for each iteration, only the portion of the TSVQ containing the pruned node is examined. Furthermore, the overall reported rate and distortion of the PTSVQ’s are monotonically decreasing and increasing, respectively, with increasing \( \lambda \), and all of the quantizers on the vertices of the lower convex hull of the rate-distortion curve are identified starting from the highest rate to the lowest rate quantizer. By pruning the entire tree to its root node, the optimal rate-distortion characteristics for all bit rates are found. This permits the use of a precise description of the quantizer by its rate-distortion characteristics for use in the design of more complex encoding schemes.

Initialization is outlined in Table 2.1. Its purpose is to compute the slopes that would result from pruning the tree at any one node, including the root node. By computing \( \lambda(Q_i) = \min(\lambda(Y_i), \lambda(Q_{Mi+1}), \ldots, \lambda(Q_{Mi+M})) \) for all nodes, a path through the TSVQ from the root node to the minimum slope node is created. When initial-
Table 2.1: GBFOS pruning initialization.

<table>
<thead>
<tr>
<th>Step 1.</th>
<th>For each leaf node $t_i$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda(Y_i) \leftarrow \infty,$</td>
<td></td>
</tr>
<tr>
<td>$\lambda(Q_i) \leftarrow \infty,$</td>
<td></td>
</tr>
<tr>
<td>$R(Q_i) \leftarrow R(Y_i),$</td>
<td></td>
</tr>
<tr>
<td>$D(Q_i) \leftarrow D(Y_i).$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 2.</th>
<th>For each interior node $t_i$,</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Find the rate and distortion of the branch:</td>
<td></td>
</tr>
<tr>
<td>$R(Q_i) \leftarrow \sum_{j=1}^{M} R(Q_{Mi+j}),$</td>
<td></td>
</tr>
<tr>
<td>$D(Q_i) \leftarrow \sum_{j=1}^{M} D(Q_{Mi+j}),$</td>
<td></td>
</tr>
<tr>
<td>(b) Find the minimum slope:</td>
<td></td>
</tr>
<tr>
<td>$\lambda(Y_i) \leftarrow \frac{D(Q_i)-D(Q_0)}{R(Y_i)-R(Q_0)},$</td>
<td></td>
</tr>
<tr>
<td>$\lambda(Q_i) \leftarrow \min(\lambda(Y_i), \lambda(Q_{Mi+1}), \ldots, \lambda(Q_{Mi+M})).$</td>
<td></td>
</tr>
</tbody>
</table>

izing leaf nodes $t_i$ where $Q_i$ is the leaf codeword $\{Y_i\}$, it is assumed that the slopes, $\lambda(Q_i)$ and $\lambda(Y_i)$, are infinite to avoid an attempt to prune a leaf node. The rate and distortion of the branch descending from node $t_i$ are stored as $R(Q_i)$ and $D(Q_i)$.

The main GBFOS algorithm is described in Table 2.2. Pruning continues until the entire tree has been pruned, $\lambda(Q_0) = \infty$, or the desired rate, $R_{\text{target}}$, has been reached. First, the node $t_i$ that yields the minimum slope quantizer when pruned is found by following the path indicated by the minimum value stored at the root node, $\lambda(Q_0)$. Once this node $t_i$ is found, it is pruned, and its minimum slope value is set to infinity so that the node will not be revisited. The ancestor nodes are updated in a manner similar to the initialization procedure, except that the initialization procedure is performed on all nodes whereas updating needs to be performed only on the pruned node and its ancestors. The average rate and distortion of each current subtree are stored as $R(Q_0)$ and $D(Q_0)$. The subtree structure is found by examining the slope values $\lambda(Y_i)$ where $\lambda(Y_i) = \infty$ indicates that the node is a leaf node.

The encoding and decoding complexities for PTVQ are the same as for TSVQ. However, the design complexity of PTVQ is greater since a large TSVQ must first be created and then pruned. Let $N$ be the total number of nodes in the original
Table 2.2: GBFOS pruning.

**Step 1.** If $\lambda(Q_0) = \infty$, quit. The TSVQ has been pruned to its root node.

**Step 2.** Find the least slope node.
Assign $t_i \leftarrow t_0$ and $\lambda_{\text{min}} \leftarrow \lambda(Q_0)$.
While $\lambda(Y_i) \neq \lambda_{\text{min}}$:
    Find $t_{M_i+j}$, $j = 1 \ldots, M$, such that $\lambda(Q_{M_i+j}) = \lambda_{\text{min}}$.
    Assign $t_i \leftarrow t_{M_i+j}$.

**Step 3.** Prune node $t_i$ and update its ancestors:
(a) Prune the quantizer at node $t_i$:
    $\lambda(Y_i) \leftarrow \infty$,
    $\lambda(Q_i) \leftarrow \infty$,
    $R(Q_i) \leftarrow R(Y_i)$,
    $D(Q_i) \leftarrow D(Y_i)$.
(b) Update the ancestors of node $t_i$.
    While $t_i \neq t_0$, assign $t_i \leftarrow \text{parent}(t_i)$:
    (i) Find the rate and distortion of the branch:
        $R(Q_i) \leftarrow \sum_{j=1}^{M} R(Q_{M_i+j})$,
        $D(Q_i) \leftarrow \sum_{j=1}^{M} D(Q_{M_i+j})$.
    (ii) Find the minimum slope:
        $\lambda(Y_i) \leftarrow \frac{D(Y_i) - D(Q_i)}{R(Y_i) - R(Q_i)}$,
        $\lambda(Q_i) \leftarrow \min(\lambda(Y_i), \lambda(Q_{M_i+1}), \ldots, \lambda(Q_{M_i+M}))$.

**Step 4.** The rate and distortion of the current subtree are $R(Q_0)$ and $D(Q_0)$. If $R(Q_0) > R_{\text{target}}$ go to Step 1.
Otherwise, quit.
TSVQ $T$. The nodes of the tree must first be initialized with complexity $N$. Then the algorithm will find in the worst case $N$ optimal codebooks. For each optimal codebook found, the tree will be searched for the node with the smallest $\lambda$ and the node's ancestors have to be updated with complexity $\log N$. So the complexity of the GBFOS algorithm is $N \log N$. However, the time it takes to prune a TSVQ is insignificant compared to the time it takes to design a TSVQ.

2.5.2 The Recursive Optimal Pruning Algorithm

Although GBFOS pruning produces PTSVQ's that are optimal in the sense that the codebooks lie on the lower convex hull of the rate-distortion curve, GBFOS pruning cannot always achieve the desired rate since optimal points may be scarce. Time-sharing between a high rate and a low rate codebook can be done to yield the desired rate. Although this yields a codebook that is on the lower convex hull of the rate-distortion curve, it has the drawback of introducing non-stationary distortion throughout the data. The assignment of the different codebooks to different parts of the data may not be an easy task in this case, and may result in poor performance in sensitive regions of the data. It also interferes with the distribution of codeword indices which can affect lossless coding of VQ indices. The recursive optimal pruning algorithm (ROPA) [61] was introduced to overcome these drawbacks. For ROPA pruning, the tree is pruned by removing only unit branches, where a unit branch is a node with only $M$ children. All of the optimal GBFOS subtrees are identified, and all of the suboptimal subtrees which are found minimize the area between the rate-distortion curve and the convex hull of the rate-distortion curve. This algorithm guarantees many more codebooks over the range of bit rates.

The ROPA algorithm works by first finding the minimum-slope GBFOS node in the tree $T$. The branch to be pruned at this node may be very large, and there may be a number of suboptimal codebooks within it. Instead of pruning the tree $T$ at this GBFOS point, ROPA takes the branch that is to be pruned and processes it
while ignoring the rest of the tree. ROPA searches the branch to find the minimum slope node in the branch: this minimum slope node is not a GBFOS optimal node, that is, GBFOS optimal nodes are identified by ROPA only when it examines the entire tree. ROPA will next process the branch headed by the suboptimal minimum slope node. The process continues branch by branch until a minimum-slope node is reached that is a unit branch. The unit branch is pruned, and the distortion, rate, and minimum slope of the subset quantizers $Q_i$ of the ancestors of the pruned node are recalculated. When a branch is completely pruned, the algorithm continues on the larger branch (or tree) from which the completely-pruned branch was first identified. This algorithm preserves all of the GBFOS optimal points by always identifying the minimum GBFOS point first and then pruning the branch $M$ leaf nodes at a time until the GBFOS point is reached. In this fashion the entire tree is recursively pruned $M$ leaf nodes at a time yielding a very dense set of pruned subtrees lying close to the convex hull, providing an alternative to time-sharing between two GBFOS trees.

A pictorial example of ROPA pruning is shown in Figure 2.9. After each pruning iteration of the GBFOS algorithm, Figure 2.8(c), a number of pruned codebooks are discarded as possible solutions since they are suboptimal. Some of these suboptimal codebooks lie in the triangular shaded regions bounded by the optimal PTSVQ's, Figure 2.9(a), while others lie outside of this region. ROPA bit allocation works by recursively pruning the tree in these shaded regions, identifying the suboptimal PTSVQ's which lie closest to the optimal rate-distortion curve, Figure 2.9(b).

ROPA uses the same data structures and initialization procedure of GBFOS pruning, Table 2.1. The main ROPA algorithm is described in Table 2.3. Pruning continues until the entire tree has been pruned, $\lambda(Q_o) = \infty$, or the desired rate, $R_{\text{target}}$, has been reached. First, the node $t_i$ with the minimum slope quantizer is found by following the path indicated by the minimum value $\lambda(Q_o)$. Once this node $t_i$ is found, ROPA is used to prune the branch it heads $M$ leaf nodes at a time, starting from the highest rate subtree to the subtree formed by pruning node $t_i$. The subroutine
\textbf{min\_ropanode}(t_i), described in Table 2.4, is used to find the highest rate ROPA node \(t_j\) by recursively searching for the least slope node in each branch. For each node \(t_j\) that is pruned, its minimum slope value is set to infinity so that the node will not be revisited. The ancestor nodes are updated in a manner similar to the initialization procedure, except that the initialization procedure is performed on all interior nodes whereas updating needs to be performed only on the pruned node and its ancestors. The average rate and distortion of the current subtree are stored as \(R(Q_0)\) and \(D(Q_0)\).

A subtlety of the algorithm arises when there are two or more nodes with the same minimum slope. When this happens in the GBFOS algorithm, the solution is to prune all of the nodes at once since the rates of the "intermediate" codebooks can be achieved by time-sharing. Since ROPA was created to avoid time-sharing, each pruned branch must be examined. However, the order of examination does not matter since pruning one branch of the codebook does not affect the other branches, and the area under the ROPA rate-distortion curve will still be minimal with respect to the GBFOS. Therefore, the solutions found by ROPA are not unique. For every \(n\) identical minimum slopes, there will be \(n!\) possible solutions. The complexity of ROPA is the same as GBFOS, \(N \log N\), for \(N\) nodes in the original TSVQ \(T\).

\textbf{2.6 Implementation}

Due to the inherent advantages of PTSVQ, its adaptability to source characteristics, its ability to outperform other basic forms of VQ, as well as the natural ease of allocating more bits to active regions of the source data, and fewer bits to less active regions of the data, PTSVQ is used throughout the remainder of this work. I have implemented in C the generalized Lloyd algorithm (GLA) [69] for designing full search VQ and balanced and unbalanced TSVQ codebooks. I have also implemented GBFOS pruning and ROPA pruning for the TSVQ codebooks. All of this code is available
Table 2.3: ROPA pruning.

Step 1. If \( \lambda(Q_0) = \infty \), quit. The TSVQ has been pruned to its root node.

Step 2. Find the least slope GBFOS node. Assign \( t_i \leftarrow t_0 \) and \( \lambda_{\text{min}} \leftarrow \lambda(Q_0) \).
While \( \lambda(Y_i) \neq \lambda_{\text{min}} \):
   Find \( t_{Mi+j}, j = 1, \ldots, M \), such that \( \lambda(Q_{Mi+j}) = \lambda_{\text{min}} \).
   Assign \( t_i \leftarrow t_{Mi+j} \).

Step 3. Perform ROPA pruning on the branch headed by the GBFOS node \( t_i \):
   If \( \lambda(Q_i) < \infty \):
      (a) Find the node with the highest rate ROPA subtree:
         \( t_j \leftarrow \text{min}_\text{ropa\_node}(t_i) \) (see Table 2.4).
      (b) Prune node \( t_j \):
         \( \lambda(Y_j) = \infty \),
         \( \lambda(Q_j) = \infty \),
         \( R(Q_j) \leftarrow R(Y_j) \),
         \( D(Q_j) \leftarrow D(Y_j) \).
      (c) Update the ancestors of node \( t_j \).
         While \( t_j \neq t_0 \), assign \( t_j \leftarrow \text{parent}(t_j) \):
         (i) Find the rate and distortion of the branch:
            \( R(Q_j) \leftarrow \sum_{m=1}^{M} R(Q_{Mj+m}) \),
            \( D(Q_j) \leftarrow \sum_{m=1}^{M} D(Q_{Mj+m}) \).
         (ii) Find the minimum slope:
            \( \lambda(Y_j) \leftarrow \frac{D(Y_j) - D(Q_j)}{R(Y_j) - R(Q_j)} \),
            \( \lambda(Q_j) \leftarrow \min(\lambda(Y_j), \lambda(Q_{Mj+1}), \ldots, \lambda(Q_{Mj+M})) \).
      (d) The rate and distortion of the current subtree are \( R(Q_0) \) and \( D(Q_0) \).
         If \( R(Q_0) > R_{\text{target}} \) go to Step 3.

Step 4. The rate and distortion of the current subtree are \( R(Q_0) \) and \( D(Q_0) \).
   If \( R(Q_0) > R_{\text{target}} \) go to Step 1.
   Otherwise, quit.

Table 2.4: ROPA pruning subroutine \text{min}_\text{ropa\_node}(t_i).

Step 1. Find the minimum slope of the children nodes.
\( \lambda_{\text{min}} \leftarrow \min(\lambda(Q_{Mi+1}), \ldots, \lambda(Q_{Mi+M})) \).
If \( \lambda_{\text{min}} = \infty \), all of node \( t_i \)'s descendents are leaf nodes, return node \( t_i \).

Step 2. Find the minimum slope node.
While \( \lambda(Y_i) \neq \lambda_{\text{min}} \):
   Find \( t_{Mi+m}, m = 1, \ldots, M \) such that \( \lambda(Q_{Mi+m}) = \lambda_{\text{min}} \).
   Assign \( t_i \leftarrow t_{Mi+m} \).
Return \text{min}_\text{ropa\_node}(t_i) \).
through the Data Compression Lab WWW homepage

http://isdl.ee.washington.edu/COMPRESSION/homepage.html,

or by anonymous ftp to isdl.ee.washington.edu in /pub/VQ/code. The code has been well tested and is being used by many others and in Dr. Riskin's class EE587: Vector Quantization and Data Compression.
Figure 2.3: TSVQ construction. (a) A root node $t_0$ is created and assigned the complete training set with its centroid as a codeword. (b) $M$ child nodes $t_1, \ldots, t_M$ are assigned to the root node, and the GLA is used to created $M$ codewords from the training data which are assigned to the child nodes. (c) The root node's training data is partitioned among the children nodes using the nearest neighbor condition. The end result is that each node's codeword is the centroid of its portion of training data. This process is repeated recursively on leaf nodes until a TSVQ with the desired rate is created.
Figure 2.4: TSVQ design by greedy growing. The change in distortion versus the change in rate is calculated for each leaf node (t₁, t₅, and t₀) as if that leaf were actually grown. The leaf node that has the maximum decrease in distortion for its given increase in rate if opened is grown. The greedy growing of leaf nodes continues until the desired rate is achieved.
Figure 2.5: Voronoi regions for (a) full search VQ, (b) fixed-rate tree-structured VQ, and (c) pruned TSVQ trained on Gaussian distributed data. Each codebook has an average rate of 8.0 bits per vector.
Figure 2.6: GBFOS codebooks. Each * is a possible pruned subtree. $S_0, S_1, S_2,$ and $S_3$ are GBFOS optimal PTSVQ's lying on the lower convex hull of the rate-distortion curve. $\hat{S}$ is a codebook created by time-sharing two GBFOS codebooks.
Figure 2.7: TSVQ design by GBFOS pruning where a high-rate TSVQ is pruned one branch at a time until the desired rate is achieved. In each pruning iteration, the change in distortion versus the change in rate is calculated for each internal node \((t_0, t_1, \text{and } t_2)\) as if that node were actually pruned. The internal node that has the minimum increase in distortion for its given decrease in rate if used is pruned.
Figure 2.8: GBFOS pruning. Each * represents a possible pruned subtree where the * in the upper left hand corner is the codebook comprised of only the root node and the * in the lower right hand corner is the original TSVQ. (a) At each iteration of the GBFOS algorithm, the space to be examined is limited to the shaded rectangular region between the rate 0 codebook and the current TSVQ since the rate increases monotonically and the distortion decreases monotonically with increasing tree depth. (b) For one iteration of GBFOS, the * in the lower right hand corner of the shaded region is the current subtree, and the other *'s are possible pruned subtrees. The next optimal subtree has the least slope to the current subtree as indicated by the solid line. (c) For the next iteration of GBFOS, a reduced area of the space is examined which is limited to the shaded region between the rate 0 codebook and the current subtree found by the previous GBFOS iteration. (d) After pruning the tree to the root node, all optimal subtrees are identified, and are shown above as linked by the solid line.
Figure 2.9: ROPA pruning. (a) After each iteration of the GBFOS algorithm, Figure 2.8, a number of pruned codebooks are discarded as possible solutions since they are suboptimal. Some of these suboptimal codebooks lie in the triangular shaded regions bounded by the optimal PTSVQ's, while others lie outside of this region. (b) ROPA works by recursively pruning the tree in these shaded regions, identifying the suboptimal PTSVQ's which lie closest to the optimal rate-distortion curve.
Chapter 3

WAVELETS

Traditional Fourier analysis decomposes a signal into a sum of orthogonal trigonometric functions, giving a frequency representation of the signal. However, Fourier analysis eliminates all temporal or spatial information. The frequency characteristics of a signal change over time or space. It is often desirable in image compression to capture the local frequency behavior of images, especially since a great portion of signal energy in the frequency domain is consumed by discontinuities. A time-frequency or space-frequency representation of a signal can be used to capture local frequency behavior of signals and images.

The wavelet transform is an important new tool for time-frequency analysis. Using wavelets, one can build simple orthonormal bases of $L^2(\mathbb{R}^d)$ which give good localization in both space and frequency. Wavelets provide a powerful framework for multiresolution analysis and image coding. The wavelet transform decomposes an image into localized orthogonal components which contain different low and high frequency information or scale and translation information. This decomposition provides a useful framework for image compression. The localization property is especially important for handling image features such as abrupt changes due to boundaries or edges.

Wavelet transform theory encompasses the continuous wavelet transform and the discrete wavelet transform. The continuous wavelet transform deals with continuous-time signals which are represented by a wavelet transform that is continuous in both scale and translation. The discrete wavelet transform deals with continuous-time and discrete-time signals which are represented by a wavelet transform that is discrete in both scale and translation. The discrete wavelet transform can be further
divided into wavelet frames and orthonormal wavelets. Wavelet frame theory gives an over-complete or redundant transform. Orthonormal wavelet theory (also called multiresolution analysis theory) gives an orthonormal, non-redundant transform. There are now a number of texts and tutorials available on wavelets [20, 31, 72, 90, 91]. For the rest of this chapter, I will concentrate on the discrete orthonormal wavelet transform.

3.1 Discrete Orthonormal Wavelets - One Dimension

The discrete orthonormal wavelet transform (DWT) is defined as a series of coefficients \( \text{DWT}[m, n] \) resulting from the projection of a signal \( f(x) \in L^2(\mathbb{R}^1) \) onto a family of orthonormal basis functions \( \psi_{m,n}(x) \) called wavelets

\[
\text{DWT}[m, n] = \langle f(x), \psi_{m,n}(x) \rangle, \quad m, n \in \mathbb{Z}.
\]

The inverse discrete wavelet transform simply reconstructs \( f \) as

\[
f(x) = \sum_{m,n \in \mathbb{Z}} \langle f(x), \psi_{m,n}(x) \rangle \psi_{m,n}(x) = \sum_{m,n \in \mathbb{Z}} \text{DWT}[m, n] \psi_{m,n}(x).
\]

The wavelet functions \( \psi_{m,n}(x) \) have a number of interesting properties. The first is that they are all dilated and translated versions of a single function \( \psi(x) \) called the mother wavelet

\[
\psi_{m,n}(x) = 2^{-m/2} \psi(2^{-m}x - n).
\]

The variable \( m \) controls the dilation or scale of the wavelet. The variable \( n \) controls the translation or time shift of the wavelet. As the scale \( m \) increases, the \( \psi_{m,n}(x) \) become wider and shorter, and the translation step increases. As the scale \( m \) decreases, the \( \psi_{m,n}(x) \) become thinner and taller, and the translation step decreases. The mother wavelet is defined to have an area of zero. It tends to look squiggly and bumpy like a high-pass filter. As an example, the Haar mother wavelet has been plotted in Figure 3.1(a).
The $\psi_{m,n}(x)$ themselves are orthonormal

$$
\langle \psi_{m,n}(x), \psi_{j,k}(x) \rangle =
\begin{cases}
  0 & m \neq j \text{ or } n \neq k \\
  1 & m = j \text{ and } n = k,
\end{cases}
$$

and form an orthonormal basis for $L^2(\mathbb{R}^1)$, span($\psi_{m,n}(x)$) = $L^2(\mathbb{R}^1)$. It is convenient to group the wavelets by scale $m$. These $\{\psi_{m,n}(x); n \in \mathbb{Z}\}$ form an orthonormal basis for a space $W_m = \text{span}(\{\psi_{m,n}(x); n \in \mathbb{Z}\})$ often called a detail space, where $\bigcup_{m \in \mathbb{Z}} W_m = L^2(\mathbb{R}^1)$, and $W_m \cap W_n = \emptyset, m \neq n$. Thus the wavelet coefficients are also grouped by scale. These groups are often called subbands. The wavelet coefficients for each scale $m$ can be computed as the projection of $f(x)$ onto $W_m$. Direct as this projection may seem, there is an easier way to compute the wavelet coefficients by using the idea of multiresolution analysis.

The idea behind multiresolution analysis theory is that a signal can be represented by a series of successive approximations and added detail. A signal $f(x)$ can be broken down into a number of coarse approximations at various resolutions. The difference between two successive approximations is called the detail. Given the lowest resolution (or most coarse) approximation of $f(x)$ and the differences between the successive approximations, multiresolution theory ensures that $f(x)$ can be reconstructed.

Having briefly discussed multiresolution analysis, I next review the scaling functions $\phi_{m,n}(x)$ which, like wavelets, have a number of interesting properties. The first is that they are all dilated and translated versions of a single function $\phi(x)$ called the father wavelet

$$
\phi_{m,n}(x) = 2^{-m/2}\phi(2^{-m}x - n),
$$

where the variables $m$ and $n$ affect $\phi_{m,n}(x)$ similarly as the $\psi_{m,n}(x)$ are affected. The father wavelet is defined to have an area of one. It tends to look smooth like a low-pass filter, as in Figure 3.1(b).

The $\phi_{m,n}(x)$ are also grouped by scale $m$. These $\{\phi_{m,n}(x); n \in \mathbb{Z}\}$ form an orthonormal basis for a space $V_m = \text{span}(\{\phi_{m,n}(x); n \in \mathbb{Z}\})$, often called the approxi-
Figure 3.1: The Haar wavelet and scaling functions (a) the mother wavelet $\psi_{0,0}$ (b) the father wavelet $\phi_{0,0}$.

mation space, where $V_m \subset L^2(\mathbb{R}^1)$. The $\phi_{m,n}(x)$ do not form an orthogonal basis for $L^2(\mathbb{R}^1)$ as do wavelets, but the $\bigcup_{m \in \mathbb{Z}} V_m = L^2(\mathbb{R}^1)$ and $\bigcap_{m \in \mathbb{Z}} V_m = \{0\}$.

An interesting property of the $V_m$ is that they form a multiresolution ladder of subspaces

$$\cdots \subset V_{m+1} \subset V_m \subset V_{m-1} \subset \cdots$$

where $f(x) \in V_m$ if and only if $f(2^m x) \in V_0$. The multiresolution ladder property says that each approximation space $V_m$ contains the coarser approximation spaces ($V_j, j > m$) within it as shown in Figure 3.2(a). By projecting the signal $f(x)$ onto $V_m$, a coarse approximation $f^m(x) = P_m f(x)$ is formed where $P_m : f(x) \to f^m(x)$. The resolution of the approximation is controlled by the scale parameter $m$. The resolution is said to decrease or become coarser as $m$ increases. The resolution is said to increase or become finer or more detailed as $m$ decreases. An example of the projection of a Doppler signal onto the Haar scaling functions is shown in Figure 3.3(a).

The fine and coarse spaces $V_m$ and $V_{m+1}$ are related by

$$V_m = V_{m+1} \oplus W_{m+1}$$
where $\oplus$ is the direct sum operator and $W_{m+1}$ is the difference space formed by the wavelets at scale $m+1$ as shown in Figure 3.2(b). The previous equation is recursive and can be rewritten as

$$V_m = V_{m+2} \oplus W_{m+2} \oplus W_{m+1}$$

$$V_m = V_{m+3} \oplus W_{m+3} \oplus W_{m+2} \oplus W_{m+1}$$

$$\vdots$$

$$V_m = V_M \oplus \bigoplus_{k=m+1}^{M} W_k, \quad M > m.$$

A fine resolution approximation space $V_m$ is the direct sum of a coarse approximation space $V_M$ and all of the difference spaces between $W_M$ and $W_{m+1}$, (see Figure 3.2(c)).

![Figure 3.2: Multiresolution spaces (a) multiresolution ladder (b) relationship between approximation space and detail space (c) recursive relationship between approximation space and detail spaces.](image)

Each set of wavelet coefficients at scale $m$, $\text{DWT}[m,n]$, is the projection of the signal $f$ onto a space $W_m$. As seen by multiresolution analysis, the space $W_m$ represents the difference of two approximations of $f$, $\text{DWT}[m,n] = P_{m-1}f(x) - P_mf(x)$, for $m \in \mathbb{Z}$. Hence for a given scale $m$, $\text{DWT}[m,n]$ represents the detail between two successive levels of approximation of the signal. In general, $f(x)$ is decomposed as

$$f(x) = P_Mf(x) + \sum_{k=M}^{-\infty} (P_{k-1}f(x) - P_kf(x)).$$
The signal $f(x)$ is a low resolution approximation $P_M f(x)$ plus a sum of differences. In Figure 3.3(b), 512 samples of a Doppler signal have been decomposed into a low resolution approximation ($S9$) and differences ($D1, \ldots, D9$) using the Haar wavelet and scaling functions.

![Figure 3.3: Multiresolution decomposition of a Doppler signal (512 samples) using the Haar wavelet and scaling functions (a) coarse approximations where $Sm \in V_m$ (b) differences where $Dm \in W_m$.](image)

The previous discussion is valid for any $f(x) \in L^2(\mathbb{R}^1)$, and a countably infinite set of coefficients is generated. To use wavelet theory for digital signals such as sampled speech or images, it is assumed that the signal samples $f[n], n = 0, \ldots, N - 1$ (where $N = 2^L$ for convenience) represent the coefficients of finest approximation $f^0(x)$ of the continuous-time signal $f(x)$ available, that is that

$$f^0(x) = P_0 f(x) = \sum_{n=0}^{N-1} \langle f(x), \phi_{0,n} \rangle \phi_{0,n} = \sum_{n=0}^{N-1} f[n] \phi_{0,n}$$

where $V_0 = \text{span} \{ \phi_{0,n}(x) \}$ represents the finest approximation space. In this case $f(x)$ can be decomposed as

$$f^0(x) = P_0 f(x) = P_M f(x) + \sum_{m=1}^{M} (P_{m-1} f(x) - P_m f(x)), \quad 0 < M \leq L,$$
where $M$ indicates the number of levels of decomposition. More specifically,

$$ f^0(x) = \sum_{n=0}^{2^{L-M-1}} \langle f(x), \phi_{M,n}(x) \rangle \phi_{M,n}(x) + \sum_{m=1}^{M} \left( \sum_{n=0}^{2^{L-m-1}} \langle f(x), \phi_{m-1,n}(x) \rangle \phi_{m-1,n}(x) - \sum_{n=0}^{2^{L-m-1}-1} \langle f(x), \phi_{m,n}(x) \rangle \phi_{m,n}(x) \right) , \quad 0 < M \leq L , $$

or

$$ f(x) = \sum_{n=0}^{2^{L-M-1}} f^M[n] \phi_{M,n}(x) + \sum_{m=1}^{M} \sum_{n=0}^{2^{L-m-1}} \text{DWT}[m,n] \psi_{m,n}(x) , \quad 0 < M \leq L . $$

Since $\phi_{m,n}(x) = 2^{-m/2} \phi(2^{-m}(x - 2^m n))$ and $\phi_{m-1,n}(x) = 2^{-(m-1)/2} \phi(2^{-(m-1)}(x - 2^{m-1} n))$, each $\phi_{m,n}$ has a translation step that is twice as large as the translation step of the next finest basis function $\phi_{m-1,n}$. This means that for a signal $f[n]$ with $N$ samples, where $N$ is a power of two, each set of coefficients produced by $\langle f(x), \phi_{m,n} \rangle$ has half as many coefficients as that produced by $\langle f(x), \phi_{m-1,n} \rangle$. The total number of coefficients is $N/2 + N/4 + \ldots + 1 + 1 = N$. Each projection has to be calculated once and then differences can be taken. This implies that if the wavelet has finite support, the transform can be done with order $N$ computations, [72]. Additionally, by fixing $M$, the decomposition can be fixed at any number of levels of decomposition from 1 to $\log_2(N)$. The discrete wavelet transform of the Doppler function used in the multiresolution examples is shown in Figure 3.4. Note the resemblance of this to the multiresolution decomposition in Figure 3.3(b); each DWT coefficient is just the magnitude of each wavelet in the multiresolution decomposition. Fast and efficient implementations of the DWT in order $N$, [72], are available, making the DWT a useful transform for data compression. I use commercially available packages (Section 3.6) whose implementation details can be found in the user documentation.

Now that the detail and approximation spaces have been defined, the $\phi_{m,n}$ and
Figure 3.4: The discrete wavelet transform of a Doppler signal (512 samples) using the Haar wavelet and scaling functions.

The $\psi_{m,n}$ can be examined in more detail. It is a fact that

$$\phi_{m,n} \in V_m \subset V_{m-1}$$

$$\psi_{m,n} \in W_m \subset V_{m-1}.$$  

Every function that can exist in $V_{m-1}$ must be a linear combination of the $\phi_{m-1,n}$ since $V_{m-1} = \text{span}(\phi_{m-1,n})$. Thus

$$\phi(x) = \sum_n h_n \sqrt{2} \phi(2x - n)$$

$$\psi(x) = \sum_n g_n \sqrt{2} \phi(2x - n).$$

These are known as the two-scale equations. The coefficients $h_n$ and $g_n$ are used to identify each wavelet family. They are related to the filter coefficients used in subband filtering which consists of a process of high and low pass filtering followed by downsampling. This subband filtering process is applied recursively to the most recently low-pass filtered portion of the signal. Thus the coarse or approximation space of the DWT corresponds to a low-pass filtered version of the signal, while the detail space of the DWT corresponds to the high-pass filtered version (that is the high frequency components) of the signal.
3.2 Discrete Orthonormal Wavelets in One Dimension after Quantization: Rate, Distortion, and Entropy

When doing lossy transform compression, it can be shown that the average rate, average distortion, and entropy of a compressed signal is the same as the average rate, average distortion, and average entropy of the quantized coefficients of the transformed signal, respectively. For example, if the nine detail subbands and one coarse subband of Figure 3.4 are encoded independently, then the rate, entropy, and distortion of the signal after the inverse discrete wavelet transform are the average rate, average entropy, and average distortion of the subbands themselves. This will be convenient in performing optimal bit allocation to all subbands simultaneously.

Let \( f(x) \) be the original one-dimensional signal and \( \hat{f}(x) \) be the quantized signal. If the mean-square error is used as the distortion measure, then Parseval’s relation applies, and the distortion \( D \) between the original signal and the quantized signal can be expressed as the mean-square error distortion between the transformed original signal \( \text{DWT}[m, n] \) and the transformed quantized signal \( \text{DWT}[m, n] \).

\[
D = E[(f(x) - \hat{f}(x))^2]
\]

\[
= E \left[ \sum_{n=0}^{2^{L-M} - 1} f^M[n]\phi_{M,n}(x) + \sum_{m=1}^{M} \sum_{n=0}^{2^{L-m} - 1} \text{DWT}[m, n]\psi_{m,n}(x) - \sum_{k=0}^{2^{L-M} - 1} \hat{f}^M[k]\phi_{M,k}(x) - \sum_{j=1}^{M} \sum_{k=0}^{2^{L-j} - 1} \text{DWT}[j, k]\psi_{j,k}(x) \right]^2
\]

\[
= \frac{1}{2^L} \sum_{n=0}^{2^{L-M} - 1} (f^M[n] - \hat{f}^M[n])^2 + \frac{1}{2^L} \sum_{m=1}^{M} \sum_{n=0}^{2^{L-m} - 1} (\text{DWT}[m, n] - \text{DWT}[m, n])^2,
\]

since \( \langle \psi_{m,n}(x), \psi_{j,k}(x) \rangle = \delta_{m-j,n-k} \) and \( \langle \phi_{M,n}(x), \psi_{m,n}(x) \rangle = 0 \) if \( M \geq m \).

If \( D_M \) is defined to be the MSE distortion of the detail subbands \( m = 1, \ldots, M \), and \( D_M^{\text{coarse}} \) is defined to be the MSE distortion of the coarse approximation subband, then the overall distortion is equal to the average mean-square error over all of the
subbands:

$$D_m = \frac{1}{2^{L-m}} \sum_{n=0}^{2^{L-m}-1} (\text{DWT}[m, n] - \hat{\text{DWT}}[m, n])^2,$$

$$D_{M}^{\text{coarse}} = \frac{1}{2^{L-M}} \sum_{n=0}^{2^{L-M}-1} (f^M[n] - \hat{f}^M[n])^2,$$

$$D = \frac{1}{2^M} D_{M}^{\text{coarse}} + \sum_{m=1}^{M} \frac{1}{2^m} D_m.$$

The entropy of the compressed signal can also be found as a function of the entropy of the subbands. The entropy $H$ of the entire compressed signal is defined as

$$H = - \sum_{i \in I} P_i \log P_i$$

where the signal is encoded with symbols $i \in I$, and each symbol is used with probability $P_i$ and $\sum_i P_i = 1$. By defining $p_{i,m}$ as the probability of symbol $i$ in subband $m$, the entropy of each subband, $H_m$, can be expressed as

$$H_m = - \sum_i p_{i,m} \log p_{i,m}, \quad \text{where} \quad \sum_i p_{i,m} = 1.$$  

I now rewrite the overall entropy $H$ by grouping together the symbols used by the coarse approximation subband $H_{M}^{\text{coarse}}$ and the detail subbands $H_m$. I assume that each symbol $i$ is found in only one subband $m$ and so $P_i = p_{i,m}$:

$$H = - \sum_{i \in I} P_i \log P_i = - \sum_i p_{i,M}^{\text{coarse}} \log p_{i,M}^{\text{coarse}} - \sum_{m=1}^{M} \sum_i p_{i,m} \log p_{i,m},$$

where

$$\sum_i p_{i,M}^{\text{coarse}} + \sum_{m=1}^{M} \sum_i p_{i,m} = 1.$$  

The probability $P_i = p_{i,m}$ is related to the probability $p_{i,m}$ of a symbol $i$ in subband $m$ by

$$p_{i,m} = p_m p_{i,m},$$
where $p_m$ is the probability of the subband and $p^{\text{coarse}}_M + \sum_{m=1}^{M} p_m = 1$. By substituting this relationship into the overall entropy equation it is found that the entropy of the signal is equal to the “average” encoding entropy over all of the subbands plus the entropy of the subbands themselves.

$$H = - \sum_i p^{\text{coarse}}_{i,M} \log(p^{\text{coarse}}_{i,M}) - \sum_{m=1}^{M} p_m \sum_i p_{i,m} \log(p_{i,m})$$

$$= - p^{\text{coarse}}_M \sum_i p^{\text{coarse}}_{i,M} \left[ \log(p^{\text{coarse}}_{i,m}) + \log(p^{\text{coarse}}_M) \right] - \sum_{m=1}^{M} p_m \sum_i p_{i,m} \left[ \log(p_{i,m}) + \log(p_m) \right]$$

$$= - p^{\text{coarse}}_M \log(p^{\text{coarse}}_M) \sum_i p^{\text{coarse}}_{i,M} - \sum_{m=1}^{M} p_m \log(p_m) \sum_i p_{i,m}$$

$$= p^{\text{coarse}}_M H^{\text{coarse}}_M + \sum_{m=1}^{M} p_m H_m - p^{\text{coarse}}_M \log(p^{\text{coarse}}_M) - \sum_{m=1}^{M} p_m \log(p_m).$$

The last two terms represent the entropy of the subbands, i.e. the cost of encoding the information of which subband each coefficient belongs to. However, the assignment of subbands is not really random, but is known. Therefore, it is not necessary to include these terms in the entropy calculations. Thus

$$H = p^{\text{coarse}}_M H^{\text{coarse}}_M + \sum_{m=1}^{M} p_m H_m.$$  

For one-dimensional wavelets, $p_m = \frac{1}{2^m}$, and the entropy is

$$H = \frac{1}{2^M} H^{\text{coarse}}_M + \sum_{m=1}^{M} \frac{1}{2^m} H_m.$$  

Similarly, the average rate $R$ of the quantized output is equal to the average rate over all of the subbands

$$R = \frac{1}{2^M} R^{\text{coarse}}_M + \sum_{m=1}^{M} \frac{1}{2^m} R_m$$

where $R_m$ is the rate of each detail subband and $R^{\text{coarse}}_M$ is the rate of the coarse subband.
3.3 Discrete Orthonormal Wavelets - Two Dimensions

The DWT for multidimensional signals \( f(x_1, x_2, \cdots, x_d) \in L^2(\mathbb{R}^d) \) can be extended to two or more dimensions by using tensor products of one-dimensional multiresolution analyses. For the two-dimension case \( f(x, y) \in L^2(\mathbb{R}^2) \), the coarse approximation space \( V_m \) is defined as the tensor product of two 1-dimensional approximation spaces, \( V_m = V_m \otimes V_m = \text{span}\{\Phi_{m,i,j}(x, y); i, j \in \mathbb{Z}\} \), where

\[
\Phi_{m,i,j}(x, y) = \phi_{m,i}(x)\phi_{m,j}(y) \in V_m \otimes V_m
\]

is the father wavelet, \( m \) is the scale, and \( i \in \mathbb{Z} \) and \( j \in \mathbb{Z} \) are the translations in \( x \) and \( y \). The same properties for one-dimension approximation spaces \( V_m \) also hold for two-dimension approximation spaces \( V_m: \bigcup_{m \in \mathbb{Z}} V_m = L^2(\mathbb{R}^2); \bigcap_{m \in \mathbb{Z}} V_m = \{0\} \); and the \( V_m \) form a multiresolution ladder of subspaces

\[
\cdots \subset V_{m+1} \subset V_m \subset V_{m-1} \subset \cdots
\]

where \( f(x, y) \in V_m \) if and only if \( f(2^m x, 2^m y) \in V_0 \).

The wavelet functions can be found by expanding the tensor product

\[
V_{m-1} = V_{m-1} \otimes V_{m-1} = (V_m \oplus W_m) \otimes (V_m \oplus W_m)
\]

\[
= (V_m \otimes V_m) \oplus [(W_m \otimes V_m) \oplus (V_m \otimes W_m) \oplus (W_m \otimes W_m)]
\]

\[
= V_m \oplus W_m.
\]

From this, it can be seen that the detail space \( W_m \) has three wavelets:

\[
\Psi_{m,i,j}^1(x, y) = \phi_{m,i}(x)\psi_{m,j}(y) \in V_m \otimes W_m,
\]

\[
\Psi_{m,i,j}^2(x, y) = \psi_{m,i}(x)\phi_{m,j}(y) \in W_m \otimes V_m,
\]

\[
\Psi_{m,i,j}^3(x, y) = \psi_{m,i}(x)\psi_{m,j}(y) \in W_m \otimes W_m,
\]

where \( \Psi^1, \Psi^2, \) and \( \Psi^3 \) respectively represent the horizontal, vertical, and diagonal components of the two-dimensional signal at scale \( m \). Thus the detail space

\[
W_m = \{W^n_m; n = 1, 2, 3\} = \text{span}\{\Psi_{m,i,j}^n; i, j \in \mathbb{Z}, n = 1, 2, 3\}
\]
where $W^n_m, n = 1, 2, 3$ refer to the horizontal, vertical, and diagonal detail spaces respectively. Again, the properties for one-dimension detail spaces $W_m$ also hold for two-dimension detail spaces $W_m$. The $W_m$ are orthonormal and form an orthonormal basis for $L^2(\mathbb{R}^2)$:

\[
W^k_m \cap W^n_m = \emptyset, \quad k \neq n,
\]
\[
W_k \cap W_m = \emptyset, \quad k \neq m,
\]
\[
\bigoplus_{m \in \mathbb{Z}} W_m = L^2(\mathbb{R}^2).
\]

The arrangement of coefficients is shown in Figure 3.5(a). An example of the two-dimension discrete wavelet transform is shown in Figure 3.5(b) where the MR image of "Eve's brain" is decomposed to three levels using the S8 wavelet.

Figure 3.5: The discrete wavelet transform in two dimensions: (a) the arrangement of the coefficients of a three level decomposition, and (b) the MR image "Eve's brain" image decomposed to three levels.
3.4 Discrete Orthonormal Wavelets in Two Dimensions after Quantization: Rate, Distortion, and Entropy

As shown before, the average rate and average distortion of a transform compressed signal can be derived as the average rate and average distortion of the quantized coefficients of the transformed signal. This will be convenient in performing optimal bit allocation to all subbands simultaneously.

Assume that the two-dimensional signal to be decomposed, \( f[i,j] \) is an \( N \times N \) signal where \( N = 2^L \). Then \( L \) is the maximum number of decomposition levels that can be computed. Let \( M \) be the highest level of decomposition performed on the signal where \( 1 \leq M \leq L \). Define the mean square error distortion of the detail subbands to be \( D_{m,n} \), where \( 1 \leq m < M \) refers to scale and \( n = 1, 2, 3 \) refers to the three wavelet functions. The mean square error distortion of the coarse approximation subband is defined to be \( D_{M,0}^{coarse} \). The overall distortion is equal to the average mean-square error over all of the subbands

\[
D = \frac{1}{2^M} D_{M,0}^{coarse} + \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^m} D_{m,n}.
\]

Entropy is similarly derived as in Section 3.2 where the entropy is the average encoding entropy over all subbands:

\[
H = \frac{1}{2^M} H_{M,0}^{coarse} + \sum_{m=1}^{M} \sum_{n=1}^{3} p_{m,n} H_{m,n}
\]

where \( p_{m,n} \) is the probability of a subband at scale \( m \) and orientation \( n \). For the two-dimensional case, \( p_m = \frac{1}{2^m} \), and the entropy is

\[
H = \frac{1}{2^M} H_{M,0}^{coarse} + \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^m} H_m.
\]

Similarly, the average rate \( R \) of the quantized output is equal to the average rate over all of the subbands

\[
R = \frac{1}{2^M} R_{M,0}^{coarse} + \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^m} R_{m,n}
\]
where \( R_{M,0}^{\text{coarse}} \) and \( R_{m,n} \) are the rates of the coarse and detail subbands respectively.

### 3.5 Wavelet Packets

Orthogonal wavelet packets are a direct extension of the filtering ideas of the DWT. For wavelet packets, each wavelet subband is further decomposed into smooth and detail spaces which correspond to different orthogonal frequency bands of the signal. In Figure 3.6(a), the subbands of the DWT with increasing levels of decomposition are shown in a tree structure which indicates the decomposition process. Wavelet packet decomposition with orthogonal subbands is shown in Figure 3.6(b), also in a tree structure to indicate the decomposition process. This structure is known as an isotropic wavelet packet tree (WPT) [97]. For wavelet packets, all subbands are further decomposed to smooth and detail subbands. Since each space is the direct sum of its subspaces, the original space can be represented by any subtree of the wavelet packet tree. For example, the DWT is one possible subtree of the WPT. Fast and efficient implementations of the wavelet packet transform can be done in order \( N \log N \), which is equivalent to the time required by the fast Fourier transform. The use a predetermined subtree of the WPT, such as the DWT, will reduce computation time. The main advantage of wavelet packets is better signal representation by using wavelet packet frequency subbands which are adapted to the frequency characteristics of the signal. The search for the best representation of the signal by any subtree of the WPT is called best basis selection [24].

Unfortunately, the clear physical meaning of multiresolution analysis is lost when wavelet packets are used. However, wavelet packets can be exploited to better represent signals which do not have lowpass frequency characteristics. Quantization of wavelet packets is done in the same manner as the DWT since the wavelet packet decomposition is a linear, orthonormal transform. The rate and distortion of the original signal can be expressed as weighted sums of the rate and distortion of the
subspaces used to decompose the original signal. The entropy can be expressed as weighted sums of the entropy of the encoded subbands where each subband has its own quantizer.

(a) DWT.  
(b) Wavelet packets.

Figure 3.6: (a) The discrete wavelet decomposition shown for a one-dimensional signal decomposed to three levels. (b) The wavelet packet decomposition shown for a one-dimensional signal decomposed to three levels. S and D refer to smooth and detail subbands. Note that the DWT is one possible subtree of the WPT.

3.6 Implementation

I have used both the S+WAVELETS toolkit developed by the Statistical Sciences Division, of MathSoft, Inc. and the WaveLab .600 package by Buckheit et al. at Stanford University. I have been an alpha and beta test site for the S+WAVELETS package.
Chapter 4

WAVELETS AND QUANTIZATION

In this chapter, I first describe current wavelet compression techniques in Sections 4.1. Next, in Section 4.2, I review several current bit allocation techniques for wavelet compression. I then introduce PTSVQ for wavelet-transform compression with bit allocation via GBFOS and ROPA in Sections 4.2.1 and 4.2.2, and PTSVQ for wavelet packet compression in Section 4.2.3.

4.1 Wavelet Compression

The discrete wavelet transform combined with scalar quantization (SQ) and VQ has led to numerous schemes for compression [2,4,8,9,12–15,24,26,32,33,36,40,73,79,80,86,88,96]. Using a multiresolution framework, the wavelet transform organizes the coefficients to enable effective SQ and VQ encoding. The temporal/scale tessellation of the wavelet transform avoids block artifacts common with schemes using only temporal tessellation (e.g., JPEG and pure VQ coding schemes).

Wavelet encoding involves taking the discrete-time wavelet transform of the data and quantizing the wavelet subbands. The design of the quantizers is based on statistical analyses of the wavelet coefficients for sample data and requires careful study. In particular, there are two issues in particular that must be addressed. The first is bit allocation, i.e., the assignment of the rate for each of the wavelet subbands, and the second is the size of the vectors for each wavelet scale.

Bit allocation is the process of assigning a given number of bits to a set of different sources (e.g., wavelet subbands) to minimize the overall distortion of a coder. For
uniform scalar quantization, the bit allocation scheme chooses the size of the quantizer step, or bin, for each source. For VQ, the bit allocation scheme controls the vector dimension and the number of codewords for each source. A good bit allocation method usually results in much better performance by devoting more bits to regions of the data that are active or difficult to code and fewer bits to less active regions. After quantization the quantizer indices are usually entropy encoded.

The vector dimensions of each VQ may vary so that the codebook for each subband may have different numbers of vectors in it. The choice of vector dimension is usually made on an \textit{ad hoc} basis, and is affected by the amount of training data available and the complexity of the vector quantizer. Theoretically, compression performance improves as the block size, or dimension, increases, but the trade-off of using a higher dimension is increased coding complexity. The goal is to design the coder that offers the highest quality while still providing real-time decoding and reasonable encoding complexity in software. In [29], vector dimension and bit allocation is determined by using the approximate bound on minimum distortion for high rate VQ for a given dimension. This bound is used to develop an algorithm for joint optimization of vector dimension and bit allocation using marginal analysis. In [11,14], vector dimension is related to design and encoding complexity. Bit allocation is done by using a non-linear bit allocation algorithm that tries to minimize distortion with constraints on both rate and complexity. As I will be attempting low rate compression, I will use \textit{ad hoc} dimension assignments that will be influenced by the compression application, and when possible, I will examine the effects of different vector dimensions.

\subsection{Wavelet Scalar Quantization}

In one of the biggest success stories of wavelets to date, the FBI has adopted a wavelet/scalar quantization (WSQ) standard for fingerprint image compression [13, 28] which uses an adaptive bit allocation scheme. Each subband has a different quantization step which is determined by the energy of the subband. The bin size is
a function of the image and must be stored with the quantized coefficients. In [15], the authors intend to improve the FBI's WSQ compression algorithm by using an optimal bit allocation technique to choose subband bin sizes.

The embedded zero-tree wavelet algorithm (EZW) of Shapiro is an iterative WSQ algorithm that uses a fixed threshold at each iteration to determine which coefficients across subbands in spatially corresponding position are to be quantized and encoded. The threshold is set to be the bin size of the uniform scalar quantizer which is used to quantize the coefficients. The threshold and quantization step are refined by one-half at each iteration and the algorithm results in an embedded code. The iterations repeat until all of the available bits are allocated. The quantization step used at each iteration applies to all of the subbands, unlike the previous methods which use different bin sizes for each subband. So only the original quantization step needs to be stored as overhead. This algorithm does not require any training. The EZW algorithm has recently received a great deal of attention, and the development of EZW-like algorithms is an active research area, see for example, [68, 85].

In [33], bit allocation based on wavelet coefficient magnitude is proposed, that is, only the $N$ largest coefficients are preserved. Side information includes the positions and bit size of each preserved coefficient. An explanation of how bin width choice in wavelet scalar quantization is related to the error incurred in wavelet scalar quantization compression is also presented.

4.1.2 Wavelets and Vector Quantization

A comprehensive description of current wavelet VQ (WVQ) techniques can be found in [26]. I now briefly summarize several important WVQ papers.

In [2], full search vector quantization is performed on each wavelet subband creating a multiresolution codebook by using a mean-square error distortion measure. Bit allocation uses a total weighted mean-square error measure to improve the subjective image quality and is done by a noise shaping procedure which is a function of the
image and requires overhead to store. In [14] a multiresolution WVQ codebook is used which does bit allocation subject to constraints on rate and encoding complexity while minimizing distortion. In [11], full search VQ is also used in a WVQ scheme. A non-linear optimization scheme is used which involves modeling of rate, distortion, and complexity of the encoder to design the VQ's for each subband. This was meant to help select vector dimension size for each VQ.

In [87], fixed-rate full search VQ, lattice VQ and entropy-constrained VQ (ECVQ) are used to encode wavelet coefficients. The best results are found with lattice VQ and entropy-constrained VQ. The authors recommend using variable rate coding to improve performance. In addition it is also shown that to achieve optimal bit allocation across subbands, the slopes of the rate-distortion curves of each subband must be the same. Entropy-constrained VQ has also been used in [86] to produce a multiresolution codebook. Optimal bit allocation cannot be performed due to the nature of the distortion of the ECVQ encoder, but DPCM is used on the lowest resolution subbands, and Riskin's algorithm [82] is used to allocate bits to the rest of the subbands which use the multiresolution codebook.

The embedded zero-tree wavelet algorithm has been extended to work with VQ in [27, 30, 60]. For example the EZW is used with variable-rate TSVQ's in [27, 60]. In [27], at each iteration of the algorithm, spatially corresponding vectors across subbands are examined based on a threshold and encoded. Since uniform scalar quantization is not being used, there is no direct link between the threshold and the quantizer bin size as in the EZW algorithm. Instead a variable threshold is used that is determined by rate-distortion trade-offs. The iterations repeat until all of the available bits are allocated. This algorithm requires training and storage for the TSVQ's unlike the EZW algorithm which requires storing only the initial quantization step size. In [60] the authors present a similar method, except that they use mean-removed unit-variance normalized data. Unfortunately they do not explain how thresholding is done to determine significance of coefficients. In [30], the EZW is
extended to use regular-lattice VQ codebooks that consider vector orientation during the encoding phase.

Although the primary concern in [50] is progressive image transmission, the work described can be considered a WVQ image compression method. In this method, an increasing number of bits is arbitrarily allocated to an image at increasing resolutions. The coarse approximation is allocated a certain number of bits, then the coarse approximation with the next finer detail bands is allocated a larger number of bits, and so on. A PTVSQ is used in each detail subband. Bit allocation is done incrementally until the assigned rate is achieved. Bit allocation to each subband can only increase, so bit allocation for the entire image is not optimal since the ad hoc method of assigning rate to the image as resolution increases is not optimal.

4.1.3 Wavelets and Quantization for Video Compression

There have been numerous attempts to code image sequences with a wavelet approach, including [34, 43, 66, 67, 100], and research in this area has been rapidly increasing the last several years. In [66] a three-dimensional wavelet transform is done on eight consecutive frames (each frame is decomposed by a two-dimensional wavelet transform and then a one-dimensional wavelet transform is done over the time dimension). The goal is to preserve spatial and temporal edges during compression. The compression algorithm tries to predict which wavelet coefficients contribute to edges. The algorithm preserves those coefficients that likely contribute to edges and discards those that do not. Four bits are used for the preserved coefficient and one bit is used to indicate a discarded coefficient. Clearly, bit allocation is not optimal. The prediction is first performed in the spatial domain, and then performed in the time domain. In [43], this idea has been extended to predict which coefficients might contribute to an edge by performing prediction simultaneously in space and time.

In [100], several video compression schemes using the two-dimensional wavelet transform and motion compensation are compared. The first approach takes the
wavelet transform of each frame and then uses multiresolution motion compensation. For multidimensional motion compensation, motion vectors are found in the lowest resolution subband (or alternatively the lowest pyramid level) and either all other subbands use scaled versions of these motion vectors, or the motion vectors are used to predict all of the other subbands' motion vectors. The residual images are quantized and entropy encoded. The second approach is to perform interframe motion compensation and perform the wavelet transform on the residual image. The wavelet coefficients are quantized and entropy encoded. The system with the best results first did a wavelet transform, then did multiresolution motion compensation, and lastly encoded the coefficients with classified VQ. However motion compensation with wavelet decomposition of residual images encoded by VQ was not examined.

4.1.4 Wavelet Packet Compression

Several recent papers have addressed adaptive wavelet coding where the cost of encoding a signal that has undergone an orthogonal wavelet packet decomposition is minimized by choosing the best subtree of the wavelet packet tree (WPT). Perhaps the most important are [24] and [47, 79] which also address bit allocation. In [24], wavelet packet best basis assignment is examined using various cost measures including entropy-based constraints. It is proved that the best basis can be found using an iterative algorithm from the bottom of the WPT to the top where the costs of encoding the smaller subspaces and the cost of encoding the larger subspace comprised of the smaller subspaces are compared. The larger subspace is split into the smaller subspaces if the total cost of encoding the smaller subspaces is less than the cost of encoding the larger subspace. Otherwise, the larger, merged, subspace is used to encode the signal.

The methods in [47, 79] address joint bit allocation and best basis selection. They are known as the single-tree and double-tree methods. In the single-tree method [79], quantizers are designed for every wavelet packet subband, and the rate-distortion
characteristics of each quantizer are computed. This method uses Lagrangian solution
techniques, and it is shown that a bit assignment is optimal when all quantizers have
the same slope on their local rate-distortion curves. The single-tree method works
by first finding the best bit assignments at each node of the WPT for a given slope.
Next, it finds the best wavelet packet assignment given this information. This process
is iteratively repeated using different slope values until the bit budget is reached. It
is shown that the cost function is convex so that it is possible to get convergence of
the algorithm.

The double-tree method, [47], involves joint bit allocation and best basis assign-
ment for signal segmentation in time. It works by finding the best single-tree assign-
ment for the entire signal. The signal is then broken into different segments, and the
best single-tree bit allocations for each of these time segments are found. Then these
segments are segmented, and the best basis assignments are found, and so on. Once
all of the possible segmentations and best quantization assignments for each segment
are computed, the best overall bit assignment among all possible time-segmentations
is found. This method was also developed for nonstationary signals. A good overview
of the evolution of adaptive wavelet techniques and their applications can be found in [80].

4.2 Compression using Wavelets and PTSVQ

Studies have found that wavelet coefficients of images tend to have distributions which
are highly peaked around zero [2]. Following [2,9,75] among others, I use VQ to code
these coefficients. The main difference is that I use PTSVQ [23,81] as described earlier
because it offers higher quality and has lower encoding complexity. It has also been
found that PTSVQ works particularly well when the data have a distribution that
is highly peaked [81]. Simulations of PTSVQ applied to prediction residuals, which
are highly peaked around zero, in [81] gave excellent compression results, in part
due to suitability of PTVSQ to data with highly nonuniform distributions. Hence PTVSQ should offer excellent compression results when applied to wavelet data. As an example, Figure 4.1(a) shows an MR image of “Eve's brain” compressed with full search VQ and Figure 4.1(b) shows the same image compressed with PTVSQ. Both images have the same bit rate, but the PTVSQ image is of much higher image quality (even in the halftoned versions shown here) and measures a gain in SNR of 3.78 dB. In addition, PTVSQ gives smart bit allocation automatically because it devotes more bits to high distortion events, such as edges, and saves bits in lower distortion regions of the image, such as the background. Therefore my multiresolution codebook will consist of a PTVSQ codebook for each subband. I will use the following bit allocation algorithms to simultaneously and conveniently allocate bits among the wavelet subbands.

(a) The MR image compressed to 1.5 bpp using full search VQ.  
(b) The MR image compressed to 1.5 bpp using PTVSQ.

Figure 4.1: The MR image “Eve’s brain” compressed to 1.5 bits per pixel using (a) full search vector quantization and (b) pruned tree-structured vector quantization with an improvement is SNR of 3.78 dB.
4.2.1 Bit Allocation Using GBFOS for Wavelets and PTSVQ

For each subband, I create a very high-rate tree-structured VQ. I then treat each of these subband TSVQ codebooks as a source needing bit allocation. I simply use GBFOS pruning, described in Section 2.5.1, on all of the wavelet subbands together to do the bit allocation, as suggested in [23]. This will ensure that all subbands are given equal consideration while doing bit allocation for the entire set of data, Figure 4.2. This approach was also used by Oehler and Gray to simultaneously assign bits to a mean-shape-gain VQ with good results [76]. Using GBFOS as a form of bit allocation works well with TSVQ’s since it is an extension of pruning a single tree. As done in pruning, bit allocation will be done by assigning high rate TSVQ’s to the sources. The TSVQ’s will then be pruned among the subbands until the desired rate is achieved. Alternatively, the TSVQ’s can be pruned before bit allocation and a list of the optimal pruned subtrees and their performance characteristics can be made. Bit allocation is done by removing the quantizer with the least slope on the rate-distortion curve until the desired rate is achieved.

![Diagram](image)

Figure 4.2: Discrete wavelet transform bit allocation for a one-dimensional signal decomposed to three levels. Each frequency subband of the wavelet packet tree has an associated TSVQ. Bit allocation proceeds by finding each GBFOS optimal quantizer as the slope of the rate-distortion function increases. \( S \) and \( D \) refer to smooth and detail subbands.
The problem is to allocate bits among the subbands such that the distortion $D$ is minimized subject to the number of bits, or rate $R$, available where $D$ and $R$ are defined in Chapter 3.4. This can be done by finding the $\lambda$ which minimizes the Lagrangian functional (shown here for the 2-dimension DWT)

$$J(D, R) = \frac{1}{2^{2M}} D_{M,0}^{\text{coarse}} + \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^{2m}} D_{m,n} + \lambda \left( \frac{1}{2^{2M}} R_{M,0}^{\text{coarse}} + \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^{2m}} R_{m,n} \right).$$

By differentiating $J(D, R)$ with respect to the rate allocated to each subband $R_{i,j}$ where $(i = 1, 2, \cdots, M; j = 1, 2, 3)$ and $(i = M; j = 0)$, and by setting the results to zero,

$$\frac{\partial J(D, R)}{\partial R_{i,j}} = \frac{\partial}{\partial R_{i,j}} \left[ \frac{1}{2^{2M}} D_{M,0}^{\text{coarse}} \right] + \frac{\partial}{\partial R_{i,j}} \left[ \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^{2m}} D_{m,n} \right] + \lambda \frac{\partial}{\partial R_{i,j}} \left[ \frac{1}{2^{2M}} R_{M,0}^{\text{coarse}} \right] + \lambda \frac{\partial}{\partial R_{i,j}} \left[ \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^{2m}} R_{m,n} \right]$$

$$= \frac{1}{2^{2M}} \left[ \frac{\partial D_{M,0}^{\text{coarse}}}{\partial R_{i,j}} + \lambda \frac{\partial R_{M,0}^{\text{coarse}}}{\partial R_{i,j}} \right] + \sum_{m=1}^{M} \sum_{n=1}^{3} \frac{1}{2^{2m}} \left[ \frac{\partial D_{m,n}}{\partial R_{i,j}} + \lambda \frac{\partial R_{m,n}}{\partial R_{i,j}} \right] = 0,$$

the value of $\lambda$ which minimizes the Lagrangian functional is found to be $\lambda = -\frac{\partial D_{m,n}}{\partial R_{m,n}}$.

Note that $\lambda$ is the same for all subbands at scale $m$ with orientation $n$, including the coarse approximation subband, and that the subband quantizers are assumed to be normalized by vector dimension as well as fraction of the signal space. Optimal bit allocation is achieved when the optimal quantizers of each subband have the same slope on the lower convex hull of the rate-distortion curve. This is known as the Pareto-optimality condition in economics [87]. Thus it is possible to use the rate-distortion information of each subband directly without further processing or scaling of the rate and distortion values of the quantizers of each subband by $2^{-2m}$. The TSVQ's of the subbands can be pruned by just removing the node with the least value of $\lambda$ among all of the subbands until the desired rate is reached.

The GBFOS bit allocation algorithm is given in Table 4.1 where it is assumed that there are $M$ wavelet subbands, and that each subband $i$ has an associated TSVQ
Each $Q_i$ has an associated rate $R(Q_i)$, distortion $D(Q_i)$, and minimum slope $\lambda(Q_i)$. The multiresolution codebook $Q$ has an overall rate of $R(Q) = \sum_{i=1}^{M} R(Q_i)$, and distortion of $D(Q) = \sum_{i=1}^{M} D(Q_i)$. Bit allocation continues until there are no quantizers to be pruned, $\lambda_{\text{min}} = \infty$, or the desired rate, $R_{\text{target}}$, has been reached. It works by identifying the minimum slope quantizer, pruning it, and calculating the new rate and distortion.

The pruning of TSVQ's yields a set of optimally pruned TSVQ's for each of the subbands whose joint performance lies on the lower convex hull of the rate-distortion curve of the multiresolution codebook, i.e. the multiresolution codebooks have the lowest distortion for their average bit rate. For example, if one subband quantizer $Q_j$ is pruned to $\hat{Q}_j$, and its slope is $\lambda(Q_j) = \frac{D(Q_j) - D(Q)}{R(Q_j) - R(Q)}$, then the multiresolution codebook $Q$ is pruned to $\hat{Q}$ with the same slope $\lambda(Q) = \lambda(Q_j)$:

$$R(\hat{Q}) = \left[ \sum_{i=1}^{M} R(Q_i) \right] - R(Q_j) + R(\hat{Q}_j),$$

$$D(\hat{Q}) = \left[ \sum_{i=1}^{M} D(Q_i) \right] - D(Q_j) + D(\hat{Q}_j),$$

$$\lambda(Q) = -\frac{D(\hat{Q}) - D(Q)}{R(\hat{Q}) - R(Q)} = -\frac{D(\hat{Q}_j) - D(Q_j)}{R(\hat{Q}_j) - R(Q_j)} = \lambda(Q_j).$$

Hence the previous slope of the multiresolution codebook is given by the slope of the codebook just pruned, and the next slope of a multiresolution codebook is given by the slope of the next codebook to be pruned. Therefore, if the subband quantizers are on the lower convex hull of their rate-distortion curves, and pruning is always done by choosing the smallest slope quantizer, the multiresolution codebooks will also lie on the lower convex hull of their rate-distortion curve.

A pictorial example of GBFOS bit allocation is shown in Figure 4.3. At each iteration of the GBFOS algorithm, the space to be examined is limited to the rectangular region between the rate 0 codebook and the entire multiresolution codebook, Figure 4.3(a). One iteration of GBFOS bit allocation involves finding the least slope
Table 4.1: GBFOS bit allocation.

| Step 0. | Assign $R \leftarrow \sum_{i=1}^{M} R(Q_i)$ and $D \leftarrow \sum_{i=1}^{M} D(Q_i)$. |
| Step 1. | Find among all subband codebooks the quantizer with the least slope, $Q_i = \arg\min_{j=1,\ldots,M} \lambda(Q_j)$. If $\lambda(Q_i) = \infty$, quit. All of the TSVQ's have been pruned to their respective root nodes. |
| Step 2. | Prune the minimum slope codebook $Q_i$ to the next GBFOS optimal codebook $\hat{Q}_i$ and update the TSVQ. Assign $R \leftarrow R - R(Q_i) + R(\hat{Q}_i)$, $D \leftarrow D - D(Q_i) + D(\hat{Q}_i)$, $Q_i \leftarrow \hat{Q}_i$. |
| Step 3. | If $R > R_{\text{target}}$, go to Step 1. Otherwise, quit. |

from the current multiresolution codebook to all other possible pruned codebooks, Figure 4.3(b). This represents the GBFOS pruning of one subband quantizer. For the next iteration of the GBFOS algorithm a reduced area of the space will be examined, Figure 4.3(c). The end results are the multiresolution codebooks that lie on the lower convex hull of the rate-distortion curve, Figure 4.3(d).

4.2.2 Bit Allocation Using ROPA for Wavelets and PTVQ

GBFOS bit allocation cannot always achieve the desired rate since optimal points may be scarce. As a result, there may not be many quantizers for the bit allocation algorithm to choose from. *Time-sharing* between a high rate and a low rate multiresolution codebook can be done to yield the desired rate. Although time-sharing yields a codebook that is on the convex hull of the rate-distortion curve, again, it has the drawback of introducing nonstationary distortion throughout the compressed data and interferes with the distribution of codeword indices. ROPA [61], described in Section 2.5.2, was introduced to overcome these drawbacks. In ROPA pruning, the tree is pruned by removing only $M$ leaf nodes at a time. All of the optimal GB-
FOS subtrees are identified, and all of the other subtrees which are found minimize the area between the rate-distortion curve and the convex hull of the rate-distortion curve. This algorithm guarantees many more codebooks over the range of bit rates.

The problem of low-rate bit allocation among wavelet subbands is addressed by extending ROPA to simultaneously and conveniently allocate bits among the wavelet subbands. The algorithm is applied to the TSVQ's used to code wavelet subbands. In doing bit allocation with ROPA, not only are all of the GBFOS quantizers found, but every non-GBFOS quantizer which is found minimizes the area between the rate-distortion curve and the convex hull of the rate-distortion curve [61]. This algorithm guarantees many more good multiresolution codebooks over the range of desired bit rates. Comparing this method to GBFOS bit allocation, ROPA produces many additional bit allocations that lie close to the rate-distortion curve.

ROPA bit allocation for finding the highest rate to the lowest rate quantizers (until the desired rate is achieved) works as follows. High-rate TSVQ's are designed for each subband. The subband TSVQ $Q_i$ with the least slope $\lambda_{\text{min}} = \lambda(Q_i)$ is found, and its best GBFOS node identified. The branch headed by this GBFOS node is recursively examined until the ROPA node with the least $\lambda$ value in it is found, see Section 2.5.2 for ROPA details. This ROPA node is pruned and the TSVQ is updated. If the newly pruned TSVQ combined with the other subband quantizers yields the target rate, $R_{\text{target}}$, pruning stops. Otherwise the GBFOS pruned branch is reexamined. If the GBFOS branch is completely pruned (in which case the minimum slope value of the tree exceeds the minimum slope value first found, $\lambda_{\text{min}}(Q_i) > \lambda_{\text{min}}$, the next GBFOS node among all TSVQ's is found, and the process repeats. The complete ROPA bit allocation algorithm is given in Table 4.2.

For the multiresolution codebook, all but one of the source quantizers chosen is on its local convex hull of the rate-distortion curve. When ROPA prunes the multiresolution codebook, it traverses the rate-distortion curve from one GBFOS point to another GBFOS point via non-optimal ROPA points, for only one source at a
Table 4.2: ROPA bit allocation.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 0</td>
<td>Assign $R \leftarrow \sum_{i=1}^{M} R(Q_i)$ and $D \leftarrow \sum_{i=1}^{M} D(Q_i)$.</td>
</tr>
<tr>
<td>Step 1</td>
<td>Find among all subbands codebooks the quantizer with the least GBFOS slope $Q_i = \arg\min_{j=1, \ldots, M} \lambda(Q_j)$. Assign $\lambda_{\min} \leftarrow \lambda_{\min}(Q_i)$. If $\lambda_{\min} = \infty$, quit. All of the TSVQ's have been pruned to their respective root nodes.</td>
</tr>
<tr>
<td>Step 2</td>
<td>If $\lambda_{\min}(Q_i) \leq \lambda_{\min}$: Prune the minimum slope TSVQ $Q_i$ using ROPA to get the highest rate ROPA codebook $\hat{Q}_i$. Assign $R \leftarrow R - R(Q_i) + R(\hat{Q}_i)$, $D \leftarrow D - D(Q_i) + D(\hat{Q}_i)$, $Q_i \leftarrow \hat{Q}<em>i$. If $R &gt; R</em>{\text{target}}$, go to Step 2.</td>
</tr>
<tr>
<td>Step 3</td>
<td>If $R &gt; R_{\text{target}}$, go to Step 1. Otherwise, quit.</td>
</tr>
</tbody>
</table>

time. The algorithm does not switch to another source until the next GBFOS point is reached. Thus bit allocation by ROPA will contain the set of optimal GBFOS bit allocations. As described before, the additional multiresolution codebooks found by ROPA will lie close to the rate-distortion curve since only one of the source codebooks at a time is ever suboptimal. Every suboptimal multiresolution codebook will minimize the area between the rate-distortion curve and the convex hull of the rate-distortion curve.

Bit allocation with ROPA has the same subtlety as ROPA for pruning when there are multiple minimum slopes. In this case, each pruned subset must be examined. However, the order of examination does not matter since pruning one section of a codebook does not affect the pruning of another codebook and the area under the rate-distortion curve will still be minimal with respect to the convex hull. Therefore, the bit allocation solutions found by ROPA are not unique. For every $n$ identical minimum slopes, there will be $n!$ possible solutions.
A pictorial example of ROPA bit allocation is shown in Figure 4.4. After each pruning iteration of the GBFOS algorithm, Figure 4.3(c), a number of multiresolution codebooks are discarded as possible solutions for bit allocation since they are suboptimal. Some of these suboptimal codebooks lie in the square shaded regions bounded by the optimal codebooks, Figure 4.4(a), while others lie outside of this region. ROPA bit allocation works by recursively pruning the trees in these shaded regions, identifying the suboptimal codebooks which lie closest to the optimal rate-distortion curve.

4.2.3 Optimal Bit Allocation for Wavelet Packets and PTVS

Thus far, bit allocation methods for the discrete wavelet transform and PTVS have been presented. Because wavelet packets offer a much richer set of spaces for signal decomposition and the possibility of better data representation leads to the possibility of better data compression, I next examine bit allocation for the wavelet packet transform. For instance, the DWT is just one possible basis, or equivalently one possible subtree, of a WPT. It may be that a different subtree can offer a better representation in the rate-distortion sense. The number of possible subtrees of any WPT is given recursively where, for a $d$-dimensional WPT of depth $D$, the number of possible subtrees is $S(D) = [S(D - 1)]^{2^d} + 1$ and $S(0) = 1$. Thus a two-dimensional WPT of depth three (as will be used in Chapter 5) has 83522 possible subtrees. The optimal bit allocation problem is much more complicated since it is necessary to choose the best basis representation among all subtrees of the WPT for the data while also assigning the best bit allocation.

In this section, I present a bit allocation algorithm using a pruning approach for wavelet packets which will systematically find all best basis WPT/PTVS encoders that lie on the lower convex hull of the rate-distortion curve without having to evaluate every possible subtree of the WPT. I do this by assigning high-rate TSVQ’s to each wavelet packet subband of the wavelet packet tree, Figure 4.5. I then prune the
TSVQ with the least slope and identify the best basis WPT subtree using several recursive properties of the WPT and its structure to simplify the best basis search. This procedure is repeated until the desired rate is achieved. Note that the WPT is not being pruned in this algorithm: only the TSVQ's assigned to each node of the WPT are pruned. Each time a TSVQ is pruned, the subtree of the WPT that represents the best basis is identified by examining only the subband node whose TSVQ was just pruned, and that node's ancestors in the WPT. The WPT subtrees are not nested as a function of rate since the WPT is not being pruned.

My approach is similar to the single-tree method [79], described in Section 4.1.4, which was the first algorithm proposed to address the problem of joint bit allocation and best basis selection, especially as the Lagrangian minimization technique is used for both algorithms. The main difference is that my scheme will systematically find all vertices on the lower convex hull of the rate-distortion curve. The single-tree method performs a search for a given rate by heuristically selecting a slope and finding the WPT quantizer assignments whose joint vertex lies on the lower convex hull intersecting the slope. The search continues until a WPT codebook with a reasonably close rate is found. It is possible that the single-tree method may not find the WPT codebook closest to the desired rate due to the heuristic search. Bit allocation by pruning ensures that the WPT codebook closest to the desired rate will be found. Furthermore, it also ensures that all WPT codebooks on the lower convex hull of the rate-distortion curve are identified starting from the highest rate possible to the rate 0 codebook. By having the optimal rate-distortion characteristics for all bit rates, a precise description of the WPT codebook by its rate-distortion characteristics alone can be used in the design of more complex encoding schemes.

Optimal bit allocation and best basis assignment can be done simultaneously while pruning TSVQ's since the wavelet packet decomposition is an orthonormal transform, and each wavelet packet space is the direct sum of the subspaces created by the decomposition. For a $d$-dimensional wavelet packet transform, the $M$-ary
wavelet packet tree \( T \) is structured so that interior nodes \( t_i \) have children nodes \( t_{M_i+j} \), \( j = 1, \ldots, M \), where \( M = 2^d \), and the root node is \( t_0 \). The WPT can be quantized by a WPT codebook \( Q \) which represents a hybrid WPT/PTSVQ scheme where each wavelet packet at node \( t_i \) has an assigned PTSVQ \( Q_i \). The WPT codebook \( Q \) is characterized by rate \( R(Q) \) and distortion \( D(Q) \), which, as shown previously, are the sum of the rate and distortion of the quantized subbands (which are assumed to be normalized by vector dimension as well as the fraction of the signal space) of a given wavelet packet decomposition. Since the original signal space can be represented with perfect reconstruction by the leaves of any subtree \( S \) of the wavelet packet tree \( T \), the rate and distortion of the WPT codebook \( Q \) can be written as:

\[
R(Q) = \sum_{t_i \in \tilde{S}} R(Q_i) \quad \text{and} \quad D(Q) = \sum_{t_i \in \tilde{S}} D(Q_i)
\]

where \( \tilde{S} \) refers to the leaf nodes of subtree \( S \).

Using the Lagrangian minimization technique, the quantization cost is written as the average distortion plus a penalty for the rate of the quantizer:

\[
J(Q) = J(D(Q), R(Q)) = \sum_{t_i \in \tilde{S}} D(Q_i) + \lambda \sum_{t_i \in \tilde{S}} R(Q_i).
\]

The problem is to minimize the cost \( J(Q) \) for a given subtree, and to find the subtree \( S^{\text{opt}} \) which minimizes the cost for all subtrees.

\[
S^{\text{opt}} = \arg\min_{S \subset T} J(Q) = \arg\min_{S \subset T} \left[ \sum_{t_i \in \tilde{S}} D(Q_i) + \lambda \sum_{t_i \in \tilde{S}} R(Q_i) \right].
\]

Optimal bit allocation for WPT's necessarily determines the best basis since the optimal bit allocation is found by examining all possible basis representations. Again, there are two problems here: one is to find the best bit allocation knowing the basis; the other is to find the best basis for all bit allocations.

Assuming that the basis is known, I first address the bit allocation problem. By differentiating \( J(D(Q), R(Q)) \) with respect to the rate allocated to each subband
quantizer $Q_j$ and setting the results to zero,

$$\frac{\partial J(D(Q), R(Q))}{\partial R(Q_j)} = \sum_{t_i \in S} \left[ \frac{\partial D(Q_i)}{\partial R(Q_j)} + \lambda \frac{\partial R(Q_i)}{\partial R(Q_j)} \right] = 0,$$

the Lagrangian functional for any subtree $S \subset T$ is minimized when $\lambda = -\frac{\partial D(Q_i)}{\partial R(Q_i)}$.

As seen previously, $\lambda$ is the same for all subbands regardless of scale or orientation. Again, optimal bit allocation is achieved when the quantizers of each subband have the same slope on the lower convex hull of their local rate-distortion curve. By enforcing the condition that all quantizers of the WPT have the same slope, the subtree that yields the minimum cost may be found.

I next discuss the search for the best basis subtree $S_{opt}$ knowing that the bit allocation problem is solved if the vertex of all subband quantizers on their local rate-distortion curves intersect a common slope $\lambda$. Again, bit allocation is done by assigning high-rate TSVQ's (or other VQ's with known rate-distortion characteristics) to each wavelet packet subband and pruning the TSVQ with the least slope until the desired rate is achieved. Assuming that each subband quantizer lies on a vertex of the lower convex hull of its rate-distortion curve, each quantizer can intersect a slope which lies in the interval of the two slopes which form the vertex. Therefore, by always pruning the TSVQ with the least slope: that least slope value will intersect all subband quantizers; the slope that will be pruned next will also intersect all subband quantizers; and any slope value in between will intersect all subband quantizers too. The endpoints of the interval of slope values that intersect all subband quantizers will become an important test case to determine when there will be a switch between best bases. This will be discussed later in more detail.

As discussed previously, to find the best basis subtree each time a subband quantizer is pruned, the cost function $J(D(Q), R(Q))$ must be reevaluated for every possible subtree of the WPT for the given slope $\lambda$. This is computationally costly and inefficient. Instead, I seek a fast and efficient computational solution that exploits the structure and properties of the wavelet packet decomposition. Ideally, the rate-
distortion characteristics of the optimal WPT quantizer with the best basis determination and bit allocation could be obtained from one hybrid, or \textit{best basis} quantizer which characterizes the entire WPT tree. Towards this end, I use two simplifications which will make the optimal characteristics of the entire WPT/PTSVQ tree available from only the root node of the WPT, while preserving the best basis decisions in the WPT structure itself.

To facilitate the following discussion and algorithm development, I now introduce the complete data structure for an $M$-ary WPT $T$. Each node $t_i$ of the WPT has an associated TSVQ quantizer $Q_i$ which consists of a number of nested GBFOS optimal PTSVQ's ordered from highest to lowest rate by associated rate $R(Q_i)$, distortion $D(Q_i)$, and slope $\lambda(Q_i)$. Furthermore, as each node will ultimately represent a best basis quantizer $Q_i^{BB}$ for the branch of the WPT that it heads, the following information is also stored: the next minimum slope of the best basis quantizer $\lambda(Q_i^{BB})$ (creating a path from the root to the minimum slope quantizer), the best basis decision $B_i$ (where $B_i = 0$ if it is better to use the current node, or $B_i = 1$ if it is better to use the children nodes), and the rate and distortion associated with the best basis decision, $R(Q_i^{BB})$ and $D(Q_i^{BB})$, (permitting each parent node to have direct access to the optimal rate-distortion characteristics of all of its descendents from its children only, without requiring the specific details of which basis was selected). Again, the nodes of the WPT are labeled such that each interior node $t_i$ has children nodes $t_{Mi+j}, j = 1, \ldots, M$, and the root node is $t_0$. The parent nodes of $t_i$ are referred to as parent$(t_i)$.

The first simplification for creating a single best basis quantizer uses two properties of WPT's (orthonormality and direct sum of spaces) to replace the quantizers of the children of any internal node $t_i$ of the WPT by a \textit{composite} quantizer $Q_i^{\text{comp}}$. The second simplification replaces the internal node's quantizer $Q_i$ with a \textit{merged} best basis quantizer $Q_i^{BB}$ (created from $Q_i$ and the composite quantizer $Q_i^{\text{comp}}$) which represents the best basis quantizer for node $t_i$. The use of these simplifications is
shown in Figure 4.6 where leaf node quantizers are grouped into composite quantizers, and composite quantizers are merged with their parent node’s quantizer. This process continues until there is only one node left, that is the root node $t_0$ with merged quantizer $Q_0^{BB}$. This node contains the optimal rate-distortion curve, and hence bit allocations, for the entire WPT for all rates. To create these merged and composite WPT quantizers, it is necessary that the quantizers used for each subband lie on the lower convex hull of their local rate-distortion curve. This implies that the composite and merged quantizers $Q_i^{\text{comp}}$ and $Q_i^{BB}$ must also lie on the lower convex hull of their local rate-distortion curves.

If the component nodes’ rate-distortion curves are convex and pruning is done by choosing the smallest slope quantizer, then the rate-distortion curve of the composite node is convex. Let $Q_i^{\text{comp}}$ be a composite quantizer created from $M$ merged quantizers $Q_{M_i+j}^{BB}, j = 1, \ldots, M$. $Q_i^{\text{comp}}$ is characterized by rate $R(Q_i^{\text{comp}})$ and distortion $D(Q_i^{\text{comp}})$:

$$R(Q_i^{\text{comp}}) = \sum_{j=1}^{M} R(Q_{M_i+j}^{BB}), \quad D(Q_i^{\text{comp}}) = \sum_{j=1}^{M} D(Q_{M_i+j}^{BB}),$$

where $R(Q_{M_i+j}^{BB})$ and $D(Q_{M_i+j}^{BB})$ are the rate and distortion of the $M$ component quantizers. If one quantizer $Q_{M_i+m}^{BB}$ is pruned to $\tilde{Q}_{M_i+m}^{BB}$, and the slope is

$$\lambda(Q_{M_i+m}^{BB}) = -\frac{D(\tilde{Q}_{M_i+m}^{BB}) - D(Q_{M_i+m}^{BB})}{R(\tilde{Q}_{M_i+m}^{BB}) - R(Q_{M_i+m}^{BB})},$$

then $Q_i^{\text{comp}}$ is pruned to $\tilde{Q}_i^{\text{comp}}$ with slope $\lambda(Q_i^{\text{comp}}) = \lambda(Q_{M_i+m}^{BB})$:

$$R(\tilde{Q}_i^{\text{comp}}) = R(Q_i^{\text{comp}}) - R(Q_{M_i+m}^{BB}) + R(\tilde{Q}_{M_i+m}^{BB})$$

$$D(\tilde{Q}_i^{\text{comp}}) = D(Q_i^{\text{comp}}) - D(Q_{M_i+m}^{BB}) + D(\tilde{Q}_{M_i+m}^{BB})$$

$$\lambda(\tilde{Q}_i^{\text{comp}}) = -\frac{D(\tilde{Q}_{M_i+m}^{BB}) - D(Q_{M_i+m}^{BB})}{R(\tilde{Q}_{M_i+m}^{BB}) - R(Q_{M_i+m}^{BB})} = -\frac{D(\tilde{Q}_{M_i+m}^{BB}) - D(Q_{M_i+m}^{BB})}{R(Q_{M_i+m}^{BB}) - R(Q_{M_i+m}^{BB})} = \lambda(Q_{M_i+m}^{BB}).$$
Hence the previous slope of a composite quantizer is given by the slope of the quantizer just pruned, and the next slope of a composite quantizer is given by the slope of the next quantizer to be pruned. Therefore, if the component quantizers are on the lower convex hull of their rate-distortion curves, and pruning is always done by choosing the smallest slope quantizer, then the composite node's quantizers will also lie the lower convex hull of their rate-distortion curve.

I next examine the creation of a merged quantizer $Q_i^{\text{BB}}$ using an interior WPT node $t_i$ with associated quantizer $Q_i$ with rate $R(Q_i)$, distortion $D(Q_i)$, and slope $\lambda(Q_i)$ known, and composite quantizer $Q_i^{\text{comp}}$ with rate $R(Q_i^{\text{comp}}) = \sum_{j=1}^M R(Q_{Mi+j}^{\text{BB}})$, distortion $D(Q_i^{\text{comp}}) = \sum_{j=1}^M D(Q_{Mi+j}^{\text{BB}})$, and slope

$$\lambda(Q_i^{\text{comp}}) = \min(\lambda(Q_{Mi+1}^{\text{BB}}), \ldots, \lambda(Q_{Mi+M}^{\text{BB}}))$$

known as well. Assuming that the quantizers $Q_i$ and $Q_i^{\text{comp}}$ are located on the lower convex hull of their rate-distortion curves, Figure 4.7(a), and that pruning is done by choosing the least-slope quantizer, the following merging procedure will create a "merged" rate-distortion curve where all quantizers $Q_i^{\text{BB}}$ lie on the lower convex hull, Figure 4.7(b).

Again, both quantizers, $Q_i$ and $Q_i^{\text{comp}}$, are located on vertices of their respective rate-distortion curves and are the results of pruning using the least slope. Assuming that $Q_i^{\text{BB}}$ is also located on a vertex on the lower convex hull, $\lambda_{\text{min}}$ is the minimum slope previously pruned (zero if evaluating the highest rate subband quantizers), and $\lambda(Q_i^{\text{BB}}) = \min(\lambda(Q_i), \lambda(Q_i^{\text{comp}}))$ is the next minimum slope to be pruned. That is, $\lambda_{\text{min}}$ is the maximum slope of the slopes that are to the right of the current vertices, and $\lambda(Q_i^{\text{BB}})$ is the minimum slope of the slopes that are to the left of the vertices, Figure 4.8. It follows that: both $Q_i$ and $Q_i^{\text{comp}}$ intersect the line created by the cost function for a slope $\lambda \in [\lambda_{\text{min}}, \lambda(Q_i^{\text{BB}})]$. Following [24, 79], the quantizer that incurs the least cost is the quantizer that should be used for encoding where the costs are computed as $J_\lambda(Q_i) = D(Q_i) + \lambda R(Q_i)$ and $J_\lambda(Q_i^{\text{comp}}) = \sum_{j=1}^M D(Q_{Mi+j}^{\text{BB}}) + \lambda R(Q_{Mi+j}^{\text{BB}})$.
for any $\lambda \in [\lambda_{\min}, \lambda(Q_{i}^{BB})]$.

It is possible that both quantizers lie on the lower convex hull of the merged rate-distortion curve, and that a single cost test may not identify both quantizers when they are associated with a different basis. To test for this, it is sufficient to use the two endpoints of the slope interval to evaluate costs. By first using $\lambda = \lambda_{\min}$, the higher-rate quantizer is tested. By next using $\lambda = \lambda(Q_{i}^{BB})$, the lower-rate quantizer is tested. This order ensures that higher rate quantizers are identified first. By evaluating the costs twice, all vertices on the lower convex hull are detected.

The different cases that arise when merging are illustrated in Figures 4.9 and 4.10. An example of the need for two cost evaluations is shown in Figure 4.9(c) where two nodes are first being merged (i.e. during initialization). In this example, both $Q_{i}$ and $Q_{i}^{\text{comp}}$ lie on the lower convex hull of the merged rate-distortion curve. Bit allocation should begin with the assignment of the lowest distortion quantizer, $Q_{i}^{\text{comp}}$. If only the next minimum slope $\lambda(Q_{i}^{BB})$ were used to measure costs, $Q_{i}^{\text{comp}}$ would not be identified as being located on the lower convex hull, which is incorrect. If only the previous minimum slope (which is zero when initializing) were used to measure costs, $Q_{i}^{\text{comp}}$ would be identified. However, quantizer $Q_{i}$ will be pruned before $Q_{i}^{\text{comp}}$ since it has the next minimum slope. Since $Q_{i}$ is not identified as being located on the lower convex hull when using only the previous minimum slope, $Q_{i}$ would never be identified as being on the lower convex hull! Therefore, merging with only one slope to measure costs would misidentify one of the two quantizers on the lower convex hull. This situation can arise any time when switching from the current rate-distortion curve to the other, i.e. when switching from one best basis to another, see, for example, Figure 4.10(c).

Since two cost measurements can identify all quantizers that lie on the lower convex hull, I compute both costs each time a VQ is pruned. If both quantizers lie on the lower convex hull, I compute the slope of the “missing link,” $\tilde{\lambda} = \frac{D(Q_{i}^{\text{comp}}) - D(Q_{i})}{R(Q_{i}^{\text{comp}}) - R(Q_{i})}$, between the two quantizers, and use it as the next local minimum slope for pruning
$\lambda(Q_i^{BB}) \leftarrow \tilde{\lambda}$. No actual pruning will be done since $\tilde{\lambda}$ is less than $\lambda(Q_i^{comp})$ and $\lambda(Q_i)$, but there will be a switch between curves (i.e. best bases). If the smallest slope quantizer is always pruned, and two cost measurements are used where the missing link slope is computed when necessary, the rate, distortion, and next slope of the quantizers of the merged node will be identified, and all quantizers will lie on the lower convex hull of the merged node's rate-distortion curve. This is desirable since the merged node may then be used as a component in a composite node.

The previous method is not the only way to identify all optimal quantizers. An alternative approach is to compute the missing link slope $\tilde{\lambda}$ every time a quantizer is pruned where $\tilde{\lambda} = \infty$ if the lower cost quantizer located on slope $\lambda_{min}$ has a higher rate than the higher cost quantizer and $\tilde{\lambda} = \frac{D(Q_i^{comp}) - D(Q_i)}{R(Q_i^{comp}) - R(Q_i)}$ if the lower cost quantizer has a lower rate than the higher cost quantizer. Then, if $\tilde{\lambda} \in [\lambda_{min}, \lambda(Q_i^{BB})]$, both quantizers lie on the lower convex hull. If there is to be a switch from one rate-distortion curve to the other, $\tilde{\lambda}$ should be used as the next minimum slope for pruning, $\lambda(Q_i^{BB}) \leftarrow \tilde{\lambda}$. The slope computation requires two subtractions and one division, while the second cost computation requires one additional multiplication and addition. Since curve switching is relatively infrequent, I use the two-cost method. If the input to the WPT bit allocation program is a list of rate-distortion characteristics, the two-cost method may also be more computationally stable since a division is not required for the test case.

The WPT bit allocation algorithm that I introduce does not require that the previous simplifications be carried out in the manner just described creating a single node as shown in Figure 4.6 as this would require more work than is necessary. The physical merging of nodes is avoided by using the given WPT data structure permitting each WPT node to retain only the current optimal rate-distortion characteristics of the merged, or best basis quantizer that it represents. This information is directly available to each parent node so that its composite quantizer can be easily formed.

The WPT structure field $B_i$ is used to specify whether the current or composite
node's quantizer should be used, indicating the optimal best basis structure. This decision is made once the costs for merging an interior node with its composite node have been computed. The best basis decision is made so that the lowest cost quantizer is used. Once an interior node has been modified, it is necessary to update the rate, distortion, and best basis decisions of its ancestor nodes' merged quantizer using the same decision criteria since any interior node is itself part of a composite or merged quantizer for all of its ancestors. Other nodes throughout the tree do not need to be reevaluated since their status stays the same as their next minimum slopes are larger than the previous minimum slope. The initialization and updating of internal nodes are illustrated in Figures 4.9 and 4.10.

My algorithm first initializes a WPT for the highest-rate quantizers $Q_i$, deciding which merged quantizers $Q_i^{BB}$ lie on the lower convex hull of the rate-distortion curve. Then, until the desired rate is achieved, the lowest slope quantizer is pruned, and the rate-distortion values of only the composite and merged nodes containing the pruned node are recomputed while simultaneously selecting the optimal quantizer for the given slope. In this manner, each slope is examined only once, and only the portion of the WPT containing the pruned quantizer is examined. Furthermore, since this pruning method always finds the lower convex hull of the rate-distortion curve, the overall reported rate of the WPT is monotonically decreasing with increasing $\lambda$, and the overall rate-distortion curve contains all quantizers on the vertices of the lower convex hull.

Initialization is outlined in Table 4.3. A path through the WPT from the root node to the node with the minimum slope quantizer is created by computing $\lambda(Q_i^{BB})$ as $\min(\lambda(Q_i), \lambda(Q_{Mf+1}^{BB}), \ldots, \lambda(Q_{Mf+M}^{BB}))$ for all nodes. When initializing internal nodes, it is assumed that the previous minimum slope of the rate-distortion curve, $\lambda_{\text{min}}$, is zero. The next minimum slope value for each internal node of the WPT is $\lambda(Q_i^{BB})$. If it is found for $\lambda_{\text{min}}$ that the cost of encoding with the node's quantizer $Q_i$ is the same as the cost of encoding with the composite quantizer $Q_i^{\text{comp}}$, then the lower
rate quantizer is selected. Otherwise, the lower cost quantizer is chosen for encoding. Using the next minimum slope value, $\lambda(Q_{i}^{BB})$, a test is done to determine if there will be a switch between rate-distortion curves, in which case the missing $\bar{\lambda}$ is computed and stored as $\lambda(Q_{i}^{BB})$. The best basis decision $B_i$ reflects the selection of the lowest cost quantizer. The rate and distortion of the lowest cost (optimal) quantizer are stored in the given node as $R(Q_{i}^{BB})$ and $D(Q_{i}^{BB})$.

The main WPT bit allocation algorithm is described in Table 4.4, and its two subroutine calls are described in Tables 4.5 and 4.6. Bit allocation and best basis assignment continue until the desired rate, $R_{target}$, has been reached. The min_slopec_node subroutine, outlined in Table 4.5, finds the WPT node $t_i$ with the minimum slope quantizer by following the path indicated by the minimum value $\lambda_{min} = \lambda(Q_{0}^{BB})$. This subroutine must check for the possibility that a missing link $\bar{\lambda}$ is stored as $\lambda(Q_{i}^{BB})$ in which case $\lambda(Q_{i}^{BB})$ is less than $\lambda(Q_{i})$ and $\lambda(Q_{M_i+j}^{BB}), j = 1, \ldots, M$. Once the minimum slope node $t_i$ is found, its quantizer $Q_i$ is pruned if it is determined that the slope is not a missing link slope. Then it is determined whether or not it is better to encode using the given node's new pruned quantizer, or if it is better to encode using the nodes' children's composite quantizer. The ancestor nodes are updated using this new information since each merged or composite quantizer containing the pruned quantizer can be considered to have been pruned. The best basis assignment is determined by the best basis decisions $B_i$. The subtree structure is indicated the $B_i$ values where a node is a subtree leaf node if $B_i = 0$ and all ancestors of the node have values of 1.

The update subroutine, described in Table 4.6, is very similar to the second step of the initialization procedure, except that the initialization procedure is performed on all interior nodes whereas updating needs to be performed only on the minimum slope node and its ancestors. When updating internal nodes, the previous minimum slope of the rate-distortion curve is $\lambda_{min} = \lambda(Q_{0}^{BB})$. The next minimum slope value for each internal node $t_i$ of the WPT is $\lambda(Q_{i}^{BB})$. If it is found that the cost of encoding with
Table 4.3: Wavelet packet bit allocation initialization.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>For each leaf node $t_i$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda(Q_{i}^{BB}) \leftarrow \lambda(Q_i)$,</td>
<td></td>
</tr>
<tr>
<td>$B_i \leftarrow 0$,</td>
<td></td>
</tr>
<tr>
<td>$R(Q_{i}^{BB}) \leftarrow R(Q_i)$,</td>
<td></td>
</tr>
<tr>
<td>$D(Q_{i}^{BB}) \leftarrow D(Q_i)$.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 2</th>
<th>For each interior node $t_i$,</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Find the previous and next minimum slopes:</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{\min} \leftarrow 0$,</td>
<td></td>
</tr>
<tr>
<td>$\lambda(Q_{i}^{BB}) \leftarrow \min(\lambda(Q_i), \lambda(Q_{M_{i+1}}^{BB}), \ldots, \lambda(Q_{M_{i+M}}^{BB}))$.</td>
<td></td>
</tr>
<tr>
<td>(b) &quot;Merge&quot; the current node with its children’s &quot;composite&quot;:</td>
<td></td>
</tr>
<tr>
<td>Define $R(Q_i^{\text{comp}}) \leftarrow \sum_{j=1}^{M} R(Q_{M_{i+j}}^{BB})$,</td>
<td></td>
</tr>
<tr>
<td>$D(Q_i^{\text{comp}}) \leftarrow \sum_{j=1}^{M} D(Q_{M_{i+j}}^{BB})$,</td>
<td></td>
</tr>
<tr>
<td>$J_{\lambda}(Q_i^{\text{comp}}) \leftarrow D(Q_i^{\text{comp}}) + \lambda R(Q_i^{\text{comp}})$,</td>
<td></td>
</tr>
<tr>
<td>$J_i(Q_i) \leftarrow D(Q_i) + \lambda R(Q_i)$.</td>
<td></td>
</tr>
<tr>
<td>If $J_{\lambda_{\min}}(Q_i^{\text{comp}}) = J_{\lambda_{\min}}(Q_i)$, use the lower rate node:</td>
<td></td>
</tr>
<tr>
<td>If $R(Q_i^{\text{comp}}) &lt; R(Q_i)$, $B_i \leftarrow 1$.</td>
<td></td>
</tr>
<tr>
<td>Otherwise, $B_i \leftarrow 0$.</td>
<td></td>
</tr>
<tr>
<td>If $J_{\lambda_{\min}}(Q_i^{\text{comp}}) &lt; J_{\lambda_{\min}}(Q_i)$, use the composite, $B_i \leftarrow 1$.</td>
<td></td>
</tr>
<tr>
<td>If $J_{\lambda_{\min}}(Q_i^{\text{comp}}) = J_{\lambda_{\min}}(Q_i)$, use node $t_i$, $B_i \leftarrow 0$.</td>
<td></td>
</tr>
<tr>
<td>If $J_{\lambda_{\min}}(Q_i^{\text{comp}}) &lt; J_{\lambda_{\min}}(Q_i)$, use node $t_i$, $B_i \leftarrow 0$.</td>
<td></td>
</tr>
<tr>
<td>If $J_{\lambda_{\min}}(Q_i^{\text{comp}}) &gt; J_{\lambda_{\min}}(Q_i)$, prepare to switch curves:</td>
<td></td>
</tr>
<tr>
<td>$\lambda(Q_i^{BB}) \leftarrow -\frac{D(Q_i) - D(Q_i^{\text{comp}})}{R(Q_i) - R(Q_i^{\text{comp}})}$.</td>
<td></td>
</tr>
<tr>
<td>If $J_{\lambda_{\min}}(Q_i^{\text{comp}}) &gt; J_{\lambda_{\min}}(Q_i)$, use node $t_i$, $B_i \leftarrow 0$.</td>
<td></td>
</tr>
<tr>
<td>If $J_{\lambda_{\min}}(Q_i^{\text{comp}}) &lt; J_{\lambda_{\min}}(Q_i)$, prepare to switch curves:</td>
<td></td>
</tr>
<tr>
<td>$\lambda(Q_i^{BB}) \leftarrow -\frac{D(Q_i) - D(Q_i^{\text{comp}})}{R(Q_i) - R(Q_i^{\text{comp}})}$.</td>
<td></td>
</tr>
<tr>
<td>(c) Update the rate and distortion of the &quot;merged&quot; node:</td>
<td></td>
</tr>
<tr>
<td>If $B_i = 1$, use the composite node,</td>
<td></td>
</tr>
<tr>
<td>$R(Q_i^{BB}) \leftarrow R(Q_i^{\text{comp}}) \text{ and } D(Q_i^{BB}) \leftarrow D(Q_i^{\text{comp}})$.</td>
<td></td>
</tr>
<tr>
<td>If $B_i = 0$, use the current node $t_i$,</td>
<td></td>
</tr>
<tr>
<td>$R(Q_i^{BB}) \leftarrow R(Q_i) \text{ and } D(Q_i^{BB}) \leftarrow D(Q_i)$.</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.4: Wavelet packet bit allocation.

**Step 1.** If $\lambda(Q_0^{\text{BB}}) = \infty$, quit. All of the TSVQ's have been pruned to their respective root nodes.

**Step 2.** Find the node with the lowest slope $\lambda_{\text{min}}$.

$\lambda_{\text{min}} \leftarrow \lambda(Q_0^{\text{BB}})$ and $t_i \leftarrow \text{min_slope_node}(t_0)$ (see Table 4.5).

**Step 3.** If $\lambda_{\text{min}} = \lambda(Q_i)$, prune the quantizer $Q_i$ associated with node $t_i$. Otherwise there will be a switch from one curve to another, and pruning isn't necessary.

**Step 4.** Update node $t_i$ and its ancestors, $\text{update}(t_i, \lambda_{\text{min}})$ (see Table 4.6).

**Step 5.** The optimal WPT codebook has rate $R(Q_0^{\text{BB}})$ and distortion $D(Q_0^{\text{BB}})$, and the corresponding best basis has been found. If $R(Q_0^{\text{BB}}) > R_{\text{target}}$ go to Step 1.

Table 4.5: Wavelet packet bit allocation subroutine min_slope_node($t_0$).

**Step 1.** Find the node with the lowest slope $\lambda_{\text{min}}$ of a WPT with root $t_0$.

$t_i \leftarrow t_0$ and $\lambda_{\text{min}} \leftarrow \lambda(Q_0^{\text{BB}})$.

**Step 2.** If $\lambda(Q_i) = \lambda_{\text{min}}$, this is the node whose TSVQ should be pruned.

Return node $t_i$.

**Step 3.** Find $t_{M_i+j}$ such that $\lambda(Q_{M_i+j}) = \lambda_{\text{min}}$.

(a) If such a child does not exist, the slope links two different rate-distortion curves. Return node $t_i$.

(b) Otherwise, $t_i \leftarrow t_{M_i+j}$. Go to Step 2.

the given node's quantizer ($J_{\lambda_{\text{min}}}(Q_i)$) is the same as the cost of encoding with the node's composite children's quantizer ($J_{\lambda_{\text{min}}}(Q_i^{\text{comp}})$), then the lower rate quantizer is selected. Otherwise, the lower cost quantizer is selected. A check is done to determine if there will be a switch between rate-distortion curves, in which case the missing $\bar{\lambda}$ is computed and stored as $\lambda(Q_i^{\text{BB}})$. The best basis decision $B_i$ reflects the selection of the lowest cost quantizer. The rate and distortion of the lowest cost (optimal) quantizer are stored in the given node as $R(Q_i^{\text{BB}})$ and $D(Q_i^{\text{BB}})$ allowing each parent node to have direct access to the optimal rate-distortion characteristics of the best basis decomposition without requiring the specific details of which basis was selected.
Table 4.6: Wavelet packet bit allocation subroutine update($t_i$, $\lambda_{\min}$).

Step 1. Update node $t_i$ and its ancestors using $\lambda_{\min}$ as the previous slope for all updated nodes.

If $t_i$ is an interior node, go to Step 2.
If $t_i$ is a leaf node:

\[ \lambda(Q_i^{BB}) \leftarrow \lambda(Q_i), B_i \leftarrow 0, \]
\[ R(Q_i^{BB}) \leftarrow R(Q_i), D(Q_i^{BB}) \leftarrow D(Q_i). \]
If $t_i = t_0$, return.
If $t_i \neq t_0$, $t_i \leftarrow \text{parent}(t_i)$, go to Step 2.

Step 2. If $t_i$ is an interior node:

(a) Find the next minimum slope:

\[ \lambda(Q_i^{BB}) \leftarrow \min(\lambda(Q_i), \lambda(Q_{M_{i+1}}^B), \ldots, \lambda(Q_{M_{i+M}}^B)). \]

(b) "Merge" the current node with its children's "composite":

Define $R(Q_i^{comp}) \leftarrow \sum_{j=1}^{M} R(Q_{M_{i+j}}^B)$,

\[ D(Q_i^{comp}) \leftarrow \sum_{j=1}^{M} D(Q_{M_{i+j}}^B), \]
\[ J_{\lambda}(Q_i^{comp}) \leftarrow D(Q_i^{comp}) + \lambda R(Q_i^{comp}), \]
\[ J_{\lambda}(Q_i) \leftarrow D(Q_i) + \lambda R(Q_i). \]

If $J_{\lambda_{\min}}(Q_i^{comp}) = J_{\lambda_{\min}}(Q_i)$, use the lower rate node.
If $R(Q_i^{comp}) < R(Q_i)$, $B_i \leftarrow 1$.
Otherwise, $B_i \leftarrow 0$.

If $J_{\lambda_{\min}}(Q_i^{comp}) < J_{\lambda_{\min}}(Q_i)$, use the composite, $B_i \leftarrow 1$.
If $J_{\lambda}(Q_i^{BB})(Q_i^{comp}) > J_{\lambda}(Q_i^{BB})(Q_i)$, prepare to switch curves:

\[ \lambda(Q_i^{BB}) \leftarrow -\frac{D(Q_i^{comp}) - D(Q_i^{BB})}{R(Q_i^{comp}) - R(Q_i^{BB})}. \]

If $J_{\lambda_{\min}}(Q_i^{comp}) > J_{\lambda_{\min}}(Q_i)$, use node $t_i$, $B_i \leftarrow 0$.
If $J_{\lambda}(Q_i^{BB})(Q_i^{comp}) < J_{\lambda}(Q_i^{BB})(Q_i)$, prepare to switch curves:

\[ \lambda(Q_i^{BB}) \leftarrow -\frac{D(Q_i^{comp}) - D(Q_i^{BB})}{R(Q_i^{comp}) - R(Q_i^{BB})}. \]

(c) Update the rate and distortion of the "merged" node:

If $B_i = 1$, use the composite node,

\[ R(Q_i^{BB}) \leftarrow R(Q_i^{comp}) \text{ and } D(Q_i^{BB}) \leftarrow D(Q_i^{comp}). \]
If $B_i = 0$, use the current node $t_i$,

\[ R(Q_i^{BB}) \leftarrow R(Q_i) \text{ and } D(Q_i^{BB}) \leftarrow D(Q_i). \]

(d) Update the ancestors of node $t_i$.

If $t_i = t_0$, return.
If $t_i \neq t_0$, $t_i \leftarrow \text{parent}(t_i)$, go to Step 2.
4.2.4 Implementation

I have implemented in C bit allocation code for wavelets using GBFOS and ROPA. I have also implemented in C bit allocation code for wavelet packets and PTVQ. The implementation of all algorithms is such that it can be used in a more general setting for other types of VQ since the inputs to each file are a list of precalculated rate-distortion characteristics for each quantizer.
Figure 4.3: (a) At each iteration of the GBFOS algorithm, the space to be examined is limited to the shaded rectangular region between the rate 0 codebook and the entire multiresolution codebook. Each * represents a possible pruned subtree where the * in the upper left hand corner is the root node and the * in the lower right hand corner is the large multiresolution codebook. (b) This demonstrates one iteration of the GBFOS bit allocation. The * in the lower right hand corner of the shaded region is the current multiresolution codebook and the other *'s are possible pruned multiresolution codebooks. The next optimal multiresolution codebooks has the least slope as indicated by the solid line. (c) At the next iteration of the GBFOS algorithm a reduced area of the space must be examined which is limited to the shaded rectangular region between the root node and the optimal multiresolution codebook of the previous GBFOS iteration. (d) The end results of GBFOS bit allocation where the optimal multiresolution codebooks are linked by the solid line.
Figure 4.4: (a) After each pruning iteration of the GBFOS algorithm, Figure 4.3, a number of multiresolution codebooks are discarded as possible solutions for bit allocation since they are suboptimal. Some of these suboptimal codebooks lie in the square shaded regions bounded by the optimal codebooks, while others lie outside of this region. (b) ROPA works by recursively pruning the codebook tree in these shaded regions, identifying the suboptimal codebooks which lie closest to the optimal rate-distortion curve.
Figure 4.5: Wavelet packet bit allocation for a one-dimensional signal decomposed to two levels of wavelet packets. Each frequency subband of the wavelet packet tree represented by node $t_i$ has an associated TSVQ $Q_i$. Bit allocation proceeds by finding each GBFOS optimal quantizer as the slope of the rate-distortion function increases and determining from that node up to the root node whether or not it is better to use the larger frequency subband or to use linear combinations of the smaller subbands. $S$ and $D$ refer to smooth and detail subbands.
Figure 4.6: WPT bit allocation simplifications. (a) A WPT with root $t_0$. (b) Composite quantizers created from leaf node quantizers. (c) Best basis quantizers created by merging composite quantizers and the parent quantizer. (d) Composite quantizer created from leaf node quantizers. (e) A best basis quantizer created by merging the composite quantizer and the root node quantizer. $Q_0^{BB}$ contains the optimal bit allocations for the entire WPT.
Figure 4.7: (a) The rate-distortion curves available to WPT node $t_i$ before merging. (b) The rate-distortion curve of the node after merging the quantizers $Q_i$ of node $t_i$ with the quantizers of the composite node $Q_i^{\text{comp}}$.

Figure 4.8: The previous and next slopes examined for WPT bit allocation where $\lambda_{\text{min}}$ is the previous slope, or the maximum slope of the slopes that are to the right of the current vertices, and $\lambda(Q_i^{\text{BB}})$ is the next slope, or minimum slope of the slopes that are to the left of the vertices.
Figure 4.9: Node merging for WPT bit allocation during initialization. A star indicates that the quantizer lies on the lower convex hull of the rate-distortion curve. During initialization, the previous minimum slope $\lambda_{\text{min}}$ is zero, and the next minimum slope of the current branch is $\lambda(Q_i^{BB})$. (a) If one quantizer has lower encoding costs for both $\lambda_{\text{min}}$ and $\lambda(Q_i^{BB})$, then it should be used: e.g. both encoding costs of $Q_i^{\text{comp}}$ are less than those of $Q_i$, the composite node should be used. (b) If the encoding costs are the same for $\lambda_{\text{min}}$, the lower rate quantizer should be used: e.g. $Q_i^{\text{comp}}$ has a lower rate, the composite node should be used. (c) If one quantizer has a lower cost for $\lambda_{\text{min}}$ while the other has a lower cost for $\lambda(Q_i^{BB})$, the higher rate quantizer should be used, and the slope of the missing link $\lambda$ should be calculated and stored so that the higher rate quantizer will be used next as it also lies on the lower convex hull: e.g. $Q_i^{\text{comp}}$ has a higher rate, the composite node should be used.
Figure 4.10: Node merging for the main WPT bit allocation algorithm. A star indicates that the quantizer lies on the lower convex hull of the rate-distortion curve. Before pruning, the minimum slope of the WPT is $\lambda_{\text{min}}$. After pruning, the minimum slope of the current branch is $\lambda(Q_{i}^{\text{BB}})$. (a) If one quantizer has lower encoding costs for both $\lambda_{\text{min}}$ and $\lambda(Q_{i}^{\text{BB}})$, then it should be used: e.g. both encoding costs of $Q_{i}^{\text{comp}}$ are less than those of $Q_{i}$, the composite node should be used. (b) If the encoding costs are the same for $\lambda_{\text{min}}$, the lower rate quantizer should used: e.g. $Q_{i}^{\text{comp}}$ has a lower rate, the composite node should be used. (c) If one quantizer has a lower cost for $\lambda_{\text{min}}$ while the other has a lower cost for $\lambda(Q_{i}^{\text{BB}})$, the higher rate quantizer should be used, and the slope of the missing link $\tilde{\lambda}$ should be calculated and stored so that the higher rate quantizer will be used next as it also lies on the lower convex hull: e.g. $Q_{i}^{\text{comp}}$ has a higher rate, the composite node should be used. (d) If $\lambda_{\text{min}}$ is a missing link slope $\tilde{\lambda}$, then $\lambda_{\text{min}}$ is less than the next slope of the $Q_{i}$ and $Q_{i}^{\text{comp}}$. Neither quantizer should be pruned, but the WPT should be updated using $\lambda_{\text{min}}$ and $\lambda(Q_{i}^{\text{BB}})$ resulting in situation (b).
Chapter 5

COMPRESSION OF USC IMAGES

In this chapter I apply the wavelet/VQ compression schemes of Section 4.2 to grayscale images from the USC database for benchmarking purposes. Wavelet/VQ compression is applied to ocean science data in Chapter 6. The coding of color images for joint progressive transmission and low bit-depth display and printing is addressed in Appendix A.

For these experiments, five images (crowd, couple, man, woman1, and woman2) are used to train the PTSVQ's, and the test image is the standard "Lenna." I have used the S+WAVELETS package from the Statistical Science Division of MathSoft Inc., as well as the WaveLab .600 library for Matlab made available by Iain Johnstone et al. at Stanford University, with my VQ code to implement the DWT/PTSVQ and WPT/PTSVQ encoders. Bit allocation for the DWT is done using the optimal bit allocation algorithms based on GBFOS and ROPA, Sections 4.2.1 and 4.2.2. Results for this are presented in Section 5.1. Bit allocation for the WPT is done using the optimal algorithm introduced in Section 4.2.3. Results for this are presented in Section 5.2. Conclusions are presented in Section 5.3.

5.1 Wavelet Bit Allocation Results for the USC Images

To illustrate the differences between subbands, the distributions of coefficients of the training data decomposed by the DWT to three levels using the S8 wavelet are shown in Figure 5.1. The fine resolution detail coefficients have very peaked distributions, especially the diagonal components, and the variance of the distribution tends to
increase as the detail spaces become coarser. The coarse approximation coefficients have a much different distribution, more closely resembling the histogram of an image. This is in agreement with studies which have found that wavelet coefficients of images tend to have distributions that are highly peaked around zero [2].

The binary TSVQ's created from the high resolution data exhibit atypical behavior. To illustrate this, greedy tree growing, GBFOS pruning, and ROPA pruning for two subbands (the third-level coarse-approximation subband $V_4$ and the first-level diagonal-content detail subband $W^3_1$) using a vector dimension of 4, are shown in Figure 5.2.

First, the TSVQ's are created using the greedy growing technique described in Section 2.4. Generally, when a greedy-grown TSVQ is created, the first split of the tree reduces the distortion the most for the given increase in rate as compared to the rest of the tree, and the second split is the second best, and so on. The expected results for greedy tree growing are found for the coarse approximation data, Figure 5.2(a), where the rate 1 (bits per vector) codebook represents a significant drop in distortion. In the case of the high-resolution detail data, Figure 5.2(b), it is seen that the first split (i.e. the 1 bit per vector codebook) is not very good. The best tree growth in this case occurs for low-probability high-distortion data, and the worst tree growth occurs for high-probability low-distortion data. The greedy growing algorithm for the high resolution data concentrates on growing large branches that have very low-probability data, rather than short, compact trees with high probability data. This behavior is unexpected for TSVQ, and indicates that the greedy growing algorithm for TSVQ's is not operating well for the given data. It may be that the distribution of the data is not well suited for binary splitting, but that ternary, or higher-order $M$-ary, TSVQ's may be able to better adapt themselves to the data.

Secondly, the greedy-grown TSVQ's are pruned using GBFOS and the same training data. GBFOS for the typical greedy-grown TSVQ of the coarse approximation data yields many quantizers on the lower convex hull, Figure 5.2(c), indicating
that the greedy-growing algorithm is well suited to the data. GBFOS for the high-resolution detail data does not find many quantizers on the lower convex hull of the rate-distortion curve, especially at very low bit rates, Figure 5.2(d). The net result is that very few optimal quantizers are created, also indicating that the trees are not being grown well. This is a problem when allocating a small number of bits (less than 1 bpp) to the image as this requires low bit-rate quantizers for all of the subbands.

Thirdly, the greedy-grown TSVQ's are pruned using ROPA. ROPA for both the typical greedy-grown TSVQ of the coarse approximation data and the high-resolution detail data yields a large number of low bit rate quantizers, Figures 5.2(e) and 5.2(f). Hence bit allocation with ROPA will provide a large number of multiresolution codebooks at all bit rates.

For example, the number of codebooks found for DWT/PTSVQ encoding using bit allocation via GBFOS is shown in Table 5.1, and the number of additional codebooks found using bit allocation via ROPA is shown in Table 5.2. When small vector dimensions are used, ROPA finds relatively few additional suboptimal codebooks. When large vector dimensions are used, ROPA finds many more additional suboptimal codebooks. This indicates that as the vector dimension increases, the greedy-grown TSVQ's no not work as well in that the trees do not have many GBFOS subtrees, and that growing is inefficient as large branches are grown that do not optimally minimize rate-distortion performance.

I now evaluate the rate-distortion performance of DWT/PTSVQ compression using optimal bit allocation. Performance results as a function of different levels of decomposition for the training data are shown in Figure 5.3 where it is seen that for a fixed PTVSQ vector dimension, it is desirable to have more levels of decomposition of the signal. However, the gain decreases so rapidly that it may not be necessary to do more than two or three levels of decomposition. To study the performance as a function of vector dimension, five different three-level DWT/PTSVQ codecs are created using different vector dimensions for the PTVSQ's where each DWT/PTSVQ
Table 5.1: Codebook densities for DWT/PTSVQ bit allocation via GBFOS where there are three levels of DWT decomposition and $R$ is the rate in bpp.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$0 &lt; R &lt; 0.25$</th>
<th>$0.25 &lt; R &lt; 0.5$</th>
<th>$0.5 &lt; R &lt; 0.75$</th>
<th>$0.75 &lt; R &lt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69</td>
<td>60</td>
<td>112</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>901</td>
<td>1668</td>
<td>677</td>
<td>418</td>
</tr>
<tr>
<td>4</td>
<td>4548</td>
<td>1904</td>
<td>1892</td>
<td>4545</td>
</tr>
<tr>
<td>8</td>
<td>3112</td>
<td>2237</td>
<td>1690</td>
<td>2555</td>
</tr>
<tr>
<td>16</td>
<td>1446</td>
<td>1239</td>
<td>1280</td>
<td>1697</td>
</tr>
</tbody>
</table>

Table 5.2: Additional codebooks found by ROPA for DWT/PTSVQ bit allocation where there are three levels of DWT decomposition and $R$ is the rate in bpp.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$0 &lt; R &lt; 0.25$</th>
<th>$0.25 &lt; R &lt; 0.5$</th>
<th>$0.5 &lt; R &lt; 0.75$</th>
<th>$0.75 &lt; R &lt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29</td>
<td>17</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>462</td>
<td>549</td>
<td>261</td>
<td>183</td>
</tr>
<tr>
<td>4</td>
<td>5166</td>
<td>2445</td>
<td>2197</td>
<td>4014</td>
</tr>
<tr>
<td>8</td>
<td>10447</td>
<td>8389</td>
<td>7338</td>
<td>467</td>
</tr>
<tr>
<td>16</td>
<td>11670</td>
<td>31092</td>
<td>154</td>
<td>20314</td>
</tr>
</tbody>
</table>
encoder has the same vector dimension for all PTSVQ's. Results are shown in Figure 5.4(a) where it is seen that it is better to use larger vector dimensions, as is predicted by rate-distortion theory.

The DWT/PTSVQ codecs created above are next used to encode the test image "Lenna." The rate-distortion performance results of the test data are shown in Figure 5.4(b). Except for scalar quantization, the rate-distortion curves tend to rise sharply at very low bit rates and then suddenly flatten, showing no improvement at higher bit rates. The higher the dimension, the earlier this flattening occurs. This flattening has to do with the unsuitability of the PTSVQ's at higher bit rates. Since I use only five training images, and do not use overlapping training vectors, I have very little training data for the small subbands. This means that as the bit rate increases, the TSVQ's become overtrained, or overadapted, to the training data. The expected improvements for encoding performance when using higher dimensions are seen only at very low bit rates where the curve has not begun to taper off. Two examples of the compressed image with a first-order entropy of 0.248 bpp (a compression ratio of 32.26:1 and PSNR of 31.62 dB) and a first-order entropy of 0.128 bpp (a compression ratio of 62.46:1 and PSNR of 28.37 dB) using scalar quantization are shown in Figure 5.5. For comparison purposes, the EZW encoding scheme with arithmetic encoding [88] yields an image having a PSNR of 30.23 dB when the compression ratio is 64:1, and a PSNR of 33.17 dB when the compression ratio is 32:1.

5.2 Wavelet Packet Bit Allocation Results for the USC Images

The rate-distortion performance for training data of WPT/PTSVQ optimal bit allocation as a function of WPT depth is shown in Figure 5.6 where it is seen that PSNR results improve with increased tree depth. This is expected as a deeper tree permits more adaptability in signal representation and compression. However, the improvements decrease as the tree depth increases which was also is seen for DWT/PTSVQ
bit allocation. To study the performance as a function of PTVSQ vector dimension, five different three-level WPT/PTSVQ encoders are created using different vector dimensions for the PTVSQ's where each WPT/PTSVQ encoder has the same vector dimension for all PTVSQ's. Results are shown in Figure 5.7 where it is seen again that it is better to use larger vector dimensions. Note that some of the curves shown start increasing rapidly at higher bit rates. This is a reflection of overtraining of the PTVSQ's due to the finite amount of training data. All of the curves exhibit this behavior although it is not shown in these graphs. In addition, the number of codebooks found for WPT/PTSVQ encoding using optimal bit allocation is shown in Table 5.3 where it is seen that WPT/PTSVQ bit allocation generally produces more codebooks that DWT/PTSVQ bit allocation using GBFOS, as expected.

The WPT/PTSVQ codecs created above are next used to encode the test image "Lenna." The rate-distortion performance results as a function of WPT depth are shown in Figure 5.8. When scalar quantization is used, the results are exactly as expected, the best gain is achieved when using more levels of decomposition. However, this is true only at very low bit rates when using larger vector dimensions. The rate-distortion curves tend to taper off very rapidly as the bit rate increases indicating mismatch between the source and the encoder. The rate-distortion performance as a function of PTVSQ vector dimension is shown in Figure 5.9. When the depth of the tree is 0 (i.e. no levels of wavelet decomposition), the results are exactly as expected: the best gain is achieved when using larger vector dimensions. However, as the WPT depth increases, this it true only at very low bit rates. The rate-distortion curves tend to taper off very rapidly as the tree-depth and vector dimension increase, again indicating mismatch between the source and encoder.

A comparison of DWT/PTSVQ and WPT/PTSVQ optimal bit allocation for three levels of decomposition as a function of vector dimension is shown in Figure 5.10(a) for various vector dimensions. WPT/PTSVQ outperforms DWT/PTSVQ for all vector dimensions tried. This is expected since the DWT is a subset of the
Table 5.3: Codebook densities for WPT/PTSVQ bit allocation using GBFOS where there are three levels of WPT decomposition and $R$ is the rate in bpp.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$0 &lt; R &lt; 0.25$</th>
<th>$0.25 &lt; R &lt; 0.5$</th>
<th>$0.5 &lt; R &lt; 0.75$</th>
<th>$0.75 &lt; R &lt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66</td>
<td>162</td>
<td>292</td>
<td>405</td>
</tr>
<tr>
<td>2</td>
<td>1122</td>
<td>2574</td>
<td>4047</td>
<td>5855</td>
</tr>
<tr>
<td>4</td>
<td>4130</td>
<td>7919</td>
<td>11589</td>
<td>16201</td>
</tr>
<tr>
<td>8</td>
<td>3472</td>
<td>6409</td>
<td>9685</td>
<td>13318</td>
</tr>
<tr>
<td>16</td>
<td>1958</td>
<td>3838</td>
<td>6825</td>
<td>8363</td>
</tr>
</tbody>
</table>

WPT, and so WPT/PTSVQ should always do at least as well as the WPT/PTSVQ. Using the same codecs for the test image “Lenna,” a comparison of DWT/PTSVQ and WPT/PTSVQ encoding schemes using three levels of decomposition is shown in Figure 5.10(b) as a function of vector dimension. Unexpectedly, the results for DWT/PTSVQ and WPT/PTSVQ are very close, and WPT/PTSVQ slightly outperforms DWT/PTSVQ at low bit rates. I believe this results from the WPT/PTSVQ scheme being overadapted to the training data at higher levels of decomposition, and less able to deal with test data. The WPT/PTSVQ bit allocation scheme almost always chooses to use the highest levels of decomposition. An example of the actual numerical bit allocations made for WPT of depth three using PTVQ’s with dimensions of four at 0.5 bpp is shown in Figure 5.11.

Three examples of the compressed image with a first-order entropy of 0.0755 bpp (a compression ratio of 105.97:1 and PSNR of 25.90 dB), a first-order entropy of 0.1253 bpp (a compression ratio of 63.84:1 and PSNR of 28.34 dB), and a first-order entropy of 0.2522 bpp (a compression ratio of 31.73:1 and PSNR of 31.76 dB) using scalar quantization are shown in Figure 5.12. For comparison purposes, the EZW encoding scheme with arithmetic encoding yields a PSNR of 27.54 dB when the compression ratio is 128:1, a PSNR of 30.23 dB when the compression ratio is 64:1, and a PSNR of 33.17 dB when the compression ratio is 32:1.
5.3 Conclusions

In this chapter I have presented results for bit allocation for DWT/PTSVQ using GBFOS and ROPA pruning methods as well as optimal bit allocation for WPT/PTSVQ based on the GBFOS pruning approach. As expected, ROPA found many more codebooks than GBFOS. For the same bit rates, WPT bit allocation generally found more codebooks too. It was shown that the greedy grown binary trees were not well suited to the detail subbands. If the greedy grown trees were initially better than those created here, ROPA bit allocation would probably not be needed. It would be worthwhile to investigate ternary TSVQ, or other types of VQ, to find an approach that is more suited to highly peaked data in terms of the density of codebooks found on the lower convex hull of the rate-distortion curve.

The results for the training data showed that WPT/PTSVQ outperformed DWT/PTSVQ, which is expected since the DWT is a subset of the WPT, and the WPT approach is inherently adaptive. It was also seen that results improved as the vector dimension and decomposition level increased. Rate-distortion theory predicts that it is better to code with larger dimensions, and more levels of decomposition permit better energy compaction and adaptation to the source by enabling more flexibility for bit allocation by the creation of multiple subband sources.

Unfortunately, the results for test data behaved as expected only at very low bit rates. I believe that this has to do with the DWT and the WPT, especially, overadapting themselves to the limited amount of training data, or equivalently, that the test image differs significantly from the training data. For example, the “crowd” image, which is a scene containing a number of people, is not similar to “Lenna,” which can charitably be considered a portrait. Also, it was seen that as vector dimension increased, the performance was better only at low bit rates. Again, I believe that this has to do with overtraining since the high dimension curves flattened out rapidly for the test data.
A comparison of my results to the EZW shows that my method lags the EZW by about 1.5 dB at most bit rates. It should be noted that my results are for the first-order entropy of the index stream, whereas the EZW results are computed using arithmetic coding of indices. It is possible that my results may be comparable to the EZW if I were also to use an arithmetic encoder. This is especially true since at very low bit rates, the improvement in SNR is greatly accelerated as the bit rate increases, and any shift of the rate-distortion curve to the left (as would result with better lossless coding) can improve reported SNR results by several dB.
Figure 5.1: The distribution of wavelet coefficients found among the S8 wavelet transformation of the five training images where (a) is the horizontal component of the first level decomposition, (b) is the vertical component of the first level decomposition, (c) is the diagonal component of the first level decomposition, and (d) is the horizontal component of the second level decomposition.
Figure 5.1: (Continued). The distribution of wavelet coefficients found among the S8 wavelet transformation of the five training images where (e) is the vertical component of the second level decomposition, (f) is the diagonal component of the second level decomposition, (g) is the horizontal component of the third level decomposition, and (h) is the vertical component of the third level decomposition.
Figure 5.1: *(Continued).* The distribution of wavelet coefficients found among the S8 wavelet transformation of the five training images where (i) is the diagonal component of the third level decomposition, and (j) is the coarsest resolution image of the third level decomposition.
Figure 5.2: Growing and pruning results for TSVQ's from different subband sources of the training data. (a) Greedy growing, (c) GBFOS pruning, and (e) ROPA pruning for the TSVQ of the (low frequency) coarsest resolution subband of the third-level decomposition $V_4$ using a vector dimension of 4. (b) Greedy growing, (d) GBFOS pruning, and (f) ROPA pruning for the TSVQ of the (high frequency) fine resolution detail subband of the first-level decomposition $W_1$ using a vector dimension of 4.
Figure 5.3: DWT/PTSVQ bit allocation results as a function of DWT depth for the training data. PSNR versus rate for the training data using different DWT depths ranging from 0 to 3. The same vector dimension is used for all subband PTVSQ's: (a) 1 (scalar quantization), (b) 2, (c) 4, (d) 8, and (e) 16 coefficients per vector.
Figure 5.4: DWT/PTSVQ bit allocation and test results as a function of PTSVQ vector dimension using a three-level DWT decomposition. (a) PSNR versus rate for the training data where the PTSVQ vector dimensions are 1, 2, 4, 8, and 16 coefficients per vector and all PTSVQ's have the same vector dimension. (b) PSNR versus entropy for the test image “Lenna” where the vector dimensions are 1, 2, 4, 8, and 16 coefficients per vector and all PTSVQ's have the same vector dimension.

Figure 5.5: DWT/PTSVQ compression on the test image “Lenna.” (a) Scalar quantization with a first-order entropy of (a) 0.1281 bpp (a compression ratio of 62.46:1) and a PSNR of 28.37 dB, and with a first-order entropy of (b) 0.2480 bpp (a compression ratio of 32.26:1) and a PSNR of 31.62 dB.
Figure 5.6: PSNR versus rate for WPT/PTSVQ bit allocation as a function of WPT depth ranging from 0 to 3 for the training data. The same vector dimension is used for all subband PTSVQ's: (a) 1 (scalar quantization), (b) 2, (c) 4, (d) 8, and (e) 16 coefficients per vector.
Figure 5.7: WPT/PTSVQ bit allocation results as a function of vector dimension. PSNR versus rate for training data using (a) depth-0, (b) depth-1, (c) depth-2, and (d) depth-3 WPT's with varying PTVQ vector dimensions of 1, 2, 4, 8, and 16 coefficients per vector where all PTVQ's in the WPT have the same vector dimension.
Figure 5.8: WPT/PTSVQ test image results as a function of WPT depth. PSNR versus entropy for the test image "Lenna" using different WPT depths ranging from 0 to 3. The same vector dimension is used for all subband PTSVQ's: (a) 1 (scalar quantization), (b) 2, (c) 4, (d) 8, and (e) 16 coefficients per vector.
Figure 5.9: WPT/PTSVQ test image results as a function of vector dimension. PSNR versus entropy for the test image "Lenna" encoded using (a) depth-0, (b) depth-1, (c) depth-2, and (d) depth-3 WPT's with varying vector dimensions of 1, 2, 4, 8, and 16 coefficients per vector where all PTSVQ's in the WPT have the same vector dimension.
Figure 5.10: A comparison of DWT/PTSVQ and WPT/PTSVQ bit allocation using three levels of decomposition. (a) PSNR versus rate for training data. Note that WPT/PTSVQ outperforms DWT/PTSVQ for the same vector dimensions (1, 2, 4, 8, 16 from the bottom of the graph to the top) as expected since the DWT is a subset of the WPT. (b) PSNR versus entropy for the test image “Lenna.” Note that WPT/PTSVQ outperform DWT/PTSVQ only at low bit rates.
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Figure 5.11: (a) For each subband decomposition, the resulting subbands are arranged so that the upper left-hand corner contains the horizontal detail, the upper right-hand corner contains the diagonal detail, the lower right-hand corner contains the vertical detail, and the lower left-hand corner contains the coarse approximation. (b) The numerical bit allocations (rate, bits per vector) made for a WPT of depth three and a vector dimension of four at a design rate of 0.5 bpp.

![Diagram showing subband arrangement and bit allocations](image)
Figure 5.12: WPT/PTSVQ compression on the test image “Lenna.” Scalar quantization with a first-order entropy of (a) 0.0755 bpp (a compression ratio of 105.97:1) and a PSNR of 25.90 dB, with a first-order entropy of (b) 0.1253 bpp (a compression ratio of 63.84:1) and a PSNR of 28.34 dB, and with a first-order entropy of (c) 0.2522 bpp (a compression ratio of 31.73:1) and a PSNR of 31.76 dB.
Chapter 6

COMPRESSION OF ACOUSTIC DATA

Fast retrieval, previewing, and browsing of large volumes of data in remotely located underwater sensors is an important problem that must be addressed as the amount of data to be stored and transmitted grows rapidly. One example is of remotely collected data from underwater monitors such as the University of Washington's Benthic Acoustic Measurement System. This is an autonomous sonar platform placed on the ocean floor which can operate for several months. Data are transmitted by an RS232 cable temporarily connected by a diver to a nearby ship [35]. Other examples are remotely operated vehicles such as the Massachusetts Institute of Technology's Odyssey II which uses a two-way acoustic modem and can operate, under certain conditions, for up to 40 hours [10].

The data collected by remote sensors are typically very large in quantity. Unfortunately, underwater transmission channels usually have very limited bandwidths, especially acoustic modems which typically operate at very low baud rates. Sending a 10 MByte file of data over the most recently engineered acoustic modems [89], which operate at best at 40 kbaud, would take 35 minutes. Quick look, previewing, and browsing capabilities as well as easy access to the data are vital operations needed to evaluate the relevancy and the quality of the data, both for scientific and operational purposes. Sending all of the data, although optimal, is clearly not practical. However, the large reduction in time needed to transmit data is an important potential gain that warrants a serious study of the feasibility of lossy compression of underwater acoustic data.

In this chapter, I use high frequency (300 kHz) acoustic scattering data from the
Benthic Acoustic Measurement System (BAMS) to study the effects of lossy compression. BAMS, which takes sea-bed scattering measurements in shallow water, was built for the Sediment TRansport Events on Shelves and Slopes (STRESS) project to monitor sediment movement caused by storms. The research goals of BAMS have expanded to cover a broad range of scientific research and applications including benthic ecology studies, ocean floor activity monitoring, detection and classification of mine-like objects, ocean temperature studies, and modeling of the physics of acoustic scattering, [35, 57, 58, 92].

Using six scans of the BAMS data, all containing mine-like objects, I examine the results of several compression schemes including PTVSQ and wavelets/PTSVQ and evaluate the effects of compression on the output of two scientific applications. The use of complex wavelets, wavelet packets, and other wavelets filters was examined in [19] and showed no improvement, in terms of energy compaction, over the DWT. Hence only wavelets/PTSVQ are used in this chapter. The first scientific application is previewing and target detection computed from the power of the pressure field backscatter measurements. The second application is ocean floor temperature measurements computed from changes in the correlation of the pressure field over time. The three goals for these experiments are: to allow quick and easy previewing of the data (so the data could be transmitted over an acoustic modem); to preserve data analysis as accurately as possible; and to preserve targets for accurate detection at high compression ratios.

In Section 6.1 descriptions of BAMS and the experimental data are presented. Properties of the data are discussed in Section 6.2. Descriptions of the two scientific analyses are in Section 6.3. The proposed compression experiments and their evaluation are presented in Section 6.4. Experimental results are presented in Section 6.5. Conclusions are presented in Section 6.6.
6.1 The Benthic Acoustic Measurement System and Data

The Benthic Acoustic Measurement System [58] is an autonomous sonar platform that is mounted on the ocean floor. It has two sonars: the first operates at 40 kHz, and the second, newer, sonar operates at 300 kHz. BAMS has on-board storage capacity of approximately 120 MByte for the 40 kHz sonar, and 2000 MByte for the 300 kHz sonar. Data are retrieved by a temporary connection of an RS232 cable from a nearby ship by a diver.

For my experiments the output of the 300 kHz sonar which scans a circular section of radius 50 to 75 meters is used. It is comprised of 360 transmissions, or pings, separated by a 1° rotation of the transmitter and receiver. The complex baseband sonar signal is the result of a large amount of digital signal processing (including filtering and decimation) done to the output of a 12-bit A/D converter operating at a frequency below the Nyquist frequency.

The BAMS data used here are part of the U. S. Office of Naval Research’s ORCAS experiment that was conducted off of Orcas Island, Washington over a two month period to monitor benthic activity and detect mine-like objects [58]. Six scans are used for these experiments, each containing mine-like objects. They were taken over a 48 hour period (July 29 to July 31, 1995) with spacings of 5 to 12 hours between each set of measurements.

Of the data examined, each ping contains 2401 complex numbers. When the data are analyzed, the first 240 complex values of each ping are discarded since they result from either sampling done before the transmitter is turned on or because the echo is at first too loud when the transmitter is first turned on. The next 1359 values are used in the analyses and represent the first 50 meters of the circular section; however, the first 119 values of these are ignored since there has not yet been enough time for the echo to return from the ocean floor. Any remaining data samples beyond this point (i. e. the last 25 meters) are not considered since noise from the ocean
surface interferes too much with the signal for there to be any data of good quality. Following the convention of using data with a sample size that is a power of two, the first 240+112 values are skipped and the next 2048 values of each ping are considered for this work.

Each scan, stored in an ascii file, is about 23.44 MByte in size but compresses losslessly to about 6.5 MByte using the Unix compress utility. The ascii file format is as follows. First there is a two line header to indicate the scan number. Then there are 360 sets of complex data, one for each ping, with the following information: eight lines of header information including ping number, date, time, Xdcr position, and Inclinometer, followed by 2401 lines of complex data from two slightly offset channels, Channel 0 and 1, which comprise the receiver. Next there are 5 lines of information from a third channel, Channel 2, which is the transmitter monitor, followed by 91 lines of complex data for Channel 2. Finally there are three blank lines, leading to a total of 2508 lines per ping. Of all of the data, only the data from Channel 0 are used although either channel or a linear combination of the two channels (which is used to adjust the directionality of the vertical angle) could be used. The data from Channel 2 are used for matched filtering which denoises the ping data and improves the resolution of the data by 20, that is for every current data sample, there would be 20 reconstructed data samples along the ping. The matched filtering code had not yet been written at the time of these experiments.

6.2 Properties of the BAM5 Data

As stated previously, six scans are used for these experiments, each containing mine-like objects. Each scan contains 360 pings of 2048 complex samples, given in complex Cartesian coordinates \((X,Y)\), from Channel 0. The first four scans \((1, 2, 3, \text{and} \ 4)\) are used as training data to create the VQ’s by sampling every fourth ping where the \(i\)th ping of the training data is the \(i\)th ping of scan \(j\) where \(j = i \mod 4 + 1\), and
Table 6.1: Acoustic data range, and rate and entropy calculations.

<table>
<thead>
<tr>
<th></th>
<th>Training Data</th>
<th>Scan 5</th>
<th>Scan 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum Value (Real)</td>
<td>-97.70</td>
<td>-78.50</td>
<td>-94.40</td>
</tr>
<tr>
<td>Minimum Value (Imaginary)</td>
<td>-77.19</td>
<td>-76.47</td>
<td>-96.03</td>
</tr>
<tr>
<td>Maximum Value (Real)</td>
<td>77.06</td>
<td>86.03</td>
<td>118.24</td>
</tr>
<tr>
<td>Maximum Value (Imaginary)</td>
<td>90.10</td>
<td>87.93</td>
<td>103.99</td>
</tr>
<tr>
<td>Rate per Complex Number</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Entropy per Complex Number</td>
<td>17.36</td>
<td>17.77</td>
<td>17.27</td>
</tr>
</tbody>
</table>

\[i = 1, \ldots, 360.\] The remaining two scans (5 and 6) are reserved for testing. Both test sets contain five targets: two spheres, two cylinders, and a "reference target," which are shown in Figure 6.1.

The range of the data and the associated rate and first order entropy are shown in Table 6.1. The values of the training and test data range from \(-97.70\) to \(+118.24\). Since all values are accurate to the second decimal place, approximately

\[
\lceil \log_2(21594) \rceil = \lceil 14.4 \rceil = 15.0
\]

bits are required for each value, or 30.0 bits are required to represent each complex number. The first order entropies for scans 5 and 6 are 17.77 and 17.27 bits per complex number respectively. Thus compression ratios (CR's) of approximately 1.62:1 and 1.67:1 respectively could be achieved by a simple lossless compression algorithm.

The real and imaginary components of the data are considered to be independent and identically distributed zero-mean Gaussian data. When working in the polar domain, the magnitude and phase components are assumed to be statistically independent where the magnitude is Rayleigh distributed and the phase is uniformly distributed [56]. The mean values and standard deviations of the data (in complex form \((X, Y)\) and as power and phase \((P, \phi)\)) are shown in Table 6.2. For further illustration purposes, two pings of scan 5 are examined in detail: ping 42, shown in Figure 6.2, does not contain a target; while ping 84, shown in Figure 6.3, contains a
Table 6.2: Mean and standard deviation of the acoustic data.

<table>
<thead>
<tr>
<th></th>
<th>Mean ((X,Y))</th>
<th>Std. Dev. ((X,Y))</th>
<th>Mean ((P,\phi))</th>
<th>Std. Dev. ((P,\phi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Data</td>
<td>(-0.001, -0.005)</td>
<td>(3.27, 3.28)</td>
<td>(-6.037, 0.087)</td>
<td>(17.58, 1.81)</td>
</tr>
<tr>
<td>Scan 5</td>
<td>(0.015, -0.007)</td>
<td>(3.44, 3.43)</td>
<td>(-4.401, 0.067)</td>
<td>(16.32, 1.82)</td>
</tr>
<tr>
<td>Scan 6</td>
<td>(-0.017, -0.008)</td>
<td>(3.38, 3.37)</td>
<td>(-6.498, 0.089)</td>
<td>(18.18, 1.81)</td>
</tr>
<tr>
<td>Ping 42</td>
<td>(-0.140, 0.152)</td>
<td>(2.87, 3.24)</td>
<td>(-5.051, 0.111)</td>
<td>(17.43, 1.82)</td>
</tr>
<tr>
<td>Ping 84</td>
<td>(0.246, 0.147)</td>
<td>(7.15, 7.47)</td>
<td>(-3.296, -0.012)</td>
<td>(17.02, 1.83)</td>
</tr>
</tbody>
</table>

portion of the reference target. Note that the mean and standard deviation of ping 84 differ significantly from those of the entire scan since it contains a target. In general, pings containing portions of targets will differ statistically from the majority of pings which do not contain targets. This in turn will cause more difficulty in the coding or compressing of pings containing targets due to statistical mismatch between the data and the codebooks.

6.3 Scientific Objectives of the BAMS Data

The first scientific application examined is target detection [58]. Targets are detected by visual inspection of backscatter plots which are computed from the power of the pressure field. The power of the complex data \(X+iY\) is computed in polar coordinates as magnitude \(M = \sqrt{X^2 + Y^2}\) and power \(P = 20 \log_{10} M\). The scattering plots are computed over all 360 pings. Each ping is independently processed and divided into 40 non-overlapping regions (pixels) which cover a radial distance of one meter by an arc length of 1°. The output image has 360 \(\times\) 40 pixels, and the annular region of the scattering plot ranges from 10 to 50 meters from the transmitter/receiver.

Specifically, let \(R = 1, \ldots, 360\) be the range of pings, and let \(N = 1, \ldots, 2048\) be the range of samples. The complex samples are defined to be \(X(r, n) + iY(r, n), r \in R, n \in N\), and the range (in meters) of the bins, or processed pixels, is defined as
$B = 1, \ldots, 50$. The function $\Gamma : N \rightarrow B$ maps each time sample $n$ to a spatial bin $b$ based on the distance of the sample to the base of the sonar. This distance, $r_{\text{floor}}$, is computed as

$$r_{\text{floor}} = \sqrt{r_{\text{sonar}}^2 - h_{\text{sonar}}^2}$$

where $r_{\text{sonar}}$ is the distance from the sonar to the ocean floor, and $h_{\text{sonar}}$ is the height of the sonar (5.16 m). The distance from the sonar to the ocean floor is calculated as

$$r_{\text{sonar}} = \frac{c}{2} \left( t_0 - t_{\text{trz}} - \frac{\tau}{2} + \frac{(n - 1)}{f_{\text{samp}}} \right)$$

where $c$ is the speed of sound (1490.2 m/s), $t_0$ is the time of the first sample (0.002 s), $t_{\text{trz}}$ is the time of transmission (0 s), $\tau$ is the pulse length (0.002 s), $n$ is the sample number, and $f_{\text{samp}}$ is the sampling rate (20 kHz).

The backscatter pressure strengths are computed as:

$$P(r, b) = 10 \log_{10} \left( \sum_{n=n_b}^{n_{b+1} - 1} \frac{X^2(r, n) + Y^2(r, n)}{A_1(n_{b+1} - n_b)} + A_2 \right) - A_3(b) + A_4(b) - A_5$$

for $r \in R$ and $b \in B$ where $n_b$ is the sample in bin $b$ closest to the sonar, $(n_{b+1} - n_b)$ is the number of samples in bin $b$, $A_1$ and $A_2$ are constants used for calibration, $A_3(b)$ is an adjustment based on the angle of the sensor to the center of pixel $b$, $A_4(b)$ is an adjustment based on the radius to the center of pixel $b$, and $A_5$ is a constant which makes adjustments for instrument and ocean conditions.

The second scientific application examined is that of ocean floor temperature measurements [57] which are computed from the magnitude of correlation measurements which are in turn computed after the phase of two temporally adjacent scans is perturbed. The basic idea is that the speed of sound changes as the ocean temperature changes, and that this results in a change in detected phase. The phase perturbation which yields the largest magnitude of the correlation coefficient, $\rho$, is considered to be the actual phase change. From this phase change, the sound speed change and temperature change are computed. The sound speed changes, correlation magnitude
values, and temperature changes each make an image of the ocean floor. The phase \( \phi \) of the complex data \( X + iY \), is computed in polar coordinates where \( \phi = \arctan \frac{Y}{X} \). The correlation computations depend on both the magnitude and phase of the complex data, and the correlation magnitude coefficients are normalized by the power of the two scans so that \( 0 \leq \rho \leq 1 \). The correlation coefficients and sound speed changes are computed over all 360 pings of two temporally adjacent scans. Each ping is divided into 50 non-overlapping regions, or pixels, where each pixel covers a radial distance of 1 meter by an arc length of 1°. The output image has 360 × 50 pixels, and the range of the image is 0 to 50 meters from the transmitter/receiver.

Given the speed of sound, \( c \), in m/s, and two temporally adjacent scans \( (X_i, Y_i) \), \( i = 1, 2 \), the temperature algorithm works by finding the sound speed change \( \Delta c \) (which is expressed as phase perturbations \( \varepsilon(\Delta c, n) \)) that maximizes the magnitude of the correlation coefficient \( \rho \):

\[
\Delta c(r, b) = \arg \max_{\Delta c} \rho(r, b, \Delta c)
\]

for \( r \in R \) and \( b \in B \). The magnitude of the correlation coefficient \( \rho \) is computed as

\[
\rho(r, b, \Delta c) = \frac{||(X_1, Y_1)(\hat{X}_2, \hat{Y}_2) ||_{(r,n)}}{|| (X_1, Y_1) ||_{(r,n)} || (\hat{X}_2, \hat{Y}_2) ||_{(r,n)}}
\]

\[
= \left( \frac{\left( \sum_{n=b}^{n_b+1} X_1(r, n) \hat{X}_2(r, n) + Y_1(r, n) \hat{Y}_2(r, n) \right)^2}{\left( \sum_{n=b}^{n_b+1} X_1^2(r, n) + Y_1^2(r, n) \right) \left( \sum_{n=b}^{n_b+1} \hat{X}_2^2(r, n) + \hat{Y}_2^2(r, n) \right)} + \frac{\left( \sum_{n=b}^{n_b+1} X_1(r, n) \hat{Y}_2(r, n) - \hat{X}_2(r, n) Y_1(r, n) \right)^2}{\left( \sum_{n=b}^{n_b+1} X_1^2(r, n) + Y_1^2(r, n) \right) \left( \sum_{n=b}^{n_b+1} \hat{X}_2^2(r, n) + \hat{Y}_2^2(r, n) \right)} \right)^{1/2}
\]

where \( \hat{X}_2(r, n) = X_2(r, n) \cos \varepsilon(\Delta c, n) - Y_2(r, n) \sin \varepsilon(\Delta c, n) \) and \( \hat{Y}_2(r, n) = X_2(r, n) \sin \varepsilon(\Delta c, n) + Y_2(r, n) \cos \varepsilon(\Delta c, n) \).
The phase change $\varepsilon(\Delta c, n)$ in a given pixel $b$ is related to sound speed by

$$
\varepsilon(\Delta c, n) = (n + 1 - n_b) \ast \frac{2\pi f \Delta c}{f_{samp} c},
$$

where $f = 300$ kHz, $f_{samp} = 20$ kHz, and $c = 1490.2$ m/s. Note that the phase difference for each time sample $n$ increases linearly with time, but nonlinearly with distance, from the near edge of its pixel. For the first pass of the algorithm, $\Delta c$ ranges from -2 to 2 in steps of 0.1, which corresponds to a range of sound speed changes of $\pm 3$ m/s [53]. For the second pass of the algorithm, the value of $\Delta c$ is locally refined to be precise to the hundredth place. Ocean temperature is related to sound speed by the sound speed equation [25, 71] which can be approximated by the following nine term equation:

$$
c = 1448.96 + 4.591T - 5.304 \times 10^{-2}T^2 + 2.374 \times 10^{-4}T^3 \\
+ 1.340(S - 35) + 1.630 \times 10^{-2}D + 1.675 \times 10^{-7}D^2 \\
- 1.025 \times 10^{-2}T(S - 35) - 7.139 \times 10^{-13}TD^3,
$$

where $T$ is the temperature ($^\circ$ Celsius), $S$ is the salinity (parts per thousand), and $D$ is the depth (m). A plot of this nine-term sound speed equation is shown in Figure 6.4 where the depth is 20 meters and the salinity is 30.5 parts per thousand, reflecting the local conditions found for the ORCAS experiments. The area of interest is for temperatures of approximately $11.5^\circ$ Celsius.

Note that for quick look viewing purposes, it would be very convenient if the scattering, correlation, and sound speed data could be computed and sent since they are so much smaller (each image is no larger than 18 kByte) than the original data size. However, previewing and browsing applications should also include the ability to "zoom" into areas of interest. Compression of the entire scan will enable the user to zoom into areas of interest.
6.4 Evaluation of the Effects of Acoustic Data Compression

Since I propose to apply lossy compression techniques to acoustic data, it must be ensured that these techniques produce compressed data with high visual quality and more importantly, give accurate results when analyzed. Similar work has been done in [51] where side scan sonar images are compressed using wavelet packets and a compression method following [33], where only the $N$ largest coefficients (which are scalar quantized) and their positions are preserved. They report recognizable images with compression ratios of up to 108:1. Visual inspection and PSNR are used to measure image quality. In [62], sonar images are compressed using a one-dimensional discrete cosine transform (DCT) performed on small blocks of the data followed by filtering and vector quantization of the coefficients. The impact of compression is evaluated by examining the deflection index of synthetic data. A block-DCT transform has also been adopted in [95] for compression of sonar images from autonomous underwater vehicles to be sent over an acoustic modem. The authors report that line detection is not negatively affected for compression ratios of up to 110:1. A foreground/background approach to sonar image coding is taken in [84] where the foreground image is coded at a high bit rate using a block DCT-like scheme, and the background image is coded by retaining only its local statistics. Compression quality evaluation is done by visual examination of a test image, and quantitatively by the cross ambiguity measure which is the squared magnitude of the cross correlation between the original and compressed data. The authors report that their images are well preserved for compression ratios of up to 25:1. Unfortunately, it is difficult to extend the conclusions of previous work to my experiments as several papers report only the compression algorithm built into the hardware, e. g. [95], or the reported attempts to evaluate the effects of compression are done on such different data that the results do not generalize.

For my experiments I use the MSE as the distortion measure to be minimized in
the design of the vector quantizers and during bit allocation due to its tractability. I evaluate signal noise using the SNR since the data come from a known, stationary source. Since the data are to be computationally analyzed, SNR measurements are unfortunately not a good means to determine acceptability of compression since it is not known how the data will be used in the future. The use of metrics fails in that the uses or applications for which the data will be used are not considered. I am interested in evaluating the compression of acoustic data by evaluating the results of scientific analysis using lossily compressed data. For these compression experiments, I will use MSE and SNR calculations, visual inspection of scattering plots, and measurements of the distortion introduced into sound speed measurements to evaluate the compressed data.

Specifically, I will determine which scattering plots for scan 5 show no visible changes due to compression, as well as those in which the five targets can be identified although the plots are severely degraded due to high compression. This evaluation will be done by visual examination using the 8 bit color palette used by Jackson et al. [54], as well as a grayscale palette to view the targets. Image processing techniques, such as histogram equalization, are not used to enhance the backscatter plots, although one would expect that the application of adaptive image processing procedures to the scatter plots would aid target detection, and that the compression ratios reported would improve with the application of these image processing techniques.

Change in the correlation and sound speed plots will be evaluated by comparing the mean absolute difference in value to tolerances defined by [55]. For the correlation measurements, less change will be permissible where high correlation values are expected, and more change will be allowed where low correlation values are expected. Following these guidelines, the original correlation plot is divided into six regions (A through F) based on each correlation value $\rho$. The tolerances allowed for mean absolute difference in each region are shown in Table 6.3 where there are two sets of tolerances, one for viewing the data, and one that would permit further scientific
Table 6.3: Error tolerances for the mean absolute difference in correlation computations.

<table>
<thead>
<tr>
<th>Region</th>
<th>Correlation values</th>
<th>Viewing Tolerance</th>
<th>Scientific Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.95 ≤ ρ ≤ 1</td>
<td>±0.01</td>
<td>±0.005</td>
</tr>
<tr>
<td>B</td>
<td>0.90 ≤ ρ ≤ 0.95</td>
<td>±0.02</td>
<td>±0.01</td>
</tr>
<tr>
<td>C</td>
<td>0.80 ≤ ρ ≤ 0.90</td>
<td>±0.03</td>
<td>±0.015</td>
</tr>
<tr>
<td>D</td>
<td>0.60 ≤ ρ ≤ 0.80</td>
<td>±0.05</td>
<td>±0.025</td>
</tr>
<tr>
<td>E</td>
<td>0.40 &lt; ρ ≤ 0.60</td>
<td>±0.1</td>
<td>±0.05</td>
</tr>
<tr>
<td>F</td>
<td>0 ≤ ρ ≤ 0.40</td>
<td>±0.2</td>
<td>±0.1</td>
</tr>
</tbody>
</table>

use (i.e., temperature calculations). For the sound speed measurements, a tolerance level of 0.2 m/s will be considered acceptable as this corresponds to the errors found in the original application of the temperature algorithm [56].

6.4.1 Experiment 1: Compression of Complex Acoustic Data

For the first set of experiments I compress the raw, complex acoustic data using three methods. The first approach, simple averaging, is a "blind" approach to data compression. I assume that the data are oversampled, so that I can average N consecutive samples to reduce the size of the scan by N. I do this to show that data compression must be approached in an intelligent manner.

As stated previously, it is desired that the MSE be minimized during quantization. Since the real and imaginary parts of the data are statistically independent, the MMSE quantizer requires the minimization of:

\[ E[((X, Y) - (\hat{X}, \hat{Y}))^2] = E[(X - \hat{X})^2] + E[(Y - \hat{Y})^2]. \]

The MSE is minimized when the codeword is chosen to be the centroid of each Voronoi region, i.e., \( (\hat{X}, \hat{Y}) = (E[X], E[Y]) \). The data can be quantized as real vectors using the VQ algorithms described in Chapters 2 and 4. Thus the second approach is to apply PTSVQ directly to the complex data where the vector dimension is two, and
each vector \((X, Y)\) represents a complex number \(X + iY\).

The third approach is to apply P.TSVQ to the complex data after transformation with the DWT. The real and imaginary components of each ping of the data are independently decomposed by the DWT to seven subbands using the orthonormal basis \("S8\."\) Again, the components are independent and may be processed separately. The use of complex wavelets, wavelet packets, and other wavelets filters was examined in [19] and showed no improvement, in terms of energy compaction, over this decomposition. Hence only wavelets/PTSVQ are used for the BAMS data. Seven two-dimensional P.TSVQ's, one for each subband, are used to encode the data where each vector represents the corresponding wavelet coefficients from the real and imaginary components of the transformed ping. Each P.TSVQ used is created from the process of pruning the larger TSVQ's during bit allocation by GFBOS, as described in Section 4.2.1. The overall compression method to encode one scan consists of transforming the scan's 360 complex pings by the DWT to seven subbands each. The seven P.TSVQ's are then applied to each of the seven subbands of each of the 360 pings.

6.4.2 Experiment 2: Compression of Polar Acoustic Data

For the second set of experiments I consider the scientific analysis performed with the data in this approach to data compression. Since the first analysis is the creation of a scattering plot which is obtained from the power of the pressure field, and the second analysis is the creation of correlation and sound speed plots which are obtained from correlating the phase components of two scans, I convert the data from the complex Cartesian domain to the polar domain, magnitude and phase

\[
(M, \phi) = (\sqrt{X^2 + Y^2}, \arctan \frac{Y}{X}) = M \exp(i\phi),
\]

and power and phase

\[
(P, \Phi) = 20 \log_{10}(M \exp(i\phi)) = 20 \log_{10} M + i\phi 20 \log_{10}(\exp)
\]
\[ = (20 \log_{10} M, \phi 20 \log_{10}(\exp)). \]

By converting the data to its magnitude, power and phase components, compression can be optimized to preserve the power and phase of the data which should lead to more accurate scattering plots and perhaps temperature measurements. To see how the compression of the magnitude and power components affects the scattering plots, I have compressed just the magnitude component \( M \) and the power component \( P \) using PTSVQ and wavelets/PTSVQ. Experimentally, I found that backscatter results are poorer when compressing the magnitude \( M \) of the data. Since the scattering plots are computed from the power of the data, it is not surprising that it is better to compress the power of the data. Therefore, I present results for the compression of the data in the polar domain with the power and phase components, \((P, \Phi)\), since compression using this data representation promises high compression ratios.

Again, it is desired that the MSE be minimized during quantization. When working in the polar domain and the magnitude and phase parts of the data are statistically independent, it turns out that the MMSE quantizer requires biased conditional mean estimators to minimize

\[ E[((M, \phi) - (\hat{M}, \hat{\phi}))^2] = E[M^2] + E[\hat{M}^2] - 2E[\cos(\phi - \hat{\phi})]E[M\hat{M}], \]

where the choice of the magnitude \( \hat{M} \) is dependent on the choice of phase \( \hat{\phi} \). An MMSE polar coordinate quantizer with a biased estimator for scalar quantization is presented in [94]. However, as I am quantizing \((P, \Phi)\), it happens that one must minimize

\[ E[((P, \Phi) - (\hat{P}, \hat{\Phi}))^2] = E[(P - \hat{P})^2] + E[(\Phi - \hat{\Phi})^2]. \]

The MSE is minimized when the codeword is chosen to be the centroid of each Voronoi region: \((\hat{P}, \hat{\Phi}) = (E[P], E[\Phi])\). Thus, the data can be quantized as real vectors using, without modification, the VQ algorithms described in Chapter 2. For the remainder of this chapter, I refer to \((P, \Phi)\) as the polar domain.
I examine two methods to compress the data in the polar domain. The first approach is to apply PTVSQ directly to the data where the vector dimension is two, and each vector \((P, \Phi)\) represents the power and phase of the complex number \(X + iY\). The second approach is to apply PTVSQ to the power and phase data after transformation with the DWT. The power and phase components of each ping of the data are independently decomposed by the DWT to seven subbands using the orthonormal basis "S8." Seven two-dimensional PTVSQ's, one for each subband, are used to encode the data where each vector represents the corresponding wavelet coefficients from the power and phase components of the transformed ping. Each PTVSQ used is created from the process of pruning larger TSVQ's during bit allocation by GBFOS. The overall compression method to encode one scan consists of transforming the scan's 360 pings of power and phase data by the DWT to seven subbands each. The seven PTVSQ's are then applied to each of the seven subbands of each of the 360 pings.

6.5 Results and Discussion

6.5.1 Effects of Compression on the Raw Data

I first examine the effects of compression in complex Cartesian coordinates over the entire scan. SNR versus entropy results for simple averaging, PTVSQ, and wavelets/PTVQ for scan 5 is shown in Figure 6.5(a). Wavelets/PTVQ clearly gives the best results for compression at low bit rates. The SNR tapers off at 5 bits, and is approximately 8 dB less than that of pure PTVQ at high bit rates. This is due to the smaller set of training data available to design each TSVQ. It does not necessarily mean that the data compressed at higher rates using wavelets/PTVQ are worse than the data compressed at the same rates using PTVQ only. What is important is the rapid rise in SNR at very low bit rates. The simple averaging method shows very poor results overall as it degrades quite rapidly.
I next examine the effects of compression in the polar domain \((P, \Phi)\). SNR versus entropy in the polar domain is shown in Figure 6.5(b) for wavelets/PTSVQ and PTSVQ. While results for PTSVQ show a rapid and steady rise in SNR for all rates, wavelets/PTSVQ shows an improvement in SNR over PTSVQ below 9 bits. The same SNR plots, when computed in the complex Cartesian domain, Figure 6.5(c), show severe degradation in SNR below 4 bits per complex value for wavelets/PTSVQ and 6 bits for PTSVQ, and seen in this light does not outperform the previous methods examined at low bit rates except for the simple averaging approach.

6.5.2 Effects of Compression on an Individual Ping

I next examine the effects of compression on individual pings of data, specifically pings 42 and 84. While it is expected that the mean of the compressed data will differ insignificantly from the mean of the original data, it is also expected that the standard deviation of the compressed data will be less than that of the original data. In general, the more a signal varies statistically from the training data signal, the more difficult it is to code; this should be reflected in the coding results for ping 84 since it contains a target. I will first examine the change in standard deviation due to compression. Then, I will discuss the effects of each compression experiment on the real, imaginary, power, and phase components of the ping plus the target present in ping 84.

The errors of the standard deviation versus entropy for pings 42 and 84 are shown in Figures 6.6 and 6.7, respectively. As expected, the simple averaging method performs the worst of all the methods; the standard deviation has a very large error (above 10 percent) for all entropies below 10 bits. For ping 42, the standard deviation has low mean errors (within 10 percent) for both PTSVQ and wavelets/PTSVQ in the complex Cartesian domain for entropies above 1.5 bits. In the polar domain, results are similar to the results in the complex Cartesian domain except that the curves do not drop as fast. Low errors (below 10 percent) are found for entropies
above 2.0 bits for wavelets/PTSVQ and above 3.0 bits for PTVSQ. When ping 84 is coded, PTVSQ in both coordinate domains behaves similarly as when ping 42 is coded. The main difference is found when wavelets/PTSVQ is used to code ping 84 in the complex Cartesian domain, where the average error never drops below 9 percent although the error drops to that value by 2.0 bits. In the polar domain, the error is less than 10 percent by 2.0 bits, and it eventually settles to 1.5 percent at 8.0 bits. These larger error values are indicative of the difficulty in coding a ping with a target in it.

I next describe the effects of compression on ping 84 as the compression ratio increases. The quick decay seen in the standard deviation made by simple averaging is seen by a rapid decrease in magnitude throughout the entire data set and is already evident in Figure 6.8 which results from averaging 4 data samples at a time. In addition, one can see that noise is introduced into the reference target, as identified by the power spectrum in Figure 6.8(b), which will affect target detection. Due to the averaging, the high frequency components of the data are lost throughout the entire ping. Averaging of the data will directly affect the quality of the scattering and temperature measurements because there is less variation in the compressed data as well. There will also be more difficulty in target detection due to the loss of resolution.

In general, PTVSQ in the complex Cartesian domain tends to preserve data with large magnitudes and to set data with small magnitudes to a limited number of values. As the bit rate decreases, fewer bits are used for the high probability, low magnitude data which results in very poor coding of the last 1300 values of the data. This causes a complete loss of the power data and of the phase data which will cause high, incorrect, correlation values to be found in the outer half of the data, while forcing low power spectrum values in the outer half of the data. This progression of decay can be seen in Figures 6.9 and 6.10 in which the data are compressed to 6.48 bits and 3.56 bits per complex number respectively. As the bit rate decreases, the limited number of low magnitude codewords affects the phase and magnitude
components first, Figure 6.9(b). By 3.56 bits, PTVSQ is unable to preserve any of the small magnitude data, Figure 6.10(b).

Two versions of ping 84 compressed by wavelets/PTSVQ in the complex Cartesian domain at 4.39 and 2.25 bits per complex number are shown in Figure 6.11 and Figure 6.12 respectively. Wavelets/PTSVQ does an excellent job compressing the data that have a high magnitude combined with a strong frequency component, Figure 6.11(a). As the bit rate decreases, fewer bits are used to code the low magnitude wavelet coefficients, while relatively more bits are used to code the high magnitude wavelet coefficients. Since there is more space/frequency activity in the first half of the data (Figures 6.3(b) and 6.3(c)), coding by wavelets/PTSVQ results in better preservation of the target and the data surrounding it. Note that when the second half of the signal is completely lost, there is much more degradation around the target when using only PTVSQ (Figure 6.10(b)) than when using wavelets/PTSVQ (Figure 6.12(b)). The poor coding of the last half of the ping causes a complete loss of power and phase data which will cause incorrect correlation values to be found in the outer half of the data, while incorrect, low values of the power spectrum will be found in the outer half of the data. The target cannot be easily distinguished from noise below 0.1 bits per complex number.

Two versions of ping 84 coded at 7.82 and 6.82 bits per complex number by PTVSQ in the polar domain are shown in Figures 6.13 and 6.14. PTVSQ in the polar domain does not yield good compression of ping 84. The power of the target starts to attenuates rapidly below 8 bits per complex number, while the background signal tends to be better preserved. The target cannot be easily distinguished from noise below 6.82 bits per complex number.

Ping 84 coded at 2.67 and 0.69 bits per complex number by wavelets/PTSVQ in the polar domain is shown in Figures 6.15 and 6.16. Wavelets/PTSVQ does an excellent job encoding the data, although it reduces the power of the target in the encoded ping 84 by approximately two, at even the highest rates. This reduction
of power is not a problem for ping 42 which does not contain a target. As the bit rate decreases, the signal gradually degrades. The magnitude of the reference target begins to degrade below 5.0 bits, but the background degrades as well. The reference target can be seen in ping 84 at 0.1 bits and above. The signal is very poorly coded below 0.1 bits where the signal content includes only very low frequency components. As the rate increases from zero the signal looks much more like the original signal, and the improvement is graceful, without any notably abrupt jumps in quality. The quality of the coded signal at low bit rates can be seen in Figure 6.16(b) at 0.69 bits where the lowpass features of the signal are retained. The ping at rate 2.67 is shown in Figure 6.15(b) where the signal includes high frequency components. As the bit rate decreases, the gradual degradation of the signal will lead to a gradual degradation of the scattering plots and correlation plots as the high frequency details are lost.

6.5.3 Effects of Compression on the Backscatter Plots

I now examine the effects of the different compression schemes on the backscatter plots. The original backscatter plot for scan 5 is shown in Figure 6.17. Evaluation of visual preservation is done using a very high-contrast 8 bit color palette, so expected compression ratios for visual preservation are low. To avoid dramatic color changes when backscatter values change due to compression, a grayscale palette is used to view targets.

The best visual preservation of the backscatter plots of scan 5 is done by wavelets/PTSVQ in the polar domain, Table 6.4. It creates scattering plots which are visually unchanged at 3.08 bits per complex number which corresponds to a compression ratio of 5.77:1 and a drop of 24.43 dB in SNR. As the bit rate decreases, image degradation can be seen throughout the entire plot, and at high compression ratios (below 0.6 bits) striped rings appear. Note that all of the targets are visible at compression ratios below and including 126.07:1 (0.14 bits), Figure 6.18. The targets tend to diminish and disappear (especially the reference target and cylinder B) as
Table 6.4: Results of compression on scattering plots of acoustic scan 5.

<table>
<thead>
<tr>
<th>Scattering Plots</th>
<th>Visually Lossless CR</th>
<th>Drop in SNR (dB)</th>
<th>Targets Detectable CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1: Simple Averaging</td>
<td>0</td>
<td>0</td>
<td>12.29</td>
</tr>
<tr>
<td>Exp. 1: PTSVQ</td>
<td>2.74</td>
<td>3.86</td>
<td>37.49</td>
</tr>
<tr>
<td>Exp. 1: Wavelets/PTSVQ</td>
<td>2.97</td>
<td>0.81</td>
<td>130.03</td>
</tr>
<tr>
<td>Exp. 2: PTSVQ</td>
<td>2.61</td>
<td>34.11</td>
<td>3.03</td>
</tr>
<tr>
<td>Exp. 2: Wavelets/PTSVQ</td>
<td>5.77</td>
<td>24.33</td>
<td>126.07</td>
</tr>
</tbody>
</table>

the compression ratio increases above 126:1.

Surprisingly, since compression in the polar domain is expected to produce superior results, compression by PTSVQ in the polar domain produces the worst backscatter plots for target detection. Although the scattering plots are visually unchanged at 6.82 bits per complex number which corresponds to a compression ratio of 2.61:1 and a drop of 34.11 dB in SNR, as the bit rate decreases, image degradation, which can be seen throughout the entire plot, progresses very rapidly. There is a distinct decrease of signal in the innermost parts of the plot, and a distinct increase of signal in the outermost parts of the plot. However, the targets are still visible at 5.86 bits per complex number, as seen in Figure 6.19, which gives a compression ratio of 3.03:1. The entire image is completely degraded at a compression ratio of 4.53:1 (3.93 bits); no targets can be made out at this or lower bit rates.

When compressing in the complex Cartesian domain, wavelets/PTSVQ produces the best results. It creates scattering plots which are visually unchanged at 5.98 bits per complex number which corresponds to a compression ratio of 2.97:1 and a drop in SNR of 0.81 dB. Degradation begins in the outer edges of the plot, and spreads to the center. The outer third of the image is completely degraded at 2.25 bits; the central third is degraded at 0.87 bits; and the inner third of the image has degraded at 0.14 bits per complex number, Figure 6.20, which is a compression ratio of 130.03:1.
Note that all of the targets are clearly visible at 0.14 bits and above. Below 0.14 bits, the targets, while still visible, become very dim and small, especially unburied sphere B. In addition, all of the background detail is gone.

As expected, the overall worst results arise by simple averaging in the complex Cartesian domain which creates scattering plots with notable visual degradation even when averaging only two samples together to produce a compression ratio of 1.83:1 (9.69 bits). Degradation of the scattering plots continues rapidly as the compression ratio increases and distortion is seen throughout the entire image. The image looks entirely degraded at a compression ratio of 10.81:1 (1.64 bits, size 14 sample average) although the targets are still visible at this and higher compression ratios, such as Figure 6.21 which has a compression ratio of 12.29:1 resulting from averaging 16 values at a time.

Compression by PTSVQ in the complex Cartesian domain creates scattering plots which are visually unchanged at 6.48 bits per complex number, a compression ratio of 2.74:1, which corresponds to a 3.86 dB drop in SNR. As the bit rate decreases, image degradation begins in the outer edges of the plot and spreads to the center. The outer one-third of the image is completely degraded at 3.5 bits; the central one-third is degraded at 2.1 bits; and the inner one-third of the image has degraded at 0.47 bits per complex number, Figure 6.22, a compression ratio of 37.49:1. It should be noted that all of the targets are visible at all compression ratios below and including 37.49:1. This is the highest compression ratio possible for a dimension of two.

6.5.4 Effects of Compression on the Correlation and Sound Speed Measurements

I next describe the experiments designed to measure the effects of compression on the second scientific application, sound speed measurements. Ideally, the best sound speed measurements using the 300 kHz sonar are found when the scans are sampled 7 or 8 minutes apart in time so that small phase changes can be accurately detected. Unfortunately, the 300 kHz sonar on BAMS is unable to take a scan with an interval
of less than 35 minutes. Furthermore, the scans taken during the ORCAS experiment have time lapses of at least 3 hours, and my two test scans (5 and 6) are separated by 11 hours and 36 minutes. Patrick Ahearn, a Master's student in Oceanography, is currently developing an accurate temperature algorithm for the 300 kHz data. An accelerated BAMS (XBAMS) system has been developed which is able to complete a scan in 6 minutes providing good high frequency data that will create useful correlation and sound speed plots. However, I did not have access to XBAMS data at the time that this experiment was done. Initial experiments with the BAMS test data give poor results, and the data and method are at this time considered suspect and perhaps of little value. Therefore, to conduct my experiments, it is necessary to create a synthetic data set that approximates a scan that would contain valid sound speed, and hence, temperature information.

I have tried to create a reasonable synthetic data scan using several methods. The first set of synthetic images I created was made by linear combinations of scans 5 and 6: \( \lambda \) scan 5 + \((1-\lambda)\) scan 6 where \(0 \leq \lambda \leq 1\). The second set of synthetic images I created was made by adding noise to scan 5 in various ways such as adding zero-mean Gaussian noise to scan 5 with different variances from 0.3 to 20, or by thresholding scan 5 and then adding Gaussian noise, and finally by adding Gaussian noise to scan 5 with variances that were determined by the local variance of the data as measured by distance from the sonar platform. Unfortunately, neither of these methods produced a good synthetic image. In the first case, the scans are so far distant in time, that it is not possible to make a linear combination that approximates a scan that is 7 minutes from either of the scans. In the second case, the addition of Gaussian noise does not take into account the physical sound speed response one expects as the ocean temperature changes. In fact, it is not clear what a good synthetic scan should look like.

Therefore, I finally created a synthetic scan using the sound speed model itself. By assigning different sound speed changes across the ocean floor, I determined the
phase changes necessary to induce those particular changes, and added those phase changes to scan 5. Finally I added a small amount of zero-mean Gaussian noise to the synthetic scan to make it more realistic. The synthetic scan was created assuming there was a uniform sweep of sound speed change of ±3 m/s over the entire 162 meter diameter, although only the inner 100 meters are examined. Thus the amount of sound speed change in the pings will range from no change to changes of up to 3 m/s across a ping. Noise was added to the magnitude and phase of the synthetic data as follows: zero-mean Gaussian noise with a variance of ten percent of the variance of the magnitude as a function of distance from the sonar (where this function was smoothed to avoid undue influence of the targets) was added to the magnitude of the synthetic signal, and zero-mean Gaussian noise with a variance of five percent of the variance of the phase was added to the phase of the synthetic signal. The noise was added in the above manner since the variance of the magnitude is, when ignoring targets, a decreasing function with respect to increasing distance from the sonar, while the variance of the phase of the signal does not vary with respect to the distance from the sonar. The resulting correlation and sound speed plots, with the added noise, are shown in Figures 6.23(a) and 6.23(b). Using scan 5 and this synthetic scan, I will be able to measure the effects of compression on the sound speed measurements.

I next report the effects of compression on the correlation and sound speed measurements using scan 5 and the synthetic scan to create correlation and sound speed plots. The mean absolute differences in the correlation plots computed from compressed versions of scan 5 and the synthetic scan, for regions A, B, and C, are shown in Figure 6.24. Acceptable tolerances are specified in Table 6.3. Results are summarized in Table 6.5.

Overall, the results are disappointing as the compression ratios are all very low and pretty much the same for the different compression methods. The best results for the correlation measurements are found in the complex Cartesian domain with
Table 6.5: Acoustic correlation measurement results due to compression.

<table>
<thead>
<tr>
<th>Correlation Coefficient</th>
<th>Largest CR (Viewing Tolerance)</th>
<th>Largest CR (Scientific Tolerance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1: Simple Averaging</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp. 1: PTsvQ</td>
<td>2.11</td>
<td>1.93</td>
</tr>
<tr>
<td>Exp. 1: Wavelets/PTsvQ</td>
<td>3.31</td>
<td>2.04</td>
</tr>
<tr>
<td>Exp. 2: PTsvQ</td>
<td>2.02</td>
<td>1.63</td>
</tr>
<tr>
<td>Exp. 2: Wavelets/PTsvQ</td>
<td>2.06</td>
<td>1.76</td>
</tr>
</tbody>
</table>

wavelets/PTsvQ which preserves the correlation plots within the viewing tolerances at compression ratios of 3.31:1 and below, and within the scientific tolerances at compression ratios of 2.04:1 and below. Excluding simple averaging which cannot preserve the data within the desired tolerances, the worst results arise when compressing with PTsvQ in the polar domain. The data are not preserved for compression ratios of 1.63:1 and higher, so that the correlation results remain within the specified tolerances. PTsvQ is able to give some compression with better results when applied to the data in the complex Cartesian domain, where it is able to preserve the correlation plots with good accuracy at compression ratios of 2.11:1 and 1.93:1 and below for viewing and scientific tolerances, respectively. Wavelets/PTsvQ applied in the polar domain \((P, \Phi)\) can preserve the correlation plots with good accuracy at compression ratios of 2.06:1 and 1.76:1 and below. These results do indicate, as seen previously, that wavelets/PTsvQ outperforms PTsvQ regardless of the data domain.

When visually examining the sound speed plots, it is seen, for the simple averaging case, that rings and spots are introduced at all compression ratios, even when averaging only 2 samples at a time. The plots rapidly degrade throughout the entire image as the step size increases. However, the uniform sound speed trend can be seen to 1.89 bits per complex value. For the other compression methods in the complex Cartesian domain, it is found that for both PTsvQ and wavelets/PTsvQ, the sound
speed plots degrade from the outer edges to the center, preserving the inner third so that the uniformly changing sound speed trend can be seen to 1.02 bits for PTVQ and 0.68 bits for wavelets/PTSVQ. For the experiments in the polar domain, it is seen that for both PTVQ and wavelets/PTSVQ, the sound speed plots degrade throughout the entire image. For PTVQ, the uniformly changing sound speed trend can be seen for 3.38 bits per complex value and higher, while for wavelets/PTSVQ, the trend can be seen to 1.26 bits per complex value.

The mean absolute differences in the sound speed plots computed from compressed versions of scan 5 and the synthetic scan, as well as the associated drop in SNR, are shown in Figure 6.25. An acceptable tolerance was defined in Section 6.4 to be 0.2 to correspond with errors found in the original temperature application. Compression results, summarized in Table 6.6, are more promising for these sound speed measurements. Compression by wavelets/PTSVQ in the complex Cartesian domain shows that a compression ratio of 4.81:1 yields acceptable results. As expected, simple averaging yields the worst results, while wavelets/PTSVQ outperforms PTVQ in both of the data domains.

<table>
<thead>
<tr>
<th>Sound Speed</th>
<th>Largest CR (Tolerance = 0.2)</th>
<th>Drop in SNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1: Simple Averaging</td>
<td>1.83</td>
<td>0</td>
</tr>
<tr>
<td>Exp. 1: PTVQ</td>
<td>3.87</td>
<td>9.05</td>
</tr>
<tr>
<td>Exp. 1: Wavelets/PTSVQ</td>
<td>4.81</td>
<td>3.58</td>
</tr>
<tr>
<td>Exp. 2: PTVQ</td>
<td>3.07</td>
<td>37.31</td>
</tr>
<tr>
<td>Exp. 2: Wavelets/PTSVQ</td>
<td>3.38</td>
<td>18.04</td>
</tr>
</tbody>
</table>
6.6 Conclusions and Future Work

In this chapter, the benefit of compression on acoustic data used for target detection and ocean floor temperature studies was examined. The compression schemes examined were simple averaging, PTVQ, and wavelets/PTSVQ in both the complex Cartesian and polar domains. Experimental results showed that wavelets/PTSVQ consistently outperforms PTVQ in terms of SNR, backscatter plot quality, correlation and sound speed measurements. The improvement in performance is clearly worth the added complexity of using adaptive transform coding to compress the signal. Experimental results also show that it is not viable to use the simple approach of averaging for compression.

The decision of the domain in which compression should be done is a function of the application, as compression results vary from application to application. For example, for the scatter plots, compression of only the power of the signal, without phase preservation, leads to better target preservation since phase information has no value for backscatter calculations. Better compression results also arise when examining backscatter plots since these calculations are more robust as they represent an average value for each bin. This is evident from experiments which show that compression of over 100:1 of both phase and magnitude components of the data yields data that can be used for target detection. Thus, when examining only this application, one can expect to be able to get higher compression ratios with a better tailored compression algorithm. This is ideal for quick look and browse applications. However applications such as correlation and sound speed measurements are sensitive to the smallest changes in data. One can expect to be able to use lossy compression on the data with acceptable accuracy for compression ratios of perhaps no more than 4:1.

I conclude that the use of only one approach for the compression of acoustic data will not provide reasonable results when a variety of different scientific analyses are
to be applied to the data. Rather, compression should be tailored to the application or analysis for which the data will be used whether it be for previewing and browsing purposes, or for scientific analysis. I also conclude that, although SNR versus entropy measurements are a popular and easy way of measuring the success of compression experiments, they are not good predictors of compression performance for scientific data. Other measures are needed to predict the viability of different compression schemes.

Future work could involve the development of a hybrid measure that can be optimized to produce compressed data that can be used for several applications at once. For example a two application measure could take the form

\[ D = D_A + \lambda D_B \]

where \( \lambda \) would control the weight given to application \( A \) and application \( B \). This measure could be used during the VQ and bit allocation procedures to produce compressed data that would be useful for the chosen applications. A more detailed study of the data involving the higher resolutions available with matched filtering, and the use of XBAMS data with a temperature measurement analysis suitable for this data would provide more insight to a hybrid-measure compression approach. Unfortunately, at the time of these experiments, the new XBAMS data had yet to be examined, and an accurate temperature algorithm for the 300 kHz data was still under development.
Figure 6.1: The five targets present in the acoustic test scans.
(a) Scan 5, ping 42. Real and imaginary components.

(b) Scan 5, ping 42. DWT of the real component.

(c) Scan 5, ping 42. DWT of the imaginary component.

Figure 6.2: Scan 5, ping 42, (a) the real and imaginary components, (b) the DWT of the real component, and (c) the DWT of the imaginary component.
Figure 6.2: (Continued). Scan 5, ping 42, (d) the magnitude, power and phase components, (e) the DWT of the magnitude component, (f) the DWT of the power component, and (g) the DWT of the phase component.
Figure 6.3: Scan 5, ping 84 (which contains a portion of the reference target) (a) the real and imaginary components, (b) the DWT of the real component, and (c) the DWT of the imaginary component.
Figure 6.3: (Continued). Scan 5, ping 84 (which contains a portion of the reference target) (d) the magnitude, power and phase components, (e) the DWT of the magnitude component, (f) the DWT of the power component, and (g) the DWT of the phase component.
Figure 6.4: Sound speed as a function of temperature at a depth of 20 meters and salinity of 30.5 parts per thousand. The area of interest is for temperatures of approximately $11.5^\circ$ Celsius.
Figure 6.5: SNR versus entropy for acoustic scan 5. Experiment 1 is conducted in the complex Cartesian domain \((X, Y)\), and Experiment 2 is conducted in the polar domain \((P, \Phi)\). (a) Experiment 1. (b) Experiment 2, computed in the polar domain, \((P, \Phi)\). (c) Experiment 2, computed in the complex Cartesian domain \((X, Y)\) and compared to simple averaging.
Figure 6.6: The average decrease in standard deviation versus entropy for ping 42 of scan 5: (a) Experiment 1 and (b) Experiment 2.

Figure 6.7: The average decrease in standard deviation versus entropy for ping 84 of scan 5 which contains a portion of the reference target. (a) Experiment 1 and (b) Experiment 2.
Figure 6.8: Experiment 1: The compressed version of scan 5, ping 84 at 2.62 bits yielded by averaging 4 samples together: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.
Figure 6.9: Experiment 1: The compressed version of scan 5, ping 84 at 6.48 bits using PTVSQ in the complex Cartesian domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.

Figure 6.10: Experiment 1: The compressed version of scan 5, ping 84 at 3.56 bits using PTVSQ in the complex Cartesian domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.
Figure 6.11: Experiment 1: The compressed version of scan 5, ping 84 at 4.39 bits using wavelets/PTSVQ in the complex Cartesian domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.

Figure 6.12: Experiment 1: The compressed version of scan 5, ping 84 at 2.25 bits using wavelets/PTSVQ in the complex Cartesian domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.
Figure 6.13: Experiment 2: The compressed version of scan 5, ping 84 at 7.82 bits using PTSVQ in the polar domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.

Figure 6.14: Experiment 2: The compressed version of scan 5, ping 84 at 6.82 bits using PTSVQ in the polar domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.
Figure 6.15: Experiment 2: The compressed version of scan 5, ping 84 at 2.67 bits using wavelets/PTSVQ in the polar domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.

Figure 6.16: Experiment 2: The compressed version of scan 5, ping 84 at 0.69 bits using wavelets/PTSVQ in the polar domain: (a) the real and imaginary components, and (b) the magnitude, power, and phase components.
Figure 6.17: The original scattering plot of scan 5 computed from the power of the pressure field.

Figure 6.18: Experiment 2: The scattering plot for scan 5 created by using wavelets/PTSVQ in the polar domain \((P, \Phi)\). The entropy is 0.1410 bits per complex number, and the compression ratio is 126.07:1.
Figure 6.19: Experiment 2: The scattering plot for scan 5 created by using PTSVQ in the polar domain $(P, \Phi)$. The entropy is 5.86 bits per complex number, and the compression ratio is 3.03:1.

Figure 6.20: Experiment 1: The scattering plot for scan 5 created by using wavelets/PTSVQ in the complex Cartesian domain. The entropy is 0.14 bits per complex number, and the compression ratio is 130.03:1.
Figure 6.21: Experiment 1: The scattering plot for scan 5 created by averaging 16 samples at a time. The entropy is 1.4465 bits per complex number, and the compression ratio is 12.29:1.

Figure 6.22: Experiment 1: The scattering plot for scan 5 created by using PTSVQ in the complex Cartesian domain. The entropy is 0.4741 bits per complex number, and the compression ratio is 37.49:1.
Figure 6.23: The original (a) correlation plot and (b) sound speed plots computed from scan 5 and the synthetic data.
Figure 6.24: The mean absolute difference in correlation for scan 5 and the synthetic scan, regions A, B, and C. (a) simple averaging in $(X,Y)$, (b) PTVSQ in $(X,Y)$, (c) wavelets/PTVSQ in $(X,Y)$, (d) PTVSQ in $(P, \Phi)$, and (e) wavelets/PTVSQ in $(P, \Phi)$.
Figure 6.25: The mean absolute difference in sound speed measurements for scan 5 and the synthetic scan for (a) Experiment 1 and (b) Experiment 2.
Chapter 7

CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

In this dissertation the feasibility of lossy compression of image and earth science data was studied. Lossy compression was done by coding wavelet transform coefficients using vector quantization. Three optimal bit allocation methods for the wavelet transform were developed for this purpose, including one adaptive technique permitting joint bit allocation and signal space representation. These compression algorithms were applied to USC database images and underwater acoustic sonar data, and the results of compression were evaluated.

To develop these compression algorithms, standard lossy data compression techniques including full search vector quantization, the generalized Lloyd algorithm, a greedy growing algorithm for tree structured vector quantization, two tree pruning algorithms (the generalized Breiman Friedman Olshen and Stone algorithm and the recursive optimal pruning algorithm), as well as an overview of data quality measures were presented in Chapter 2. In Chapter 3, the discrete wavelet transform and wavelet packet transform for one- and two-dimensional signals were reviewed, and the relationships between distortion, rate, and entropy in the original and wavelet domains were derived to demonstrate compression and bit allocation feasibility in the wavelet domain.

In Chapter 4, current wavelet and quantization compression schemes were reviewed, and three bit allocation algorithms for wavelet subbands using a pruned tree-structured vector quantization approach were developed. The first two methods
use the GBFOS and ROPA tree pruning approaches to allocate bits among wavelet subbands of a predetermined basis as given by the discrete wavelet transform. The third approach (for wavelet packets) uses the GBFOS pruning approach to allocate bits among wavelet packet subbands while simultaneously determining the best basis decomposition.

In Chapter 5, wavelets/PTSVQ compression using the three different bit allocation techniques was used to compress several images from the USC database. It was found that the ROPA bit allocation approach found many more codebooks than the GBFOS bit allocation approach for the DWT, and that for the same bit rates, WPT bit allocation generally found more codebooks too. When comparing the two techniques, WPT/PTSVQ outperformed DWT/PTSVQ for training data which was expected since the DWT is a subset of the WPT, and the WPT approach is adaptive. As predicted by rate-distortion theory, PSNR results improved with increasing vector dimension and increasing level of wavelet decomposition as this, for the WPT, permitted better adaptation to the source. Unfortunately, the results for test data behaved as expected only at very low bit rates. Since the rate-distortion curves flattened out rapidly for the test data, I believe that DWT/PTSVQ and WPT/PTSVQ, especially, overadapted themselves to the limited amount of training data available.

In Chapter 6 the benefits of compression of acoustic data were examined. Two applications, target detection (a highly robust calculation) and ocean floor temperature studies (derived from sensitive correlation and sound speed measurements), were used to evaluate data compression quality. DWT/PTSVQ, PTSVQ, and an averaging compression algorithm were applied to several acoustic sonar scans in both the complex Cartesian and polar domains. Experimental results showed that wavelets/PTSVQ consistently outperformed PTSVQ and simple averaging (which was found to be unviable) in terms of SNR, backscatter plot quality, correlation and sound speed measurements. The improvement in performance is clearly worth the added complexity of using adaptive transform coding to compress the signal.
It was also found that the decision of the domain in which compression should be done is a function of the application, as compression results vary from application to application. When examining the target viewing application, it was found that high compression ratios can be sustained. This is ideal for quick look and browse applications. However, the ocean temperature studies, which depend on measurements such as correlation and sound speed measurements, are sensitive to the smallest changes in data. For this case one can expect to be able to use lossy compression on the data with acceptable accuracy for compression ratios of perhaps no more than 4:1. I conclude that the use of only one approach for the compression of acoustic data will not provide reasonable results when a variety of different scientific analyses are to be applied to the data. Rather, compression should be tailored to the application or analysis for which the data will be used whether it be for previewing and browsing purposes, or for scientific analysis.

In addition to studying the problems of lossy compression of scientific data and optimal bit allocation for wavelets, an algorithm for the coding of color images that permits joint progressive transmission and low bit-depth display and printing is presented in Appendix A. This algorithm permits the embedding of the output of binary Floyd and Steinberg error diffusion into the output of grayscale and color error diffusion; the embedding of grayscale halftones into higher bit-depth grayscale and color halftones; and the embedding of color halftones into higher bit-depth color halftones. Preprocessing algorithms are also presented to organize color palettes for effective use of the color space when embedding halftones into color halftones.

Possible directions for future work for wavelet/VQ encoding and the compression of scientific data include:

- Different wavelet transforms such as biorthogonal wavelets which promise better data coding, but make bit allocation more complicated due to loss of orthonormality.
- A ROPA-like approach to WPT bit allocation to find the WPT codebooks close to the lower convex hull of the rate distortion curve.

- Coefficient modeling in each subband as in [2] to help overcome the dependence on training data.

- Other forms of VQ, such as predictive PTSVQ as used in [81], lattice VQ, universal VQ, or even ternary PTSVQ for the wavelet subbands to try to better encode the subbands with highly peaked distributions.

- Joint selection of vector dimension and bit allocation as in [29] to help balance the complexity of encoding and training with the quality of encoded data.

- The establishment of a freely available source of images to create a standard set of test and training images where the images are selected for certain characteristics, and their means of creation known. This will aid benchmarking comparisons which are difficult for the “Lenna” image since a number of different versions of this image at different resolutions created from color scanning and grayscale conversion or grayscale scanning are used throughout the imaging community.

- Development of other measures to predict the viability of different compression schemes such as hybrid distortion measures, or non-MSE based distortion measures. SNR measurements are a popular and easy way of measuring the success of compression experiments, but they are not necessarily good predictors of compression performance for scientific data.

- The evaluation of compression of other earth science data and applications.
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Appendix A

EMBEDDED MULTILEVEL ERROR DIFFUSION

Multilevel halftoning [93] or multitoning is a process used to render an image on a device with a limited number of tones to produce an image with the illusion of more tones. Multilevel error diffusion is similar to the common binary Floyd and Steinberg error diffusion algorithm [39], but more than two output levels or colors are available for display. The additional output levels or colors can be used to greatly improve image quality.

The block diagram for Floyd and Steinberg’s binary error diffusion algorithm [39] is shown in Figure A.1, where $X$ is the input image, $Y$ is the output halftoned image, $Q(\ )$ is a binary scalar quantizer, and $H$ is the error filter. To achieve multilevel error diffusion for a grayscale image, the binary scalar quantizer $Q(\ )$ in Floyd and Steinberg’s algorithm is simply replaced with a multiple-bin scalar quantizer as suggested by Ulichney [93]. For color images, a color palette, or vector quantizer of three dimensions (red, green, blue), replaces the binary scalar quantizer [16,46,64,78].

![Block diagram](image)

Figure A.1: Block diagram of the binary error diffusion algorithm where $Q(\ )$ is the binary scalar quantizer and $H$ is the error propagation mask.
Vector quantization (VQ) [1, 42, 45] is a lossy compression technique that has been used extensively for image compression. VQ design techniques have also been extensively used for color palette design and color image display [5, 16, 41, 46, 52, 78]. For my embedded multilevel error diffusion algorithm, I use uniform scalar quantizers when working with grayscale images and full-search vector quantizers when working with color images. The full-search VQ's are designed using the generalized Lloyd algorithm [69] although it is also possible to use sequential scalar quantization [6, 7].

Multilevel error diffusion has been widely used [16, 18, 41, 46, 78, 93] to either enhance displayed images by the use of more output values or to reduce the contouring effects that occur due to limited palette size. In [18], binary error diffusion is extended to three-level grayscale error diffusion. The authors note a marked improvement in image quality, but they warn that the choice of quantization levels can greatly affect image quality. In [46] the display of 24-bit color images using a limited color palette size is discussed. Methods for generating full-search color palettes and methods for quick full searches are introduced. Furthermore, it is shown that excellent image quality with color palettes of very small size (as few as four colors) is obtained when error diffusion is used. In [16] small color palettes for displaying color images are generated with the generalized Lloyd algorithm [69]. A modified version of multilevel error diffusion is used to reduce contouring introduced by the small palette size. In [78] tree-structured color palettes are developed for color image display. A modification of multilevel error diffusion that is adjusted to work with the parameters of their tree-structured palette is used to reduce contouring effects. In [41] the effects of multilevel error diffusion and halftoning on color image quality when using a restricted color-palette size are examined. As expected, the results confirm that multilevel error diffusion greatly enhances color-image quality for restricted color-palette sizes.

While multilevel error diffusion yields excellent visual results, an image must be independently processed for each different number of output levels required. It would be nice to have the multilevel error diffused image be embedded: the error diffused
image with $N$ output levels should also "contain" the error diffused images for smaller numbers of output levels including the Floyd and Steinberg binary error diffused image. One benefit of embedding is that a Floyd and Steinberg error diffused image can be obtained for printing or display on a binary device by simply masking one bit off of the multilevel image or indices. A second benefit is progressive transmission capabilities: first one bit plane of the image, the Floyd and Steinberg error diffused image, can be sent to the user; later, more bit planes can be sent to the user if desired, leading to an improved image.

One possible application for embedded multilevel error diffusion is that of an image database or browsing system, such as the World Wide Web, in which images stored in a lossy, error diffused format are accessed by users with different display devices. In this example a user with an 8-bit color monitor can receive the image indices (progressively perhaps) and color palette to display an 8-bit color image; a user with a monochrome screen can receive one bit of the 8-bit color-image indices to display a binary error diffused version of the image; and a user with a 16-level LCD can receive four bits of the 8-bit color-image indices to display a 16-level grayscale image. Furthermore, each of these three users could then send the received image to a binary or multilevel, monochrome or color printer, as appropriate, to receive a high quality hardcopy output.

Note that there is a closely related approach in embedding multiple halftones where a halftone "contains" halftones with the same number of output levels but of different sizes [98]. For example, a bilevel halftone of size $N \times N$ can be designed that contains a smaller sized bilevel halftone of size $aN \times aN$, where $a$ is a rational number less than 1. In this case, it is required that the two halftones of sizes $aN \times aN$ and $N \times N$ be related by simple down-sampling (i.e. one can obtain the small halftone by down-sampling the large one), and that both the large and small sized halftones be of high quality. It is evident that halftones embedded in size can also be progressively transmitted. This approach can be combined with the multilevel
embedding approach in this appendix for a general multilevel/multisize embedded halftoning algorithm which could be used for devices with different resolutions such as a $1200 \times 1000$ CRT or a $600 \times 800$ LCD.

In this appendix I present an algorithm to embed binary error diffused images into grayscale or color error diffused images; to embed grayscale error diffused images into grayscale or color error diffused images; and to embed color error diffused images into color error diffused images. Due to constraints on the palettes introduced by embedding, image quality in the higher bit-depth image may be reduced. To counteract the reduction in image quality, the embedding algorithm requires the use of ordered scalar and vector quantizers. While scalar quantizers have a natural ordering, vector quantizers as used for color quantization do not. In this appendix I present algorithms for color palette organization to be used as a preprocessing step to the embedded multilevel error diffusion algorithm.

This appendix is organized as follows. In Section A.1, embedded multilevel error diffusion is described. In Section A.2, palette organization for embedded multilevel error diffusion is described. Results are presented in Section A.3, and conclusions are presented in Section A.4.

### A.1 Embedded Multilevel Error Diffusion

There are many approaches to embedding error diffused images into higher-level images. For example, an $N$-level multilevel error diffused image containing an $M$-level error diffused image can be produced by independently generating an $M$-level and an $(N-M)$-level error diffused image and appending these two images together so that the image is "embedded." By this method the embedded halftoning property has been achieved. However, the assignment of the $N$ available colors to the amalgamated index is not clear or obvious. Such an image would have poor color and image quality. For example, if $M = \frac{N}{2}$, two $M$-level halftones would be generated, and the
same two halftones would be appended to make the $N$-level halftone. This halftone would have only $M$ unique indices, and thus only $M$ colors. At best it would look just like the $M$-level image. Clearly, this naive approach cannot make good use of the larger color space.

My embedded error diffusion algorithm embeds an $M$-level error diffused image into an $N$-level error diffused image where $M < N$ by a two stage algorithm. In the first stage, the $M$-level error diffused image is produced by using an $M$-bin scalar or vector quantizer. In the second stage $M$ quantizers, each with $\frac{N}{M}$ output levels, are used to produce the $N$-level error diffused image where the output of the first stage determines which of the $M$ quantizers to use. The block diagram is shown in Figure A.2, where $Q_1^1(\cdot)$ is the $M$-bin scalar or vector quantizer used in the first stage, and $Q_1^2(\cdot), Q_2^2(\cdot), \ldots, Q_M^2(\cdot)$ are the $\frac{N}{M}$-bin scalar or vector quantizers used in the second stage.

![Block diagram](image)

Figure A.2: Block diagram of the embedded multilevel error diffusion algorithm where $Q_1^1(\cdot)$ is an $M$-bin scalar quantizer, and $Q_1^2(\cdot), Q_2^2(\cdot), \ldots, Q_M^2(\cdot)$ are $\frac{N}{M}$-bin scalar or vector quantizers designed to embed an $M$-level halftone into an $N$-level halftone.
To create the second stage quantizers, it is assumed that an ordered \( N \)-bin quantizer \( Q^2() \) with binary indices \( \{0, 1, \ldots, N - 1\} \) and associated codewords \( \{q^2_0, q^2_1, \ldots, q^2_{N-1}\} \) has been designed for normal \( N \)-level error diffusion. Different disjoint subsets of these indices are used to form the \( M \frac{N}{M} \)-bin second-stage quantizers \( Q^2_1(), Q^2_2(), \ldots, Q^2_M() \). The partitioned sets are such that all codewords in the same set share the common bits that satisfy the embedding requirement from the output of the first stage.

The constraint of subdividing the \( N \)-word palette into \( M \) different palettes will affect the quality of the output. Both the relative size of \( M \) to \( N \) as well as the assignment of colors to the subsets are affective factors. If \( 0 < \log_2 M < \frac{\log_2 N}{2} \), the \( M \)-level image is said to be small relative to the \( N \)-level image. If \( \frac{\log_2 N}{2} < \log_2 M < \log_2 N \), the \( M \)-level image is said to be large relative to the \( N \)-level image. Palette organization and its effects on embedding for both cases will be discussed.

I next discuss in detail a special case of embedded multilevel error diffusion, embedded binary error diffusion [44], which was used to embed a binary error diffused image into a grayscale error diffused image. This is done for the purpose of motivating my approach to the ordering of color palettes.

Given a binary error diffused image, embedding can be done in any bit of the grayscale error diffused output depending on the division of quantizer \( Q^2() \)'s indices and codewords among quantizers \( Q^2_1() \) and \( Q^2_2() \). For example, the ordered binary and scalar quantizers used for 8-level embedded binary error diffusion are shown in Figure A.3(a) where the dots refer to quantizer outputs. The binary error diffused image is embedded into the most and least significant bit of the output since these bits are the most convenient. If the quantizer \( Q^2_1() \) uses the codewords of \( Q^2() \) with even indices \( \{0, 2, \ldots, N - 2\} \) and the quantizer \( Q^2_2() \) uses the codewords of \( Q^2() \) with odd indices \( \{1, 3, \ldots, N - 1\} \), as shown in Figure A.3(b), then the binary error diffused image is embedded in the least significant bit (LSB) of the grayscale output and can be obtained from the grayscale image simply by masking off the LSB of each
pixel value. If the quantizer $Q^1()$ uses the codewords of $Q^2()$ with the first $\frac{N}{2}$ indices \( \{0,1,\ldots,\frac{N}{2} - 1\} \) and the quantizer $Q^2()$ uses the codewords of $Q^2()$ with the second $\frac{N}{2}$ indices \( \{\frac{N}{2}, \frac{N}{2} + 1, \ldots, N - 1\} \), as shown in Figure A.3(c), then the binary error diffused image is embedded in the most significant bit (MSB) and can be obtained from the grayscale image by thresholding. Note that after quantizer $Q^2$ is partitioned into two sets, the bin boundaries of the new quantizers $Q^2_1$ and $Q^2_2$ are not the same as the bin boundaries of $Q^2$.

![Diagram of quantizers](image)

Figure A.3: (a) Scalar quantizers $Q^1()$ and $Q^2()$ used for grayscale embedded binary error diffusion where $Q^2_1()$ and $Q^2_2()$ are the partitions of $Q^2()$ for embedding in the (b) LSB and the (c) MSB. The dots refer to quantizer outputs.

### A.2 Color Palette Organization

As stated previously, embedding requires the creation of smaller ordered quantizers from subsets of a larger ordered quantizer. While scalar quantizers have a natural ordering, vector quantizers as used for color quantization do not. Imposing an ordering, or organization, on a vector quantizer requires careful consideration. Binary index assignment for vector quantizers has been considered [22, 38, 83, 99] for joint
source/channel coding, progressive transmission, and in lossless compression of VQ indices. I adapt some of these binary index assignment techniques to order the color palettes.

Using two observations of the scalar quantizer example of Figure A.3 to motivate the ordering of color palettes. First, to embed in the LSB, the quantizer is divided into subsets that sparsely cover the *entire* grayscale space. The gray level of the embedded image is not correlated to the gray level of the output image. Secondly, to embed in the MSB, the scalar quantizer is divided into contiguous subsets that divide the grayscale space into separate, non-overlapping parts. In this case, the gray level of the embedded image influences the gray level of the output image; that is, a dark (or light) pixel in the embedded image results in a dark (or light) pixel in the higher bit-depth image.

Using these insights I develop two preprocessing techniques to order color palettes for LSB-like and MSB-like embedding. The first technique divides a color palette into subsets which sparsely cover the entire color space for LSB-like embedding. This will allow a search of a reduced set of the entire color space to find the best color representation for each output pixel. The second method, for MSB-like embedding, jointly orders both the $M$- and $N$-word palettes by dividing the $N$-word palette into subsets which divide the color space into separate, non-overlapping parts. The $M$-word palette is ordered so that each of its indices is a prefix to the subset of codewords in the $N$-word palette that occupies the same color space. This will permit the refinement of the color information of the smaller bit-depth halftone when creating the larger bi-depth color halftone.

Both of my techniques use Minimum Cost Perfect Matching (MCPM) \[3, 65\] from optimization theory, although other techniques, such as Principal Component Partitioning \[74, 83\], can be used in an analogous way. Given a graph of nodes $V_1, V_2, \ldots, V_N$ with associated costs $C_{i,j} = C_{j,i}$ between nodes $V_i$ and $V_j$ where $i \neq j$, the MCPM algorithm creates a perfect matching by minimizing the overall cost, where
\[ \text{COST} = \sum_{i=1}^{N/2} C_{i,j}, \] of \( \frac{N}{2} \) pairs of nodes \( \{V_i, V_j\} \), where the \( \frac{N}{2} \) pairings are disjoint and together comprise the entire set of nodes. The complexity of MPCM is approximately cubic with respect to the number of nodes. Good implementations exist which are efficient for the preprocessing of palettes especially since the number of nodes is very small. For a given quantizer \( Q() \), it is assumed that the codewords \( q_i \) are the nodes of the graph, and that the costs between nodes are calculated as the increase in distortion due to merging one codeword with another, \( C_{i,j} = \frac{w_i w_j}{w_{i,j}} \| q_i - q_j \|^2 \) [37]. Note that the costs are weighted squared errors in the given color space and that the weights \( W_i \) are the number of training vectors that map into region \( i \), and that \( W_{i,j} = W_i + W_j \). Training data are required to compute the weights, and hence the costs. Ideally, the training data that are used to create the palette should also be used to order the palette.

### A.2.1 Color Palette Organization for LSB Embedding

To embed in the LSB's, the \( N \)-word color palette is divided into subsets where each subset sparsely covers the color space. I begin by finding the minimum cost perfect matching for the \( N \)-word palette. I create two subsets with \( \frac{N}{2} \) codewords by breaking up the \( \frac{N}{2} \) MPCM pairs into two sets. The colors in each MPCM pair can be arbitrarily assigned to either set. Following the scalar quantizer example I use the following convention: the node from each pair that is closest to the origin is assigned to one set and the node that is furthest from the origin is assigned to the second set. MPCM is recursively applied to the equally-sized sets of codewords until \( M \) sets are found.

The Voronoi diagram of two dimensions (green and red) of the three-dimensional 256-word color palette of Section A.3 is shown in Figure A.4. The origin is in the upper left-hand corner. The two subset palettes with 128 colors that are produced after one iteration of the ordering algorithm for LSB embedding are shown in Figure A.5. Note that the two palettes have reproduction values throughout the entire input space and that, as expected, the Voronoi regions are larger than those for the original palette.
since there are fewer reproduction vectors. It should be noted that the codewords of these new Voronoi regions are generally not centroids. They are centroids, however, with respect to the dense Voronoi regions of Figure A.4.

![Voronoi regions diagram](image)

Figure A.4: The Voronoi regions of two dimensions (green and red) of the three-dimensional 256-word color palette of Section A.3. The origin is the upper left-hand corner.

### A.2.2 Color Palette Organization for MSB Embedding

To embed in the MSB's, both color palettes are jointly ordered so that the index of each codeword in the $M$-word palette is the prefix of codewords with like colors in the $N$-word color palette. Assuming that there are two palettes of size $N = 2^K$ and $M = 2^{K-J}$, the $N$-word palette is split into $M$ subsets of size $N/M = 2^J$ codewords where each subset covers a separate, non-overlapping region of the color space. To do this, I begin by finding the minimum cost perfect matching of the $N$-word palette. I create one set with $N/2$ codewords by *merging* the MCPM pairs [37,83]. MCPM is applied to the reduced-size set of codewords found at each iteration until the resulting reduced-size set has $M$ members, where each member represents $2^J$ colors. At this time, the codewords of the $N$-word palette are indexed to indicate each perfect matching by
Figure A.5: The Voronoi regions of the two resulting subset palettes used for embedding in the LSB. The origin is the upper left-hand corner.

prefix. The last step of the algorithm is to assign indices to the $M$-word palette so that each color's index is a prefix to like colors in the $N$-word palette. MCPM is used to find a perfect matching between the $M$-word palette and the $M$-word set of the merged $N$-word palette. This matching correlates the colors of the two palettes, and final index assignments are made from this. Note that if there are no color palettes for the first embedding stages, color palettes can be created by using the merged palettes.

The two subset palettes of Figure A.4 with 128 colors that are produced after seven iterations of the ordering algorithm for MSB embedding are shown in Figure A.6. Note that the two palettes have reproduction values in entirely different parts of the input space and that in the dense regions, except for the edges, the Voronoi regions are the same as those for the original palette.
Figure A.6: The Voronoi regions of the two resulting subset palettes used for embedding in the MSB. The origin is the upper left-hand corner.

A.3 Results

A three-dimensional full-search color palette (red, green, blue) with 256 codewords was created using the generalized Lloyd algorithm [69]. The training images used are the airplane, baboon, sailboat, splash, and Tiffany 24-bit color images. Using the same training data, the color palette was ordered for both LSB and MSB embedding. The two ordered palettes are shown in Figure A.7 where each half, quarter, eighth, and so on, portion of the palette is a subset used as an embedding quantizer. Note that the subsets of the LSB ordered palette, Figure A.7(a), have a variety of colors while the subsets of the MSB ordered palette, Figure A.7(b), have a restricted range of colors. Grayscale and binary images are obtained by using the Y color component of the YIQ color space of the image [49]. Uniform scalar quantizers are used for grayscale and binary error diffusion. The error diffusion mask used is that of [39], although using optimized filters for certain input devices would likely yield better results [63,64]. Results shown are for the 24-bit color Lenna image. The 8-bit color error diffused Lenna image is shown in Figure A.8.
Figure A.7: The 8-bit color palette as ordered for (a) LSB embedding and (b) MSB embedding where each half, quarter, eighth, and so on, portion of the palette is a subset used as an embedding quantizer. Note that the subsets of the LSB ordered palette have a variety of colors while the subsets of the MSB ordered palette have a restricted range of colors.

A.3.1 Results of embedding in the LSB's

The results of embedding with an LSB ordered palette are shown in Figure A.9(a) where binary as well as 2-, 3-, ..., and 7-bit color images are embedded into the LSB's of an 8-bit color halftone. In general, I find that as the bit depth of the embedded image decreases, visual results improve. In fact, the 8-bit color error diffused image with the embedded binary halftone shows no visual difference when compared to the 8-bit color error diffused image. As the bit depth of the embedded image increases, the output image quality degrades by the introduction of inappropriate colors which are outside the natural color space. Similar results arise when working with grayscale images where it is seen that stippling or thumbprint patterns intensify and become more prevalent as the relative bit depth increases.

The differences in image quality can be explained by recalling that the embedding quantizers are created from subsets of the $N$-word palette each of which have color representations throughout the entire color space. The good visual quality that is found when $M$ is small relative to $N$ is due to embedding quantizers that densely cover
Figure A.8: The 8-bit color error diffused Lenna image. The palette of 256 colors was generated using the generalized Lloyd algorithm with 5 training images.

the entire color space making it possible to find good color representations for any given input pixel. In effect, this permits the color distribution of the original image to influence the choice of the \( N \) output colors while minimizing the influence of the distribution of the colors of the embedded halftone on this choice. The poor quality that results when \( M \) is large relative to \( N \) results from the embedding quantizers having very few color representations across the entire color space. Thus a given input color pixel may not find a good color representation among any of the \( M \) embedding quantizers.

A.3.2 Results of embedding in the MSB's

The results of embedding with an MSB ordered palette are shown in Figure A.9(b) where binary as well as a 2-, 3-, ..., and 7-bit color images (the same used in the LSB case) are embedded into the MSB's of an 8-bit color halftone. In general, I find that as the bit depth of the embedded image increases, visual quality improves. In fact, the 8-bit color error diffused image with the embedded 7-bit color halftone
Figure A.9: The 8-bit color error diffused images containing (from left to right) a binary halftone, a 2-bit, a 3-bit, ..., and a 7-bit color halftone when (a) embedding in the LSB's using the LSB palette arrangement and when (b) embedding in the MSB's using the MSB palette arrangement.

shows little visual difference from the original 8-bit error diffused image. As the bit depth of the embedded image decreases, visual quality degrades by the introduction of "thumbprint" artifacts and unnatural color use. Similar results arise when working with grayscale images where it is seen that thumbprint artifacts intensify and become more prevalent as the relative bit depth decreases. It should be noted that for the color images, the degradation is not continuous as is the case for embedding in the LSB's, but that as $M$ goes to 2 the artifacts are present to a lesser extent. Enlarged portions of the 8-bit color halftone, Figure A.8, and the leftmost images of Figure A.9 are shown in Figure A.10 to illustrate the difference between embedding a binary image in the LSB and MSB using both the LSB and MSB palette orderings respectively [44]. Note in particular the introduction of yellow colors on the side of Lenna's face and lips as well as bluish specks in the hair and lips when embedding in the MSB's,
Figure A.10(c). Again it is seen that embedding a binary image in the LSB causes little or no visible difference in quality.

Figure A.10: Artifacts seen in enlarged portions of: (a) the 8-bit color error diffused image; (b) the 8-bit color error diffused image embedded with a binary image in the LSB’s using the LSB palette arrangement (the leftmost image from Figure A.9(a)); and (c) the 8-bit color error diffused image embedded with a binary image in the MSB’s using the MSB palette arrangement (the leftmost image from Figure A.9(b)).

The differences in image quality can be explained by recalling that the embedding quantizers are created by dividing the color space into $M$ separate color regions linked to the $M$ colors of the smaller palette where the output pixel of the first stage of embedding selects which of the $M$ embedding quantizers to use. When $M$ is small relative to $N$, the color space is crudely divided into a few quantizers with a large number of output levels in one section of the color space. As there is little color information in the embedded halftone, an input pixel cannot always find a good color representation since the pixel color may not be in the same color space as the embedding quantizer. However when $M$ is very small, such as 2 or 4, there may be so many color representatives in each embedding quantizer that it is possible for a reasonable color match to be found most, but not all, of the time. The good results that arise when $M$ is large relative to $N$, are due to the $M$ embedding quantizers
representing a very small portion of the color space, and there being much color information in the embedded image. Each pixel color of the embedded image directs the choice of output image colors to a similar color. In effect, this permits the color distribution of the smaller bit-depth halftoned image to influence the choice of the $N$ output colors while minimizing the influence of the color distribution of the original image. Thus, if the embedded image looks good, the color halftone containing it will look good as well since it is a refined version of the embedded image.

A.3.3 Limitations to Color Palette Use

Note that for the scalar quantizer example, embedding can be done in both the MSB's and LSB's when using the same ordered scalar quantizer. This implies that a color palette, when ordered for either MSB or LSB embedding for all embedding possibilities (e.g. an 8-bit palette ordered for embedding any of 1-, 2-, ..., or 7-bit images), could be used to do both MSB and LSB embedding too. If the palette were designed for LSB embedding, it would be necessary to correlate the colors of the smaller palettes to the MSB subsets of the larger LSB ordered palette, and this could be done by using the centroid of each larger subset. Alternatively, LSB embedding can be done directly off of the MSB ordered palette. In practice however, it is not possible to use an LSB ordered palette to do embedding in the MSB since the recursive creation of quantizers that span the color space destroys any groupings of similar colors which are originally found by MPCM. It is possible to use an MSB ordered palette to do embedding in the LSB, since the similar color groupings easily break down into LSB subsets that have colors throughout the entire color space. In fact, since MPCM is used as the first step of both palette ordering techniques, the LSB subsets for embedding a binary image are identical for either ordering technique. However, in this case, the color image quality degrades much more rapidly as $M$ increases than when embedding in the LSB's using a palette ordered for LSB embedding. Since color palettes have no natural ordering, the results vary for each ordering imposed.
The best results are achieved by using palettes which are ordered for the desired embedding scheme.

A.3.4 Limitations to Embedded Error Diffusion

I next discuss limits to the amount of embedding that can be done in a single image. To embed as many halftones as possible, an \( N \)-level "fully-embedded" error diffused image [44] could be produced, which contains the \( \frac{N}{2} \), \( \frac{N}{4} \), \ldots, and 2-level fully-embedded error diffused images, where \( N = 2^K \), so that if one bit is removed from the \( N \)-level output image, the \( \frac{N}{2} \)-level fully-embedded error diffused image is preserved. To generate this image, \( K = \log_2(N) \) stages of embedding must be done where the embedding quantizers at each stage have only two output levels. Color image generation by a series of thresholding operations makes little sense. However, fully-embedded grayscale images can be created, and these can be embedded into a color halftone. For example, a 16-level fully-embedded grayscale image could be embedded into the LSB’s of an 8-bit color image. This would be useful for progressive transmission as well as for a browsing system where different types of color and grayscale monitors (2-, 4-, 16- or 256-level displays) would be used to view the image.

When making fully-embedded grayscale images, the best results are obtained when embedding only in the MSB’s. This produces an image that retains some of the thumbprint artifacts of binary error diffusion but is of good visual quality, improving with each successive level of embedding. This can be viewed as a refinement of the binary image as the bit-depth increases. The thumbprint artifacts are retained because the multilevel image is always dark (light) where the binary image is black (white). The worst results are obtained when full embedding is done in the LSB’s, which produces a grainy image that gets worse with each successive level of embedding. Other combinations of LSB/MSB embedding at different stages of the algorithm produce images that vary in quality between the MSB’s-only embedded image and the LSB’s-only embedded image.
A.4 Conclusions

I have presented an algorithm for embedding the output of binary Floyd and Steinberg error diffusion into the output of grayscale and color error diffusion; for embedding grayscale halftones into higher bit-depth grayscale and color halftones; and for embedding color halftones into higher bit-depth color halftones. I have also presented preprocessing algorithms to organize color palettes for effective use of the color space when embedding halftones into color halftones. I have shown that embedding relatively small halftones works best for grayscale and color images when the $N$-word palette is ordered for LSB embedding, and that embedding relatively large halftones works best when the $N$-word palette is ordered for MSB embedding.

To embed an $M$-level halftone into an $N$-level halftone with good visual results, I draw the following conclusions. If $M$ is small relative to $N$, the $N$-level palette should be ordered in an LSB-like arrangement where palette subsets have colors throughout the entire color space. The $M$-level image has little color or grayscale information which can be used, so it can easily be hidden in the $N$-level halftone. If $M$ is large relative to $N$, and the smaller bit-depth image is a grayscale image while the larger bit-depth image is color, then the $M$-level grayscale halftone has a relatively large amount of grayscale information which cannot be easily integrated into the color halftone, and there is no clear solution. However, if both halftones are to be color (or grayscale) images, then the palette should be ordered in an MSB-like arrangement where subsets divide the color space into separate, non-overlapping parts. The $M$-level halftone has color information which can be used to create an $N$-level image that is a refined version of the $M$-level image.
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