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Abstract

Cooperative Caching in Local-Area and Wide-Area Networks

by Geoffrey Michael Voelker

Co-Chairs of Supervisory Committee

Professor Henry M. Levy
Computer Science and Engineering

Professor Anna R. Karlin
Computer Science and Engineering

This dissertation extends cooperative caching systems in three new directions: (1) I study the performance tradeoffs of using load balancing techniques to reduce the contention of remote page requests at memory servers. (2) I develop a novel combined prefetching and cooperative caching system to further reduce disk stall time for I/O-bound applications, and (3) I explore the effectiveness of using cooperative caching techniques among World Wide Web proxy caches at large-scale client populations. I use analytic, simulation, and measurement techniques to explore the performance of these new directions in cooperative caching systems.

First, I develop an analytic queueing network model to evaluate the effectiveness of load balancing memory requests, and then use trace-driven simulation to study the potential harm of deviating from the replacement policy when balancing load. I find that deviating from the strict replacement policy does not significantly degrade overall application performance. Based upon these results, I conclude that cooperative caching systems can benefit considerably from load balancing requests with little harm from suboptimal replacement decisions.

Second, I present the design of a combined cooperative prefetching and caching algorithm and its implementation in a prototype system called Prefetching Global Memory System (PGMS). I measure the performance of the PGMS implementation on a workstation cluster using both synthetic
and real application benchmarks and conclude that, by using available global memory, disk, and CPU resources, cooperative prefetching and caching can obtain significant speedups for I/O-bound programs.

Lastly, I introduce a novel analytic model of Web accesses to explore the effectiveness of cooperative caching among World Wide Web proxies. This model evaluates the steady-state performance of proxy caches based upon server, object popularity, and document modification distributions. I use the model to evaluate cooperative Web proxy caching at population sizes that range from a single organization to millions of clients, explore the tradeoffs among various cooperative caching schemes, and speculate on the performance implications of future trends in Web workloads. Overall, I demonstrate that the utility of cooperative Web proxy caching is most effective among groups of small organizations, and only marginally useful for very large client populations.
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Chapter 1

Introduction

High-speed switched local-area networks, such as ATM and Myrinet, have reduced the latency of network page transfers significantly below that of local disk. This hardware trend has motivated the development of software systems that use network-wide memory as a cooperative cache. In these systems, (1) the unused memory on idle or lightly-loaded machines is used to cache virtual memory pages and file blocks evicted from the memories of active machines; and (2) all of the nodes in the system cooperate so that local memory resources are managed to maximize overall global system performance. Previous work in cooperative caching systems has explored algorithms for coordinating cache contents, approaches for improving algorithm accuracy and efficiency, and techniques for increasing system reliability and portability.

In this dissertation, I build upon previous work to explore cooperative caching system performance in three new domains:

1. I study the performance tradeoffs of using load balancing in cooperative caching systems. Load balancing remote memory requests reduces contention at memory servers and limits the impact of serving requests on local jobs executing on memory servers. However, load balancing can also cause the system to deviate from its original replacement algorithm. This deviation can increase the overall number of disk accesses and offset the benefits of load balancing.

2. I extend cooperative caching systems to support prefetching in the presence of optional hints of future demands. Prefetching enables cooperative caching systems to use idle disk resources in the cluster to transfer data into the cooperative cache before it is accessed by applications, thereby reducing or eliminating I/O stall time at little or no cost. Furthermore, the system can
use disks on multiple idle machines to issue prefetches in parallel. Combining cooperative caching with prefetching and parallel I/O results in a system whose design and performance is significantly different than one using any single approach alone.

3. I explore the potential of applying cooperative caching techniques to large-scale wide-area distributed systems like the World Wide Web. Individual Web proxy caches cache requests on behalf of companies or organizations. Ultimately, though, the effectiveness of a proxy cache is a function of the size of the population it manages – a size often dictated by political, organizational, or geographic constraints. To overcome these constraints, multiple proxy caches can cooperate with each other to further increase total client population, improve hit ratios, and reduce document-access latency.

I use analytic, simulation, and measurement techniques to explore cooperative caching in these new domains. First, I develop an analytic queueing network model to evaluate the effectiveness of load balancing memory requests, and then use trace-driven simulation to study the potential harm of deviating from the replacement policy when balancing load. Second, I present the design of a combined cooperative prefetching and caching algorithm and its implementation in a prototype system. I then measure the performance of the implementation on a workstation cluster using both synthetic and real application benchmarks, and demonstrate the performance advantages of combining prefetching and cooperative caching. Lastly, I introduce a novel analytic model of Web accesses to explore the effectiveness of cooperative caching among World Wide Web proxies. This model evaluates the steady-state performance of proxy caches based upon server, object popularity, and document rate of change distributions, and I apply it at scales ranging from small-scale organizational populations to large-scale national populations.

The following sections discuss in more detail the new cooperative caching domains that each part of this dissertation explores and the research questions it answers, present the contributions made by this dissertation, and provide an overview of the remaining chapters.
1.1 Load balancing

A crucial aspect of the design of cooperative caching systems is the global page replacement algorithm, which selects the target nodes to receive evicted (i.e., paged-out) pages. For example, in the xFS distributed file system [Dahlin et al. 94], pages displaced from one node are sent randomly to other nodes and an algorithm called N-chance is used to recover from bad selections. In the Global Memory Service (GMS) [Feeley et al. 95], the system maintains global information describing the ages of pages on all cluster nodes; using this information, GMS implements an approximation to network-wide global LRU replacement. Experiments with GMS show that the use of global information improves performance relative to a random algorithm. [Sarkar et al. 96] propose a fully distributed information exchange (piggybacked on global page forwarding operations) to gather less complete but perhaps more up-to-date page age information, leading to a different approximation of global LRU replacement.

Although using age information can provide near-optimal page replacement selections, it can still lead to suboptimal overall performance due to contention at memory servers. First, dynamic application behavior can result in both sustained and short-term periods of high request rates. Sufficiently high request rates increase the latency of remote page requests due to contention at memory servers. Furthermore, the global page replacement algorithm can also concentrate old or young pages at one or a few memory servers. Combined with periods of high request rates, these concentrations will focus request traffic at these servers, further increasing contention. Second, the load imposed on any given node that is handling global memory traffic may degrade the performance of the local jobs on that node. For example, experiments with GMS showed that a node supplying pages to seven active nodes used 56% of its CPU cycles just for servicing the remote page requests [Feeley et al. 95].

The first part of this dissertation explores the use of load balancing to reduce contention at memory servers and limit the impact of serving requests on local jobs on memory servers. Server contention arises when the total request rate from active nodes to memory servers is sufficiently high that the requests queue at servers and interfere with each other. When requests queue at memory servers, they take longer to serve. And the longer they take to serve, the slower applications run when using cooperative caching. If the request rate is sufficiently high, there is so much contention...
that requests to memory servers take longer than if they were to use the local disk.

Memory servers can experience extremely high request rates either in sustained stretches of time, or sudden, short-term bursts. When there are only a few memory servers for a large number of active nodes, the combined request traffic to those servers can result in sustained contention that generates sufficient overhead to negate the benefit of cooperative caching. In this case, the system should disable cooperative caching, or at least only allow a subset of the active nodes to use the memory servers.

Even with a reasonable balance of active nodes and memory servers, there are two situations that can lead to short-term, dramatic increases in the request rate to the memory servers. First, during the course of their execution applications go through periods where their peak fault rate is significantly higher than their average fault rate. For example, experiments by [Jamrozik et al. 96] found that, during the execution of the Modula-3 compiler m3, the average fault rate for the program was 670 page faults per second, but that there were periods where it experienced 41,500 page faults per second over the course of 5 seconds. Such page fault rates can easily overwhelm a memory server.

Second, when a node transitions state from idle to active (e.g., because the user starts to use the node again), it needs to make its memory resources available for use by local applications. To do this, the memory pages it has been storing for other active nodes now need to be moved to other servers. Considering that a node may be serving thousands of pages on contemporary machines, this transition can rapidly result in thousands of page forwarding requests to the remaining servers in the cluster.

These bursts of request traffic can experience contention if they are concentrated on just a few or even one memory server. The distribution of request traffic is determined by the global page replacement algorithm used by the cooperative caching system. When a global page replacement algorithm chooses servers based upon the age of pages on those servers, such as in GMS or the algorithm proposed by Sarkar et al., then the distribution of requests to those servers will depend upon the relative ages of pages they store. If the distribution of page ages among servers is uneven, such as when one server has a concentration of old pages, then the distribution of requests to the servers will be uneven. When the request distribution is uneven, requests will concentrate on and potentially overwhelm individual servers.
A common situation where memory servers experience uneven distributions of page ages is when a node transitions state from *active* to *idle* and becomes a memory server (e.g., some time after the user stops using the node). After this transition, its memory resources become immediately available for use by the rest of the cluster. Since this memory is now free for use, active nodes will begin to concentrate their eviction requests at the newly idle node.

This situation can have long-term effects as well. For example, assume one server holds a large set of pages of the same age. When that set of pages becomes the oldest in the cluster, eviction requests from active nodes will concentrate at the server as those pages are replaced by newer ones. The combination of a concentration of oldest pages at one node, and other nodes operating at high fault rates due to transitions in application behavior or node state, can lead to significant server contention.

To mitigate the effects of contention at memory servers in these situations, this dissertation studies the potential benefit and the potential harm of using memory server CPU load information, in addition to age information, in cooperative caching replacement policies. By considering load information in the replacement algorithm, cooperative caching systems can reduce contention at servers and limit CPU utilization by remote requests. There are tradeoffs to the use of load information, however. Replacements made to balance load can cause the system to deviate from its original replacement algorithm, potentially increasing the overall number of disk accesses when load balancing is used.

Extending cooperative caching to incorporate load balancing raises a number of challenging questions. First, what is the impact on remote page fault latency of contention at memory servers? How sensitive is remote page fault latency to uneven load distributions across memory servers? Under what conditions does contention at memory servers negate the benefits of cooperative caching? What is the impact on application performance when load balancing causes suboptimal global page replacement decisions (e.g., replaces younger pages before older pages)? And finally, how can we extend the global page replacement policy to incorporate load information as well as age information? Chapter 3 explores these questions in detail.
1.2 Cooperative prefetching and caching

Cooperative caching benefits memory-intensive applications, applications whose virtual memory and file buffer cache working sets are larger than the memory resources of a single node. By caching evicted pages in the remote memories of idle nodes instead of on local disk, cooperative caching transforms slow disk faults into much faster network faults. However, I/O-bound applications, either with large working sets or a small degree of reuse, only benefit to a limited degree from cooperative caching. For example, one application executing on GMS achieved a speedup of 1.7 once the system had enough idle nodes to contain its working set [Feeley et al. 95]. Adding more nodes to the system would not improve its performance because it was limited by the I/O time required to load all of its data into the system-wide cache.

By transforming slow disk faults into fast network faults, cooperative caching is just one approach for reducing disk stall time. Recent research has also focused on reducing disk stall time through two other approaches. One is the development of algorithms for prefetching data from disk into memory to avoid stalls [Cao et al. 96, Patterson et al. 95, Kimbrel et al. 96b, Tomkins et al. 97, Rochberg et al. 97]. These approaches use hints from programmer-annotated [Patterson et al. 95] or compiler-annotated [Mowry et al. 96] programs, speculative execution [Chang et al. 99], or markov prediction [Bartels et al. 99] to enable the system to predict future accesses and overlap disk I/O with execution. The second approach is the striping of files over multiple disks [Patterson et al. 88, Cao et al. 93], or the use of multiple networked nodes in distributed file systems [Hartman et al. 95, Anderson et al. 96, Thekkath et al. 97, Gibson et al. 97] and distributed storage systems [Lee et al. 96, Hartman et al. 99, Gibson et al. 99] to access disks in parallel, dramatically increasing I/O throughput.

To further improve the performance of cooperative caching systems, the second part of this dissertation proposes the synthesis of all three approaches into a novel cooperative prefetching and caching system — the use of network-wide memory to support prefetching, caching, and parallel I/O in the presence of optional hints of future demands. The synthesis of these approaches results in a system that is significantly different than one using any single approach alone. In the presence of global memory, a node has three choices for data prefetching: (1) from disk into local memory, (2) from disk into global memory (i.e., the disk and memory of another node), and (3) from
global memory into local memory. When used together, these options greatly increase the power of prefetching relative to a conventional, non-cooperative-caching system.

For example, Figure 1.1a shows a simplified view of a conventional prefetching system. Node A issues prefetch requests to missing blocks m and n in advance, so that both blocks are available in memory just in time for the data references. In this case, buffers must be freed on node A for blocks m and n about $2F_D$ and $F_D$ in advance of their use, respectively, where $F_D$ is the disk fetch time. There are two possible problems with this scheme. First, node A's disk may not be free in time to prefetch these blocks without stalling. Second, if prefetched early enough to avoid stalling, blocks m and n may replace useful data, causing an increase in misses; whether or not this happens depends on how far in advance the data is prefetched (which depends on $F_D$) and the access pattern of the program.

In contrast, Figures 1.1b and 1.1c show two examples of prefetching in a global-memory system. From these scenarios, we see that combining prefetching and global memory has several possible advantages:

- A prefetching node can greatly delay its final load request for data that resides in global memory, thereby reducing the chance of replacing useful local data. In Figure 1.1b, for example, node A requests that node B prefetch pages from disk into B's memory ahead of time. As a
result, node A need not free a buffer for the prefetched data until $F_G$ (the time for a page fetch from global memory) before its use. On a 1Gb/sec network, such as Myrinet, $F_G$ may be up to 50 times smaller than $F_D$ [Yocum et al. 97], so this difference is substantial.

- The I/O bandwidth available to a single node is ultimately limited by its I/O subsystem – in most cases, the disk subsystem. However, using idle nodes to prefetch data into global memory greatly increases the available I/O bandwidth by adding in parallel: (1) the bandwidth of the network, (2) the bandwidth of remote disk subsystems, and (3) the execution power of the remote CPUs. Use of this parallelism for the global prefetching shown in Figures 1.1b and 1.1c effectively reduces page prefetch time for I/O-bound processes from $F_D$ to $F_G$.

- Figure 1.1c shows that distributing prefetch requests among multiple nodes in parallel allows those nodes to delay their own buffer replacement decisions (in this case, node B benefits relative to Figure 1.1b), thereby making more effective use of their memories.

- With the high ratio of disk latency to global memory latency, a highly-conservative process could choose to prefetch only into global memory; the process would fault on reference to a non-resident page, but would still benefit from the 50-fold reduction in fault time.

- Given that there is idle memory and CPU power in the network, a process could afford to prefetch speculatively, using old or unused global pages as the speculative prefetch cache.

While the idea of using network memory for prefetching is conceptually straightforward, it raises a number of questions. For example, how do nodes globally choose the pages in which to prefetch from the global memory pool? When should data be prefetched and to what level of the storage hierarchy? When should pages be moved from global memory to local memory? How do we trade off the use of global memory pages for prefetching versus the use of those frames to hold evicted VM and file pages for non-prefetching applications? And finally, how do we value each page in the network, in order to best utilize each page frame? Chapter 4 explores these questions in the design, implementation, and evaluation of a cooperative prefetching and caching system.
1.3 Cooperative caching at large scales in wide-area networks

Cooperative caching has been shown to improve the performance of file and virtual memory systems in a high-speed, local-area network environment. Unfortunately, the algorithms, mechanisms, and policies used in cooperative caching systems for workstation clusters do not scale beyond hundreds of nodes due to assumptions inherent in local-area network performance. For example, GMS uses periodic broadcasts to synchronize the global state of all nodes in the cluster [Feeley et al. 95], an operation not practical in wide-area systems. As a result, it is not known to what degree cooperative caching techniques might apply to large-scale distributed systems comprising millions of nodes deployed across wide-area networks. The final part of this dissertation explores this fundamental question of scaling cooperative caching to wide-area distributed systems. In particular, it examines the potential of using cooperative caching among World Wide Web proxies deployed in the Internet.

Internet proxy caching has become a commonplace approach for improving the performance of Web browsers. Typically, the proxy sits in front of an entire company or organization. By caching requests for a group of users, a proxy can quickly return documents previously accessed by other clients. Ultimately, though, the effectiveness of the proxy is a function of the size of the population it serves – a size often dictated by political, organizational, or geographic considerations. An obvious question, then, is whether multiple proxies should cooperate with each other in order to increase total client population, improve hit ratios, and reduce document-access latency.

Whether cooperative proxy caching is useful for improving performance depends on a number of issues. These include the client access patterns of Web documents and the cacheability properties of those documents, the performance of proxy caches in light of client access patterns and document characteristics, and the specific organization of proxy caches used to mitigate the long latencies and limited bandwidth of wide-area networks.

Web tracing and caching are highly active research areas. Recent studies of Web traffic include analyses of Web access traces from the perspective of browsers [Cunha et al. 95, Mah 97], proxies [Almeida et al. 96b, Breslau et al. 99, Caceres et al. 98, Cao 98, Crovella et al. 96, Douglis et al. 97, Duska et al. 97, Feldmann et al. 99, Gribble et al. 97, Kroeger et al. 97, Rabinovich et al. 98], and servers [Almeida et al. 96a, Arlitt et al. 96, Mogul 95]. Earlier tracing studies were limited in request rate, number of requests, and diversity of population; more recent tracing studies have been
larger in scale and more diverse in characteristics. In addition to static analysis, some studies have also used trace-driven cache simulation to characterize the locality and sharing properties of large traces [Almeida et al. 96b, Caceres et al. 98, Duska et al. 97, Feldmann et al. 99, Gribble et al. 97, Kroeger et al. 97], and to study the effects of cookies, aborted connections, and persistent connections on the performance of proxy caching [Caceres et al. 98, Feldmann et al. 99].

Researchers have studied the temporal locality of Web proxy traces and examined how hit-ratio depends, asymptotically, on cache size and the number of requests. Several interesting findings have been identified. First, it has been repeatedly found that, for most traces, the relative frequency with which Web pages are requested follows a Zipf-like distribution, where the number of requests to the \(i^{th}\) most popular document is proportional to \(1/i^\alpha\) for some constant \(\alpha\) [Almeida et al. 96b, Breslau et al. 99, Cao et al. 97, Cunha et al. 95, Glassman 94, Kroeger et al. 96]. Second, for infinite-sized caches, it has been shown empirically and analytically that the hit ratio for a Web proxy grows logarithmically with the client population of the proxy and the number of requests seen by the proxy [Breslau et al. 99, Cao et al. 97, Duska et al. 97, Gribble et al. 97, Kroeger et al. 96].

Finally, several cooperative-caching techniques have been proposed for use in the Web. These proposals include hierarchical schemes like Harvest and Squid [Chankhunthod et al. 96, Squid et], hash-based schemes [Karger et al. 99, Valloppillil et al. 98], directory-based schemes [Fan et al. 98, Menaud et al. 98, Tewari et al. 99] and multicast-based schemes [Michel et al. 98, Touch 98]. Although each of these research efforts includes a performance evaluation of the protocols proposed and a discussion of algorithm scalability, only [Krishnan et al. 98] presents empirical evaluations of cooperation (and only for small populations), and none present empirical or analytical evaluations of the effectiveness of their schemes for the large client populations found in a wide-area setting.

As a result, several questions remain unanswered regarding the potential performance benefits of cooperative caching in large-scale Web environments. For what range of client populations can cooperative Web caching perform effectively in terms of hit rate, latency reduction, and bandwidth utilization? Previous studies have just looked at performance from the basis of a fixed number of requests. What is the effect on the performance of cooperative caching if the systems were running for a month, a year, five years? In other words, how will cooperative caching schemes perform in steady-state operation over long-term time scales? Furthermore, many characteristics of the Web change constantly, such as client request rate, the rate of change of documents, and the size of the
Web (in terms of clients, servers, and documents). How do the results of cooperative caching apply in the face of future trends of Web characteristics? Lastly, various cooperative caching architectures have been proposed, but not compared at large-scales. What arrangement of cooperating caches provides the best performance, and/or the most efficient use of storage resources? Chapter 5 explores these questions using analytic modeling to examine steady-state cooperative-caching performance with large client populations in wider-area environments.

1.4 Contributions

The contributions of this thesis are to demonstrate (1) that cooperative caching systems are considerably more effective when combined with memory server CPU load balancing and disk and network prefetching, and (2) that cooperative caching of World Wide Web documents among proxy caches in wide-area networks is effective only within limited population bounds. Specifically:

1. I explore the tradeoffs of using memory server CPU load information, in addition to age information, in cooperative caching replacement policies. I first develop an analytic queueing network model to study the extent to which server load can degrade remote memory latency, and demonstrate that load balancing minimizes this degradation. I then use trace-driven simulation to study the impact on application performance of deviating from a global LRU replacement policy, and demonstrate that minor deviations do not affect application performance. Finally, based upon these analyses, I propose a new family of algorithms that incorporate load considerations, as well as age information, in global memory replacement decisions.

The load balancing results are applicable to global memory systems that implement approximate global LRU replacement using varying types of global information. Furthermore, the general insights about the benefit of balancing load at minimal costs due to less perfect replacement decisions, as well as the new family of algorithms suggested by these insights, can also be applied to global memory systems that use replacement algorithms other than LRU.

2. I further extend workstation cluster cooperative caching systems to support disk and network prefetching, exploiting high-speed local-area networks to efficiently manage the mem-
ory, disk, and CPU resources in the cluster:

- I introduce an operating system prefetching module that provides three different prefetching mechanisms in the cluster: (1) prefetching from local disk directly into local memory (conventional file prefetching); (2) prefetching a page from the disk and into the memory of a remote node; and (3) prefetching a page over the network from a remote node's memory into local memory.

- Using these prefetching mechanisms, I introduce a combined prefetching and caching algorithm for managing cluster disk resources in conjunction with cluster memory resources. The algorithm uses hints of application reference patterns to make prefetching and cache replacement decisions. A novel aspect of the prefetching algorithm is that it is a hybrid algorithm, where prefetching into local memory and into global memory uses different policies. Local memory is more valuable than global memory as a cache because local pages are much more likely to be referenced than global pages. Reflecting its relative values as a cache, prefetching into local memory is conservative to maintain as large of a local cache as possible. In contrast, prefetching into global memory is aggressive since using global memory for prefetching is more valuable than using it as a cache. The goal is to use idle disk resources on behalf of applications, but not to be so aggressive as to degrade caching performance.

- I present an implementation of a combined prefetching and caching system in a prototype called the Prefetching Global Memory System (PGMS). I implemented PGMS in the Digital Unix operating system as an extension to Feeley's Global Memory System (GMS) [Feeley et al. 95]. The prototype extends GMS to support the three prefetching mechanisms, a system call interface for passing application reference hints to the kernel, and a prefetch module for tracking an application's page references and scheduling prefetch requests on its behalf.

- I evaluate the PGMS prototype on a cluster of Digital Alpha workstations using a set of real applications and synthetic benchmarks. With this evaluation, I demonstrate that combining prefetching with cooperative caching in a globally managed cluster can greatly improve the performance of I/O bound applications. In particular, I show that:
(1) the use of prefetching significantly increases application performance beyond the use of cooperative caching alone; (2) global prefetching provides substantial speedup over local, conventional prefetching alone; (3) parallel disk prefetching leverages the aggregate disk I/O bandwidth in the cluster, scaling application performance with cluster size; (4) prefetching over the network from global to local memory has much less impact than disk prefetching; and (5) the system isolates prefetching and non-prefetching applications, allocating system resources among them fairly.

3. I introduce a novel analytic model of Web accesses to explore the effectiveness of cooperative caching among World Wide Web proxies. This model evaluates the steady-state performance of proxy caches based upon client request, sharing, and document rate of change distributions for small-scale organizational populations to large-scale regional populations.

With the model, I demonstrate that cooperate Web proxy caching is effective at organizational scales, but it is not necessary; a monolithic proxy cache provides performance at least as good, but with less complexity. I further show that cooperation among the organizational caches within a medium to large city will provide additional performance benefit, although only marginal, over cooperative caching at small scales. Assuming that bandwidth within a city is plentiful and latencies are small, the overhead of cooperative caching would be low and therefore worth the secondary benefits that such caching provides. However, extrapolating to larger scales, cooperative caching provides limited or no additional benefit, particularly in the face of increased latencies among caches.

1.5 Overview of the Dissertation

The rest of this dissertation is organized as follows:

- Chapter 2 provides background information on cooperative caching systems for workstation clusters and World Wide Web proxies, and presents related work in this area.

- Chapter 3 considers the potential benefit and the potential harm of incorporating memory server CPU load information in cooperative caching replacement policies. It concludes with
a proposal for a new family of algorithms that combine both load and age information in replacement decisions.

- Chapter 4 presents a combined cooperative prefetching and caching system for workstation clusters that unifies previous work in cooperative caching, prefetching, and parallel I/O. It concludes with the evaluation of the Prefetching Global Memory System, a prototype implementation of a combined cooperative prefetching and caching system.

- Chapter 5 considers the issue of scaling cooperative caching to wide-area distributed systems by examining the potential of using cooperative caching among World Wide Web proxies deployed in the Internet.

- Finally, Chapter 6 summarizes and concludes the dissertation.
Chapter 2

Background and Related Work

This dissertation extends cooperating caching systems to (1) manage additional hardware resources in workstation clusters to improve performance, and (2) explore the potential of cooperative caching for large-scale wide-area distributed systems. This chapter gives an overview of cooperative caching systems and background information for the techniques used to extend them in this dissertation. Section 2.1 surveys cooperating caching systems designed and implemented for workstation clusters; it presents the fundamental background material necessary for understanding the structure and behavior of cooperative caching systems. Section 2.2 discusses previous efforts to combine caching and load balancing in cluster servers; it serves as background for Chapter 3, which applies load balancing to cooperative caching systems. Section 2.3 describes the development of techniques for combining caching and prefetching for use in centralized systems; it provides the background for Chapter 4, which applies prefetching techniques to a cooperative caching system. Finally, Section 2.4 surveys previous cooperative caching systems designed for the World Wide Web, which have been evaluated only at small scales; it provides the background and motivation for Chapter 5, which studies the potential of using cooperative caching techniques for the Web at very large scales.

2.1 Cooperative caching in workstation clusters

Cooperative caching in workstation clusters globally manages the memory resources of workstation nodes to improve application performance. Typically, a node caches file and virtual memory data only on behalf of applications running on that node. With cooperative caching, nodes can also contribute a portion of their memory for use as part of a global cache distributed among all of the nodes in the cluster.

Cooperative caching improves performance in two ways. First, it can coordinate the contents of the caches across all nodes in the cluster. This coordination can exploit temporal sharing among
applications as they access the same files (e.g., header files when compiling) or virtual memory pages (e.g., executable code pages). Instead of duplicating shared pages among individual caches, the nodes can coordinate their caches to maintain fewer copies and increase overall cache efficiency. Second, cooperative caching can exploit idle memory resources as backing store for data on active nodes. If a node is idle or lightly-loaded, its memory or a portion thereof can be used to cache data evicted from active nodes.

By globally coordinating the contents of node caches and using idle memory as backing store, cooperative caching converts what otherwise would be disk accesses into network accesses. With the advent of low-latency, high-bandwidth, switched local-area networks like ATM, Myrinet, and Fast and Gigabit Ethernet, accessing data over the network can be up to 50 times faster than accessing it from local disk. By converting disk accesses into much faster network accesses, cooperative caching significantly decreases average fault time, thereby increasing application performance.

The design space of cooperative caching is extensive, and systems vary depending upon (1) the kind of data stored in the cache, (2) how nodes partition their memory between local and global use, (3) the degree to which nodes coordinate their caches, (4) the replacement policy used for managing the cooperative cache, (5) the approaches for tolerating faults, (6) the granularity at which data is cached, and (7) the degree of integration with the operating system or applications. The following section summarizes early cooperative caching systems, and the subsequent sections describe recent systems and their contributions in detail.

2.1.1 Early work

Early work in cooperative caching primarily used remote memory as backing store for evicted virtual memory pages. These systems had little global sharing of cache contents among clients, and no global coordination of cache resources. The Apollo DOMAIN system implemented a distributed single level store (SLS) that coordinated concurrent caching of object pages [Leach et al. 83]. Client caches were used to operate on object data backed by persistent storage on local disk or the disk of a remote node. Client caches cooperated to implement concurrency control and detect concurrency violations. Caches did not explicitly share data (cache misses always went to the home node storing the object), nor did they globally coordinate cache resources. [Comer et al. 90] propose the use
of dedicated remote memory servers for use by diskless clients. In the diskless environment clients normally page to a remote disk, but heavily paging clients could allocate memory from these servers and use them as backing store instead. Pages could potentially be shared among clients through the servers. [Felten et al. 91] generalized this idea to use the memory on idle workstations as backing store. Nodes register with a central manager when they become idle, and active nodes randomly choose among them to receive evicted pages. Clients do not share their remote backing store resources. [Schilit et al. 91] use remote paging in mobile environments. Memory-starved portables can page to the large memories of nearby stationary servers. These evicted pages can migrate among servers as the portable moves.

[Franklin et al. 92] is the first system to incorporate global sharing of cache resources. They propose the use of remote memory in a client-server database management system (DBMS). The centralized DBMS server uses the client caches as an extension of its own by keeping track of the contents of all client caches. When a client requests a page not in the server cache, the server determines whether another client is caching the page. If so, the server has the caching client forward the page back to requesting client. Although the server and clients share the contents of their caches, they do not coordinate their contents, e.g., to eliminate duplicates.

2.1.2 xFS

The xFS scalable network file system uses cooperative caching to coordinate client and server file caches [Dahlin et al. 94, Anderson et al. 96]. Clients can contribute a portion of their memory for use as part of a global cache on behalf of all clients in the system. Idle clients, for example, can store file blocks in their memories that have been evicted from the server or other clients. And with coordination, clients can share the contents of their caches to reduce duplication and increase overall cache efficiency.

[Dahlin et al. 94] is an interesting exploration of the design space for cooperative caching algorithms from the perspective of file system caching. They describe a taxonomy of six algorithms. The algorithms differ as to whether clients share cache contents, how they coordinate their caches, and how they partition memory between local and global use.

With direct client cooperation, active clients use the memory of idle clients as a private back-
ing store for pages evicted from local memory; this approach approximates the model used by [Comer et al. 90, Felten et al. 91, Schilit et al. 91]. Direct client cooperation is simple because it requires no modifications to the server, although it does require mechanisms for identifying idle nodes and coordinating their use by active nodes. A significant drawback is that clients cannot share the contents of their caches: a request by one client must go to disk if the server does not have the block cached, even if another client is caching the block in either its local cache or its private global cache on an idle node.

With greedy forwarding, the memories of all clients are used as a single global cache, but the clients do not coordinate the contents of these caches; this approach models the one used by [Franklin et al. 92]. The server maintains a data structure describing the contents of all client caches. If a client cannot satisfy a request in its local cache, it forwards the request to the server. If the server does not have the requested block cached, it forwards the request to any client caching the block. This approach is greedy because each client manages its local cache without regard to the contents of other caches or the needs of other clients in the system. For example, the same block may be cached on multiple clients, a potentially inefficient use of the memory resources.

Centrally coordinated caching extends greedy forwarding to coordinate the contents of the global cache. The cache on each client is divided into local and global portions. The client directly manages the local portion for its sake alone, and the server centrally manages the global portion of all client caches for the sake of all clients. A client forwards a request that misses in its local cache to the server. If the requested block is not cached by the server, but it is cached by a client in the global portion of its cache, then the server forwards the request to that client. The server manages the global cache using a global replacement algorithm such as LRU. When the server evicts a block from its cache, it replaces the least recently used block among all blocks in the global portion of the client caches. A drawback of this approach is that it places a high load on the server, and the partition between local and global portions of a client’s cache is static.

N-chance forwarding extends greedy forwarding to dynamically adjust the boundary between the local and global portions of a client cache. N-chance forwarding behaves like greedy forwarding except for the handling of singlets, blocks stored in only one client cache. When a client evicts a block from its local cache, it checks block metadata or asks the server if the block is not cached on any other client. If it is cached elsewhere, the client discards the block. If it is the last copy, the
client sets a recirculation count and randomly forwards the block to another client. The receiving client adds the block to its local LRU list as if it had just been accessed. If the receiving client evicts the block, it decrements the recirculation count and repeats the forwarding algorithm. Once the recirculation count reaches zero, the block is discarded. N-chance provides a dynamic tradeoff between caching data for local benefit and caching data for the benefit of the system. Active clients will tend to displace global data with local data, and idle clients will accumulate global data on behalf of active clients.

Hash-distributed caching extends centrally coordinated caching by partitioning the management of the global cache among the clients rather than the server. This partitioning is done by hashing block identifiers to clients. The server evicts blocks from its cache to the appropriate client based upon the hash, and clients forward requests that miss in their local cache to the client responsible for the appropriate portion of the global cache.

Weighted LRU is similar to N-chance in that it dynamically manages all client caches to balance between local and global use. When weighted LRU makes a replacement, it attempts to replace a block with the best cost-benefit ratio. Duplicates provide local access, but they consume local cache space, and, if replaced, can always be accessed in another cache over the network. However, singlets require a disk access if replaced. Weighted LRU balances the benefits of keeping duplicates against the cost of evicting singlets to optimally manage the client caches. This approach is used by the GMS system [Feeley et al. 95], discussed next.

Dahlin et al. simulated the different algorithms using distributed file system traces as input. They found that (1) N-chance had the lowest average request latency and server load, (2) direct client cooperation had the highest average request latency, and (3) centrally coordinated caching had the highest server load. Hash-distributed caching significantly reduced the server load of centrally coordinated caching, but had no effect on response time. Response time for Weighted LRU was slightly worse than N-chance, although it is not clear why (the next section addresses this issue in more detail). They later implemented N-chance as the cooperative caching algorithm for the xFS prototype [Anderson et al. 96].
2.1.3 Global Memory Service

The Global Memory Service (GMS) uses cooperative caching to globally manage the memories of all workstations in a local-area network [Feeley et al. 95]. The goal of GMS is to minimize the average page access time across all applications in the system. GMS implements cooperative caching at the lowest level of the operating system, making remote memory available for virtual memory backing store, mapped files, and the file buffer cache. The use of cooperative caching is transparent to applications and is managed entirely by the operating system.

Each workstation can contain both local pages and global pages. A local page is one that contains data for an application executing on the same machine; a global page is one that contains data for an application executing on another machine. The balance between local and global pages on a node changes over time, depending on the behavior of that node and others. When a node becomes idle, its pages will age, and eventually will be replaced by younger global pages displaced from other nodes. When an idle node begins computing again, it will increase its use of local memory, forwarding or discarding global pages as it does so. Eventually, if the applications on the node have high memory demands, the node will fill its memory with local pages and will begin to use global memory on other nodes as it replaces its oldest local pages.

The global memory across the nodes in the cluster forms a shared cache between local memory and disk. Coherency is maintained by flushing dirty local pages to disk before placing them in global memory at another node. Pages in global memory can then be shared among nodes without any locking. In practice, file buffer cache pages and the code pages of an application are shared by multiple instances of the application executing on different nodes, while the data pages are private.

In the xFS taxonomy, GMS essentially implements weighted LRU: a globally coordinated, dynamically partitioned cooperative cache with a global LRU replacement policy. GMS approximates global LRU across all of the nodes in the cluster in fixed periods of time called epochs. At the start of each epoch, all nodes send the ages of all global pages to a coordinator node. The coordinator examines the page ages, and broadcasts the distribution of all old pages in the cluster to each node. When a node has to evict a page during the epoch, it randomly chooses a destination node with old global pages weighted by the fraction of old pages it contains. In contrast to N-chance, where clients autonomously cooperate by forwarding evicted pages to other clients randomly, the nodes in
GMS globally coordinate by evicting the least-valuable pages across the entire cluster.

Feeley et al. implemented GMS in the Digital Unix operating system kernel and found that it achieved excellent speedups for a variety of applications. They also studied the impact of global coordination by implementing the xFS N-chance algorithm and comparing its performance to the GMS approximate global LRU algorithm. They found that, when idle memory is unevenly distributed across nodes in the cluster, the global coordination of GMS performed significantly better than the autonomous coordination of N-chance. N-chance forwards evictions at random, a policy that works well for a uniform distribution of idle memory but is suboptimal when the distribution is uneven. Furthermore, N-chance favors singlets over duplicates, even when duplicates have been recently referenced. When there is a high degree of sharing among applications in the cluster, N-chance will evict duplicates in favor of singlets even when the duplicates have greater value to the system overall.

2.1.4 Remote Memory Pager

[Markatos et al. 96] use cooperative caching as a reliable Remote Memory Pager (RMP). In the xFS taxonomy, RMP uses direct client cooperation. Idle remote memory in workstation clusters is used as a backing store for application virtual memory pages. The RMP is implemented as a client that issues page read and write requests and a server that satisfies these requests. The client is a kernel block device driver that transparently handles pagein and pageout requests. The server is a user-level daemon that stores pages in its memory, and handles read and write requests to that memory from clients. Additional work explored variations on the basic pager (1) to support remote memory access at the granularity of individual words [Markatos 96], (2) as a log for transaction support for recoverable virtual memory [Ioannidis et al. 98], and (3) as the underlying system for a network RAM disk [Flouris et al. 98]. This discussion focuses on the design and implementation of the basic remote paging system.

Whereas xFS and GMS focused on designing efficient, near-optimal distributed memory management algorithms, global memory management in the RMP is relatively unsophisticated. Since the remote memory client is a block device driver, it does not participate in local memory management and uses the default kernel policy. Clients allocate from servers in a round-robin fashion.
No global replacement algorithm is used; once clients allocate memory on a server, that memory is never paged out or reused until explicitly deallocated by the client. Once all server memory is allocated, clients page to local disk.

The novel aspect of the RMP is its support of reliable remote memory. To tolerate faults, xFS and GMS write dirty pages to local disk before paging them out into network memory. As a result, network memory only contains clean pages. If a memory server or the network fails, preventing clients from accessing pages in network memory, clients can always recover their pages from local disk. In these systems, the local disk can bottleneck performance if the rate at which the system evicts dirty pages is greater than the disk write bandwidth.

Since network bandwidth is often greater than local disk bandwidth in high-speed local-area networks, the RMP explores techniques for making network memory reliable so that it can store dirty pages in memory. Markatos et al. proposed three techniques to make network memory reliable to single node failures: mirroring, parity, and parity logging. The techniques have different tradeoffs in storage overhead, number of additional page transfers, and increased client CPU overhead required to provide reliability. Note that these techniques are still susceptible to network failures.

In mirroring, pages are evicted to two different servers. If one server fails, clients simply use the other. Mirroring requires significant space overhead, however, since half of remote memory is used to store redundant pages. Furthermore, each eviction requires two network page transfers from the client, one to each mirror.

The parity technique is similar to the one used in RAID disk arrays [Patterson et al. 88]. Memory servers are partitioned into parity groups of size $N$, and pages across servers are partition into parity stripes. Logically, in each group one server is used to store parity pages and the remaining servers store memory pages. When a client evicts a page, it sends the page to a memory server. The server XORs the page with the previous version, if present. The result is then sent to the parity server, which XORs it with the parity page to form the new parity. Compared to mirroring, the parity approach requires much less space overhead ($1/N$) but a similar number of page transfers (although only half of them are from clients).

The parity logging technique tries to achieve the low overhead of the parity approach while reducing the number of page transfers. In parity logging, clients construct parity pages. For each batch of $N - 1$ page evictions, the client computes a parity page and sends it to the parity server.
Once a page is written into a new stripe, the old version already in network memory is marked invalid. A cleaner is used to garbage collect invalid pages in parity stripes to free up network memory. To reduce the frequency of running the cleaner, memory servers reserve scratch space to handle the overhead of storing redundant copies of the same page in different stripes. Parity logging requires $1/N$ plus scratch space (10% in the prototype) overhead, only $1 + 1/N$ network page transfers, but additional client CPU overhead to compute the parity on the client.

Markatos et al. evaluated the different techniques using DEC Alpha workstations connected by fast Ethernet [Markatos et al. 96]. He found that parity logging performed the best and mirroring the worst. The space overhead of mirroring induced too many extra faults, but parity logging required fewer network transfers than plain parity even with the additional scratch space overhead. However, the cleaner was never used, so its impact on parity logging performance is unknown. Furthermore, they did not measure the cost of recovering from failure or estimate the frequency of failures, so it is unclear whether the cost of recomputing parity offsets the benefit of parity logging.

They also compared parity logging to writing dirty pages to local disk, and found that using the local disk performed better than parity logging. In their system, local disk performance was comparable to Ethernet performance, so this result is not surprising. As a result, it is still unknown whether local disk write bandwidth is a bottleneck for these systems when using much faster local-area networks. Lacking measures of recovery performance, it is also not known how recovery performance of RMP compares to that of local disk.

2.1.5 Dodo

Dodo is another cooperative caching system that uses idle memory resources in workstation clusters as a remote pager and, in the xFS taxonomy, implements a direct cooperative cache [Koussih et al. 99]. It was designed in the spirit of Condor, a system for exploiting idle CPU resources in local-area networks [Litzkov et al. 88]. As with Condor, Dodo emphasizes portability so that it can be used on multiple operating systems and architectures. In contrast to GMS and xFS, Dodo sacrifices close integration with the operating system for the portability of a user-level system. It is designed as a set of user-level daemons for detecting idleness on machines, coordinating the use of idle memory, and storing remote data. It can use UDP or U-Net [vonEicken et al. 95], if available, to transfer data.
The Dodo prototype has been implemented to support the use of remote memory by only a single application at any one time, and its design reflects this orientation.

Dodo manages data using *memory regions* of arbitrary size, in contrast to previous systems that manage data at the granularity of pages. Furthermore, applications must explicitly use memory regions to gain the performance benefits of using idle memory on remote nodes, and Dodo provides applications with a library for opening, reading, writing, and closing memory regions.

When an application wants to make data cacheable in remote memory, it "opens" a remote memory region. Once a memory region has been opened, the application can issue read and write requests to it. Requests to regions cached locally are handled normally. On a read request to a memory region stored in the idle memory of a remote node, Dodo will first evict regions out of the local cache and then transfer the required region from the remote node into the local cache. On a write request to a remote region, Dodo will propagate the write to the remote node while simultaneously writing the data to the backing store on local disk (*no write allocate*); for correctness, it only stores read-only data on idle nodes.

Memory regions can be stored on only one idle node. Once a memory region has been allocated and assigned to an idle node, the region will only be faulted back and forth between the active node and that particular idle node. Although an application can read and write portions of a memory region, Dodo transfers memory regions between local and remote memory in their entirety. The local memory region replacement policy in Dodo is configurable and extensible. Applications can implement their own policy, or use a Dodo library that implements two default policies: LRU and *first-in*, a policy where once a region has been cached in local memory it is never replaced. Because Dodo does not allow a memory region to be allocated if a remote node does not have enough idle memory to back it up, it does not need or use a global replacement policy.

*Idle memory allocation*

Dodo will only allocate a memory region if there is an idle node in the cluster that has enough idle memory to store it. As a result, Dodo fundamentally couples the *use* of idle memory with the *allocation* of idle memory. Unfortunately, the coupling of use and allocation imposes two constraints on applications.
First, Dodo places the burden of adapting to the availability of idle memory on application developers, rather than the system. Since the amount of idle memory in the cluster changes over time, applications have to be written to explicitly handle the situation where there is not enough idle memory in the cluster to satisfy their allocations. Otherwise, an application might be able to run when $N$ nodes are idle, but not when $N - 1$ nodes are idle.

Second, Dodo does not provide any fairness properties for the use of idle memory. This lack of fairness reflects the implicit assumption that only one application will use idle memory at any given time; if only one application uses idle memory, then it will only be competing with itself.

**Regions vs. pages**

In Dodo data is managed at the granularity of regions, rather than pages as in the previous systems. The use of regions enables applications to allocate data in arbitrary sizes. However, the design of memory regions and its programming interface compels programmers to allocate and use large memory regions. For example, the Dodo API makes it easy to associate a file with a memory region, but associating each file block with its own memory region requires management overhead on behalf of the application. Unfortunately, the use of large regions can also limit the performance of the system.

Dodo will only store a memory region on one node, and large memory regions cannot be split among multiple nodes. Even if there is enough idle memory in the cluster to store a memory region, an application cannot allocate it unless all of that memory is on one node. Furthermore, with the use of large regions, the opportunity for pipelining and overlapping application execution with data transfer is greatly diminished [Jamrozik et al. 96].

**2.1.6 Summary**

Early client-server systems looked at the benefit of cooperatively managing the caches between clients and servers to make more effective use of their memory resources.

The xFS studies investigated various degrees of cooperation and coordination among file system clients and servers, and showed that it is important for cooperative caching systems (1) to coordinate cache contents, and (2) to dynamically adjust memory allocation between local and global cache
use. The Global Memory System validated these results for a broader class of applications, and further showed that it is important for the caches to coordinate globally rather than autonomously. The Remote Memory Pager explored techniques for making the cooperative cache reliable so that it can store dirty pages. Dodo also explored the use of cooperative caching to implement a network memory pager, but it focused on the development of a portable user-level implementation, support for variable-sized paging granularities, and an efficient and effective distributed idle node detector.

2.2 Load Balancing

Cooperative caching systems manage the memory resources in clusters to maximize the locality of requests to the data stored on the nodes in the cluster. In maximizing locality, though, the distribution of future accesses to that data can become highly skewed. This skew creates a load imbalance among the nodes caching data, and this load can greatly increase the latency to access that data. To prevent this situation, the first part of this dissertation extends cooperative caching to manage the CPU resources of the nodes in the cluster by judiciously trading off locality to balance load.

In cooperative caching systems, balancing load fundamentally depends upon the placement of globally cached data among the nodes in the cluster. Load balancing in cooperative caching systems differs from the traditional process load balancing problem in three fundamental ways. First, traditional load balancing techniques balance load by distributing jobs among the nodes in the network, whereas cooperative caching systems balance load by distributing data. Second, traditional techniques are able to manage load directly since jobs directly consume CPU resources. Cooperative caching systems, however, can only manage load indirectly since the load associated with the placement of data depends upon future accesses to that data. Third, cooperative caching systems must first give priority to locality, and only load balance when locality results in imbalanced load.

Cluster nodes incur load from two operations. The first is when they receive evicted data. In this operation, the system has complete control over the distribution of this load across the nodes because they can essentially choose any node to receive the data. The second is when the node must send cached data to another node. In this case, the system has limited control over balancing these operations since it is the access behavior of applications that determines the data that is accessed, and hence the node to which requests are sent for that data.
Cooperative caching systems place data to maximize locality, and it is by maximizing locality that they achieve most of their performance benefits. It is only when data placement induces a highly skewed distribution of requests to memory servers that load impacts the performance of the system. So load balancing in cooperative caching systems should prioritize locality, but do so in a way that makes it straightforward to curtail locality when load becomes an issue.

For background and motivation in adding load balancing to cooperative caching system, the remainder of this section contrasts traditional load balancing with load balancing in cooperative caching systems, and surveys two systems that combine caching with load balancing in clusters.

2.2.1 Traditional load balancing

The traditional load balancing problem in distributed systems is to balance jobs across a set of distributed servers to maximize system throughput and minimize delay. This problem occurs for a wide range of applications, from balancing traditional Unix processes among nodes in a cluster of workstations to balancing HTTP requests among a set of widely distributed Web servers. Traditional load balancing algorithms must address three core issues: how to assign jobs to servers, how to select and migrate jobs during execution, and how to collect and incorporate timely load information from servers into the load balancing algorithm.

How should jobs be assigned to servers? Without knowing job lifetimes in advance, a scheduler that does load balancing must estimate their lifetimes and schedule the jobs appropriately according to the current load on the servers. It is well known that the naïve approach of assigning the next job to the least-loaded server can lead to a herding effect that results in bad performance (e.g., [Dahlin 99]). When jobs are strictly assigned to the least-loaded server, that server quickly becomes overloaded as all nodes independently send their jobs to the same server.

[Eager et al. 86a] shows that a load balancing algorithm can be effective at assigning new jobs to servers using only a small amount of load information. The algorithm of Eager et al. randomly samples the load on a few servers, and chooses the least-loaded of the sample. Because the sample is randomly chosen, it avoids the herding effect. Because it still chooses the least-loaded server of the sample, it is still able to achieve good system performance. Unfortunately, load balancing placement algorithms like [Eager et al. 86a] are not directly applicable to cooperative caching systems since
the future load impact of assigning data to servers is not necessarily known at the time of placement, and cooperative caching systems must first take into account cache locality as well as future load impact.

Should already executing jobs be migrated from a loaded server to an unloaded server? An early study by [Eager et al. 86b] argued that migrating jobs provides only limited performance benefits and therefore was not worth doing. A more recent study by [Harchol-Balter et al. 97] challenged this result. Harchol-Balter et al. showed that the issue of whether jobs should be migrated fundamentally depends upon job lifetime distributions. They further showed that observed Unix process lifetime distributions differed significantly from the distribution assumed by [Eager et al. 86b], and that the observed distributions motivated dynamically migrating jobs would noticeably increase system performance. The corresponding issue for cooperative caching systems is whether data on loaded memory servers should be shuffled to unloaded servers to balance future load. And the corresponding job lifetime distributions for cooperative caching systems is the distribution of future accesses to the pages on memory servers. This distribution is determined by the placement algorithm of the cooperative caching system and the reference behavior of the application.

How does the timeliness of server load information affect job placement and migration? In distributed systems, it is impossible for the system to know the instantaneous load on all servers simultaneously. As a result, any information that the system has regarding server load is going to be stale to some extent, and the degree of staleness can affect the ability of the system scheduler to balance load. [Mitzenmacher 97] shows that even very stale server load information is valuable for balancing load in distributed systems as long as servers are chosen randomly from a small sample. [Dahlin 99] generalizes the results of [Mitzenmacher 97] and proposes a family of Load Interpretation algorithms that adapts to the degree of staleness of load information. These algorithms choose servers as a function server load, the age of the load information, and an estimate of the rate at which new jobs enter the system. When the load information is fresh, the algorithms are able to load balance aggressively. But when the load information is old, the algorithms can significantly outperform random algorithms that choose only among a small sample of servers.

For cooperative caching systems, it is relatively inexpensive to obtain up-to-date load information for the memory servers. First, cooperative caching systems require nodes to be connected by high bandwidth, low latency networks, so the time to transmit load information is quite small. Sec-
ond, cooperative caching systems already distribute page age information among the nodes in the system, and server load information can be combined and distributed with this page age information. Third, active nodes are in frequent communication with the idle nodes in the system as pages are transmitted back and forth, and load information can be easily piggy-backed on these page requests to keep nodes up-to-date on server load. As a result, cooperative caching systems can use load information to aggressively load balance as advocated by [Dahlin 99].

2.2.2 Scalable network services

[Fox et al. 97] propose an architecture for building cluster-based scalable network services that they successfully used to implement a transformation and caching proxy for a modem pool and a Web search engine. A key component of their architecture includes workers, such as transformation engines, search engines, and caches. The cluster system implements a centralized load balance policy to prevent workers from becoming overloaded. Workers periodically send load hints to a central manager. These hints are used by the front end to distribute requests across the workers, and by the manager to spawn additional workers on unused nodes or take them down as load fluctuates.

When this architecture is used for caching, data is partitioned among workers by hashing on the name space. When workers are added or removed due to load, the name space is automatically rehashed. This rehashing will produce a short-term drop in locality, but meets the needs of the system since it considers caching a soft-state optimization that can help if present but is not necessary to function.

2.2.3 Locality-aware request distribution

The most closely related work that combines caching with load balancing in clusters is locality-aware request distribution (LARD) [Pai et al. 98]. The system they study consists of a front-end node that receives requests from clients and forwards the requests to back-end nodes to serve the requests. The front-end node chooses a back-end node based upon (1) the object requested and (2) the load on the back-end nodes.

This approach is locality-aware because back-end nodes cache responses to requests, so forwarding requests to the same object takes advantage of locality in the request stream. And it balances
load by preventing high degrees of locality (hot spots) from overwhelming a single back-end node, dynamically distributing it across load multiple servers. The particular application they study is cluster-based Web service where the front-end node receives HTTP requests and forwards them to back-end Web servers.

Pai et al. studied six policies for combining locality and load information:

- **Weighted round-robin** (WRR) distributes requests in round-robin fashion across the back-end nodes weighted by a load metric (CPU and/or disk utilization, number of open connections, etc.); this policy maximizes a balanced load while ignoring locality.

- **Weighted round-robin/GMS** (WRR/GMS) is an extension of WRR that uses an approximation of the global memory management algorithm of GMS on just the back-end nodes to share cache contents.

- **Locality-based** (LB) statically partitions requests across back-end servers, e.g., by hashing request URLs; this policy emphasizes locality while ignoring load.

- **Locality-based/global cache** (LB/GC) simulates an ideal global cache by distributing requests to the back-end nodes that cache the object, and to the back-end node with the best replacement opportunity if the object is not cached; this policy maximizes locality and global cache replacement, but also ignores load.

- **Locality-aware request distribution** (LARD) distributes requests to back-end nodes according to a locality/load balance tradeoff. The front-end node maintains assignments between objects and back-end nodes for locality. The first time the front-end sees a request to a object, it assigns and forwards it to the least loaded node. On subsequent requests to the object, the front-end simply forwards the request to its assigned back-end. However, if the load on the assigned back-end node is above a threshold, and there exists a relatively unloaded back-end node, the front-end node reassigns and forwards the request to the least-loaded node instead.

- **Locality-aware request distribution/replication** (LARD/R) extends LARD to maintain a set assigned back-end nodes for a object, and the front-end forwards requests to the least loaded
back-end in the set. However, if the least-loaded back-end has high load and there exist unloaded nodes, LARD/R adds the least loaded load to set of assigned nodes for the object. The set assignments are dynamic, growing as needed to handle load and shrinking them when the assignments are stable for a period of time.

Pai et al. evaluated the different policies using trace-based simulation of Web server workloads. WRR balanced the load the best, but had the lowest throughput and hit rates because it ignores locality. The LB policies had the best hit rates, but only moderately better throughput than the WRR policies because they do not balance load. By first emphasizing locality and then balancing load only during overload, the LARD policies achieve the highest throughputs and balance load nearly as well as WRR.

The analyses by Pai show that cooperative caching achieves excellent locality, but when requests are not well distributed across servers, traffic can overload servers. In this situation, it is better to favor load balancing over locality.

2.3 Prefetching

The second part of this dissertation extends cooperative caching systems to use idle disks to improve their performance. Although cooperative caching can help reduce the number of disk faults, applications can still spend a significant amount of time loading data from disk in the first place. For example, one application executing on GMS achieved a speedup of 1.7 once the system had enough idle nodes to contain its working set. However, it still spent 80% of its execution time stalling on disk I/Os as it loaded its working set from disk into memory. For this application, adding more nodes to the system would not improve its performance because it was limited by the I/O time required to load all of its data into the system-wide cache.

An effective method for using disks on behalf of caching systems is to use them to prefetch data into the cache. The first half of this section surveys previous work in combining caching and prefetching techniques into a single system as background for applying those techniques to cooperative caching systems.

A combined cooperative prefetching and caching system also needs a storage system that is able to place application data so that it can be accessed from anywhere in the cluster, and accessed such
that the degree of parallelism and bandwidth scales with the number of nodes in the cluster. The second half of this section describes various scalable distributed storage and file systems that can be used by a cooperative prefetching and caching system to scale performance with the amount of disk resources in the cluster.

2.3.1 Combined prefetching and caching

A variety of techniques have been developed to combine caching and prefetching, and this section surveys them in order of increasing complexity:

- **Single disk, single process.** A single process manages its memory both to cache data and prefetch from a single disk.

- **Multiple disk, single process.** A single process manages its memory both to cache data and prefetch from multiple disks in parallel.

- **Multiple disks, multiple processes.** Multiple processes share system memory to cache their data and prefetch from multiple disks in parallel.

- **Remote disks.** Caching and prefetching for multiple processes when the disks are on remote machines.

The combined prefetching and caching systems discussed in this section all depend upon applications providing hints of their future access patterns to the prefetching system. To show that the use of hints is practical for real applications, the section ends with a survey of various techniques for providing these hints to the prefetching system.

**Single disk, single process**

[Cao et al. 95] derive several theoretical results regarding optimal combined prefetching and caching strategies for the single-disk case. Assuming that the entire sequence of future block references is known in advance, then any optimal prefetching algorithm whose goal is to minimize I/O stall time must obey four rules:
1. **Optimal Prefetching**: Every prefetch should bring into the cache the next block in the reference stream that is not in the cache.

2. **Optimal Replacement**: Every prefetch should discard the block whose next reference is furthest in the future.

3. **Do No Harm**: Never discard block A to prefetch block B when A will be referenced before B.

4. **First Opportunity**: Never perform a fetch-and-replace operation when the same set of operations could have been performed previously.

These theoretical results provide fundamental guidance for the design of single-disk prefetching and caching algorithms. The first two rules determine which disk block to prefetch and cache block to replace when the decision to prefetch has been made, and the second two rules regulate when (or, rather, when not) to prefetch.

Although an optimal prefetching and caching algorithm is impractical to implement, Cao et al. propose an algorithm called *controlled-aggressive* that is provably near-optimal in theory and has been shown to be even closer to optimal in practice. Controlled-aggressive prefetches blocks according to rule 1, replacing blocks in the cache according to rule 2. And it issues prefetches at every opportunity not precluded by rules 3 and 4.

[Cao et al. 96] implemented the controlled-aggressive prefetching algorithm in a file system that integrates application-controlled file caching, prefetching, and disk scheduling. The system performs cache management at two levels. First, the kernel uses a policy called Least-Recently-Used with Swapping and Placeholders (LRU-SP) to allocate memory blocks among processes; Section 2.3.1 discusses the multiple process prefetching and caching aspects of this system in more detail. Second, each process uses the controlled-aggressive algorithm to issue prefetches based upon a list of future references supplied by the application. Processes also specify general cache replacement policies, such as LRU and MRU, to enable the kernel to make better cache replacement decisions. Furthermore, the kernel issues prefetch requests in batches to make better use of low-level disk scheduling algorithms.
Using a prototype implementation called Application-Controlled File System (ACFS), Cao et al. demonstrate that (1) controlled-aggressive is an effective prefetching algorithm for the single-disk case, (2) prefetching is significantly more effective when combined with cache replacement algorithms that exploit knowledge of application reference patterns, and (3) practical optimizations, such as issuing prefetch requests to disks in batches, have as much impact on performance as the prefetching and caching algorithms, and are therefore essential in practical implementations.

*Multiple disks, single process*

The TIP2 system [Patterson et al. 95] extends combined prefetching and caching to the case where data is stored on multiple disks, such as in RAID arrays [Patterson et al. 88]. Multiple disks enable the prefetching algorithm to issue prefetches in parallel, further reducing the average latency of individual requests and exploiting the high bandwidth of disk arrays.

Patterson et al. introduce *cost-benefit analysis* as a new technique for dynamically managing the tradeoff between caching and prefetching. Cost-benefit analysis uses a single buffer allocator to manage memory resources. Demand faults and prefetch requests consume buffers from the allocator. The system LRU cache for unhinted processes and the hint-managed cache for hinted processes supply buffers to the allocator. On a demand fault, TIP2 consumes the least valuable buffer among the unhinted and hinted caches. When a hinted process has the opportunity to prefetch, TIP2 compares the benefit of prefetching (reduced stall time) to the cost of evicting cache buffers (reducing cache size). TIP2 decides to issue prefetches for a process by examining its future request stream up to a fixed *prefetch horizon*, defined by the time at which the process no longer benefits from prefetching. TIP2 prefetches when the benefit of prefetching missing blocks before the horizon is greater than the cost. To issue prefetches, it consumes the least-valuable block among the unhinted and hinted caches.

In both [Cao et al. 96] and [Patterson et al. 95], applications specify future references through a file and/or block hinting interface. In [Cao et al. 96], applications specify general cache replacement policies for pools of blocks in their cache, and the kernel makes replacements according to those policies on a per-process basis. In contrast, [Patterson et al. 95] shows that the reference hints can be used both to issue prefetches as well as make cache replacement decisions, and to do it system-wide.
across all applications.

[Kimbrell et al. 96a] extend the theoretical studies of [Cao et al. 95] for the multiple-disk case of combined prefetching and caching. Prefetching for multiple disks is more complicated, and an optimal algorithm can violate the first three rules identified for the single-disk case. The source of the complication is the parallelism available among the multiple disks. Algorithms like controlled-aggressive and fixed-horizon will greedily use available parallelism among the disks when issuing prefetches. However, the degree of parallelism is limited by the placement of data among disks, leading to load imbalance. If the blocks that need to be prefetched are on only a subset of the disks, then the requests will have to queue. This imbalanced load can lead to non-intuitive optimal prefetching schedules. For example, there exist reference sequences where making a "poor" cache replacement decision early in a prefetching schedule can provide enough additional parallelism later in the schedule to not only recover from the "poor" decision but also issue more prefetches.

Kimbrell et al. introduce the reverse-aggressive combined caching and replacement algorithm, and prove that it is theoretically near-optimal for the multiple-disk case. Reverse-aggressive operates on the reversed reference sequence. Whenever a disk is unused, request the next block B not needed for the longest time on that disk. If the next request for B is after the first missing block, issue a prefetch for the missing block to replace B. Then transform these prefetch requests into a forward schedule by treating each fetch on the reverse schedule as a fetch on the forward, and vice-versa.

Since reverse-aggressive requires complete knowledge of the future reference stream among all processes to all disks, it is impossible to implement in practice. Following their theoretical studies, [Kimbrell et al. 96b] proposed a new algorithm, forestall, that is practical to implement and near-optimal in performance. Forestall issues prefetches when the time to fetch the next i missing blocks is greater than the time until the i\textsuperscript{th} missing block is referenced; if it does not, the application will surely block at some point before the i\textsuperscript{th} block is referenced. In this situation, Forestall chooses blocks to prefetch according to the optimal fetching and optimal replacement rules, and as long as it does not violate the do no harm rule in doing so.

Kimbrell et al. used trace-driven simulation to study the performance of forestall compared to reverse-aggressive and two other algorithms: a multiple-disk version of the controlled-aggressive algorithm of [Cao et al. 95], and a version the TIP2 fixed-horizon algorithm of [Patterson et al. 95]. The results are very enlightening. Controlled-aggressive performs nearly as well as reverse-aggressive
in practice when applications are relatively compute-bound. However, when I/O bound, controlled-aggressive is suboptimal because of the CPU overhead of its large number of disk requests. Fixed-horizon has similar near-optimal performance when applications are I/O-bound and there is sufficient I/O bandwidth in the disk subsystem to satisfy prefetch requests. However, when applications are compute-bound, fixed-horizon fails to look far enough ahead in the reference stream to issue all possible prefetches. Forestall exhibits the best performance of both algorithms for both system modes. It behaves like controlled-aggressive when applications are compute-bound and like fixed-horizon when applications are I/O-bound.

Multiple processes and multiple disks

The studies by [Kimbrel et al. 96a] and [Kimbrel et al. 96b] demonstrate the need for prefetching and caching algorithms to adapt to the dynamic load on the disks to obtain the best performance. However, those studies examined the problem for a single process alone, and did not address the problem of allocating limited memory resources among multiple processes when using the adaptive prefetching algorithms. [Tomkins et al. 97] study this issue.

ACFS [Cao et al. 96] and TIP2 [Patterson et al. 95] are systems that allocate memory resources among multiple processes, but their prefetching algorithms do not adapt to disk load. ACFS uses a policy called LRU-SP to partition memory among processes. LRU-SP maintains all memory blocks in a system-wide LRU list. When one process needs to consume a block, either on a cache miss or a prefetch, LRU-SP chooses the least-recently-used block for replacement (with some additional rules depending upon whether the process is explicitly managing its own cache in a manner other than LRU). TIP2 uses the global cost-benefit allocator to balance memory among all processes. The value of every block in memory can be converted into a uniform "currency" so that, when a process needs to consume a block, the least valuable block among all processes is chosen.

Tomkins et al. updated both systems with adaptive prefetching algorithms and compared their performance using trace-driven simulation. They extended LRU-SP with the forestall algorithm (LRU-SP/Forestall) [Kimbrel et al. 96b], and extended TIP2 with "Temporal Overload Estimators" (TIPTOE). Temporal overload estimators are new cost-benefit estimators for (1) the benefit of prefetching and (2) the cost of ejecting hinted blocks. To determine the benefit of prefetching,
TIPTOE anticipates I/O hotspots according to the forestall model. To determine the cost of ejecting hinted blocks, TIPTOE extends TIP2 to identify when disks are constrained and the block cannot be prefetched at a later time, therefore requiring a full disk access to reinstate it in the cache.

Using trace-driven simulation, Tomkins et al. found that the adaptive versions of ACFS and TIP2 perform better than the non-adaptive versions when multiple processes compete for memory and disk resources. However, TIPTOE does a better job of allocating resources among multiple processes than LRU-SP/Forestall. The reason is that the LRU approach allocates buffers to applications that consume data quickly but have limited reuse, instead of favoring applications that consume data more slowly but have higher overall reuse.

Remote disks

The combined prefetching and caching systems discussed in this section all assume that the disks are directly attached to the host. [Rochberg et al. 97] extend earlier work to study the problem of prefetching over the network from a file server in the Client-Drive Remote TIP (CTIP) system. CTIP extends TIP2 [Patterson et al. 95] to issue prefetches to file blocks stored on a remote server. A remote prefetch starts as an NFS request to a remote server, which reads the requested block from disk into its memory and then sends it over the network to the prefetching host. Demonstrating the extensibility of the TIP2 design, CTIP incorporates network storage by simply modeling it as an attached disk with longer latency. CTIP greatly reduces I/O stall time for programs that access data remotely. However, CTIP does not perform as well as TIP with local access for two reasons. The overhead of an NFS request is greater than a local disk request, and any unhinted disk accesses take longer via NFS than local disk.

In using remote hosts to perform prefetches, CTIP is the closest example to a combined cooperative prefetching and caching system. As future work, Rochberg et al. suggest that the local and remote NFS caches can be managed together to improve the performance of the system. This kind of local and remote cache management is essentially cooperative caching.
Reference hints

The combined prefetching and caching systems previously discussed all depend upon applications providing hints of their future access patterns to the prefetching system. Although this requirement might at first seem unrealistic, there are four practical methods by which applications can provide these hints without undue burden to application developers: manual, compiler, runtime, and predictive.

**Manual:** One approach is to use manual-based hinting, which can be used to describe arbitrary application reference sequences. [Patterson et al. 95] argue that programmers can add explicit calls in their applications to disclose hints to the system. These hints are declarative, specifying the identity of files and blocks and the order in which the application will access them, but not when they will be accessed. These disclosures declare deterministic behavior of the application, and have three advantages over advising interfaces that, e.g., declare policies such as LRU or MRU. First, disclosure remains independent of system implementation and execution environment. Second, it allows the system to effect policy without having to hardwire it. And third, it allows programmers to express hints in the same terms as their application I/O commands.

With their benchmarks, Patterson et al. demonstrate that manual-based hinting is viable for a wide set of applications. For example, applications that loop through a file can be easily modified to duplicate the loop. The first version performs the same offset calculations as the original, but discloses these offsets to the prefetching system without issuing the I/Os. The second loop is just like the first, but now issues the I/Os using the offsets already calculated in the first loop.

**Compiler:** A second approach is to have the compiler generate code to issue prefetch hints on behalf of the application without any intervention from the programmer. [Mowry et al. 96] implement this approach to hinting in the SUFIF compiler[Wilson et al. 94]. For array-based scientific applications that make regular accesses to large arrays of data, the compiler can deduce the access pattern to the arrays. Based upon the access pattern, it can automatically generate code to issue prefetch requests to pages of array data before the application uses that data. Using an execution model of the system, it places the generated prefetch code just far enough ahead of the access to allow a page of data to be fetched from disk.

Although promising, this approach only applies to a particular class of applications, and is tied
to the execution model of a particular system. Also, because it statically schedules the prefetch when it generates the code to issue the prefetch, the current approach can only prefetch one page ahead of time is not suitable for the more aggressive prefetching algorithms.

*Runtime:* A third approach is to use the runtime system to issue hints on behalf of the application. [Chang et al. 99] present one interesting design and implementation of this approach. Applications are linked to a runtime that speculatively executes application code while it is stalled waiting for an I/O request. The speculatively executed code automatically discovers the future reference sequence of the application as it calculates the offsets of future I/O requests. The runtime does not issue I/O requests at this point; instead, it just informs the prefetching system of the future request in the form of a hint. The runtime also does not speculatively execute code that would produce side effects that would change the behavior of the application once it executes again.

Speculative execution has little overhead since the application is already stalled waiting for its I/O to return. However, this approach works well when the application is the only one running on the system. If the system is executing more than one application in a multiprogrammed environment, speculatively executing it to discover its future I/O requests is overhead that consumes CPU resources that other applications would otherwise use. This approach also does not work if future references depend upon the result of past references.

*Predictive:* A fourth approach is to have the system monitor the reference stream of an application, predict when the application will stall, and automatically issue prefetches on behalf of the application to prevent stalls. This approach requires no changes to the application.

[Bartels et al. 99] implement this kind of predictive prefetching in the GMS cooperative caching system. The kernel keeps track of the fault sequence of applications; since it does not see references to pages already in memory, it cannot deduce the true page reference sequence. It uses a Markov model to predict future faults and issue prefetches. When an application experiences a fault on page $P$, the system records all pages $Q$ faulted after $P$. The next time the application faults on $P$, the system uses the Markov model to determine the next page $Q$ most likely to be faulted next. If $Q$ is likely to be faulted with a sufficiently high probability, the system prefetches $Q$ in addition to fetching the faulted page $P$.

Bartels *et al.* found that this approach works best on applications with regular access patterns, such as array-based scientific applications, because Markov models are able to predict their faults
with high accuracy. With applications that have more irregular access patterns, like Windows-based office productivity applications, prediction accuracy is too low to make prefetching worthwhile. Furthermore, they found that, in practice, this approach only improves performance when prefetching over the network from global memory to local memory. Because the Markov model is not completely accurate, even a small number of mispredictions consume too much local disk resources, preventing the disk from being used to serve the pages necessary to handle the faults.

2.3.2 Parallel network I/O

By using multiple nodes for prefetching, a cooperative caching system can leverage the parallelism and aggregate I/O bandwidth of all of the disks in a workstation cluster. A combined cooperative prefetching and caching system needs a storage system that is able to place application data so that it can be accessed from anywhere in the cluster, and accessed such that the degree of parallelism and bandwidth scales with the number of nodes in the cluster.

This section describes various scalable distributed storage and file systems that can be used by a cooperative prefetching and caching system. It begins with a description of RAID disk subsystems, which subsequently inspired and influenced the design of scalable file systems. It then describes the evolution of scalable file systems, where file server nodes are the unit of scalability, and scalable storage systems, where low-level storage server nodes are the unit of scalability.

**RAID disk subsystems**

Redundant Arrays of Inexpensive Disks (RAID) are a classic example of a scalable storage system [Patterson et al. 88]. Externally, a RAID presents a block-level virtual disk storage abstraction to clients. Internally, a RAID consists of a controller and a set of physical disks. The controller stripes file data across $N - 1$ of the disks, and stores a computed parity block on the $N^{th}$ disk. RAIDs achieve scalable aggregate system bandwidth with the parallelism of multiple disks, and they achieve scalable single-file bandwidth by striping data across the disks. The parity blocks provide reliability for single-disk crashes.

There is a vast amount of related work on RAID performance optimizations, reliability, and design variations on parity placement and recovery strategies. One of note is the TickerTAIP RAID
architecture [Cao et al. 93]. The original RAID model uses a single controller for all of the disks, which ultimately limits performance and provides a single point of failure. TickerTAPIP addresses the problems of a single controller by replacing it with a cooperating set of controller nodes. The TickerTAPIP architecture uses a controller node for a single string of disks; scalability is achieved by incrementally adding controller nodes and disk strings together. The controller nodes communicate with each other across an internal network to coordinate and distribute storage requests and parity computations. Although TickerTAPIP was designed to communicate with hosts via commodity I/O channels like SCSI and HPPI, its distributed architecture suggests the use of distributed systems for scalable storage in the spirit of RAID.

Distributed storage and file systems

The Zebra file system stripes file data across a set of distributed file servers in the spirit of RAID [Hartman et al. 95]. By striping file data, single-client storage bandwidth scales with the number of servers. By computing and storing parity, the file system can tolerate the failure of a single server without impacting availability of data. Zebra implements a distributed log-based file system (LFS) [Rosenblum et al. 91]. Clients batch individual writes into large, fixed-size logs that are written to the file servers. Zebra then stripes these logs across the servers (as opposed to striping individual file data as in a RAID). Striping logs instead of files simplifies the parity implementation and allows the client to batch small writes into larger chunks of data that can then be striped across the servers.

xFS is a serverless network file system that extends Zebra in three key directions to improve scalability [Anderson et al. 96]. Like Zebra, xFS implements a distributed LFS, striping client logs across a set of storage servers for scalable performance and computing parity on the logs for reliability. However, in Zebra a single file manager tracks where clients store data in the striped logs and handles all cache consistency operations. Zebra also relies upon a single cleaner for the entire cluster. Lastly, Zebra stripes log segments across all servers. xFS addresses the first two limitations by (1) allowing any file system service (client, storage server, metadata manager, cleaner) to dynamically run on any node as demand and server failures require, and (2) using the N-chance cooperative caching algorithm to coordinate client caches. It addresses the third limitation by partitioning servers into groups to limit the degree of striping and impact of failures on clients.
Petal implements a distributed virtual disk abstraction on a cluster of servers [Lee et al. 96]. Petal virtual disks provide a block-level storage interface to clients that matches the interface of physical disks. Physically, Petal virtual disks are composed of multiple server nodes managing multiple disks. Virtual disk bandwidth scales with the number of nodes and disks comprising it, while latencies remain comparable to those of a local disk. Petal virtual disks also mirror blocks across nodes for reliability. By exporting a block interface, standard client file systems can use Petal virtual disks as if they were local physical disks while gaining the scalable performance and reliability provided by the virtual disks. File systems can also be created to exploit the features of virtual disks. For example, Frangipani is a distributed file system layered on top of Petal that provides scalable file system throughput and strong coherency guarantees [Thekkath et al. 97].

The Swarm storage system is a combination of the architecture of Zebra and the service abstraction of Petal [Hartman et al. 99]. Swarm exports the striped log storage abstraction, which is a low-level storage abstraction at the same level as Petal. Nodes in a Swarm cluster are just used for storage, and file systems run on clients or dedicated file servers. Like Zebra, Swarm stripes logs across all nodes in the Swarm cluster for scalable bandwidth, and computes parity on the logs for reliability.

Network-Attached Secure Disks (NASD) also provide a distributed, scalable storage abstraction [Gibson et al. 97]. In NASD, physical disks are attached directly to the network. A storage manager handles client metadata operations, and clients communicate directly with the disks for data operations. On top of the NASD storage abstraction, Gibson et al. have implemented three file systems: NFS (NASD-NFS), an MPI parallel file system (NASD-PFS), and a video file system. The parallel file system and video file system stripe file data across the NASD disks, providing bandwidth performance that scales with the number of disks in the system.

2.4 Cooperative caching in the World Wide Web

The last part of this dissertation explores the potential of applying cooperative caching techniques to large-scale distributed systems deployed across wide-area networks. In particular, it explores the potential of organizing Web proxy caches into a wide-area cooperative caching system. Web proxy caches have already been widely deployed as a means to improve the performance of Web browsing,
and it is still unknown to what effect Web proxy caches can cooperate with each other at large scales to improve hit rates, reduce document-access latency, and decrease network utilization.

Although a variety of architectures for wide-area cooperative Web caching have been proposed, little is understood about their performance in the large-scale World Wide Web environment. This section surveys proposed cooperative caching architectures for the Web, and discusses the limitations of the evaluations of these architectures.

2.4.1 Cooperative caching architectures for the Web

The Harvest Cache introduced the use of a hierarchy of cooperating Web caches to reduce average request latency, network utilization, and server load [Chankhunthod et al. 96]. Harvest organizes caches into a hierarchy depending upon their location in the Internet, with organizational caches at the leaves and root caches at the edge of the Internet backbones. Harvest has scaling limitations, however: the protocol used to locate documents stored in other caches introduces significant control traffic, and the static configuration of the hierarchy overloads the root caches.

To address the limitations of the Harvest design, [Tewari et al. 99] propose the use of a hierarchy only for maintaining metadata information. Individual caches maintain hints saying whether a document is stored in the caching system, and the hierarchy is used to find a cache storing the document. If the document is not stored in the system, the request is immediately forwarded to the server and the hierarchy is not used. Furthermore, different metadata hierarchies are logically overlayed across the physical caches according to a partitioning of the document name space to distribute and balanced load.

The Adaptive Web Caching design uses a mesh of overlapping multicast groups of caches and servers [Michel et al. 98]. Requests are forwarded from group to group along a path towards the server. Groups use multicast at each stage to determine if any group member stores the document. The focus of this design is on algorithms and protocols for automatically configuring group membership, as opposed to the more manual configurations of previous designs, and routing requests among these dynamically changing groups. It is not clear whether the problem of manual configuration of cache organizations warrants such complex protocols, however.

The Summary Cache uses efficient summaries of cache contents to eliminate hierarchies and
meshes altogether [Fan et al. 98]. In this design, each caches store summaries of the contents of the other caches. As a result, when a cache receives a request it knows immediately whether the system is caching the requested document, and which cache is storing it.

Summary Cache is similar in spirit to Tewari et al. in that the system can immediately determine whether a request is a hit or miss. The difference between the two designs is that Tewari et al. use a hierarchy to scale the management of the directory metadata so that no single cache has to store a directory of the contents of all other caches. Summary Cache, however, argues that with its efficient representation each cache can store complete information for at least 100 other caches. Given the likelihood that a caching infrastructure for the entire Web will contain far more caches than just 100, it seems unlikely that Summary Cache would be used at such large scales.

2.4.2 Evaluating cooperative caching

Unfortunately, even with all of this research on the design of cooperative Web caching systems, it is still largely unknown how the approaches compare to each other and which one is most appropriate for use as an Internet-scale caching system. More fundamentally, it is unknown whether scaling such caching systems to the wide-area Internet provides enough benefit to even warrant their use.

The problem is that the cooperative Web caching proposals evaluate their designs using small-scale workloads, and assume that the properties of these workloads scale to the size of the Internet. For example, Chankhunthod et al. evaluated Harvest using a synthetic workload of 5 clients, 2000 objects, and assumed a 80% hit rate among the clients. Tewari et al. evaluated their design using a number of traces, the largest of which was a 3-day trace from Prodigy generated by 35,000 clients. Fan et al. evaluated Summary Cache with a number of traces, the largest of which was the 1996 DEC trace generated by 10,000 clients [Kroeger et al. 96]. And Zhang et al. do not even evaluate the performance of Adaptive Web Caching, and the possible overheads their complex protocols have.

Evaluating these designs at large scales is difficult to do without large-scale traces of many sites and clients. Without such traces, analytic modeling appears to be the best approach for understanding the effectiveness of cooperative Web caching at large scales. A useful analytic model must capture the essential workload characteristics. One key characteristic that appears to be con-
sistent across traces and scales is the document popularity distribution. Many studies have found that this distribution follows Zipf's law: the relative probability that the \(i^{th}\) most popular document is proportional to \(1/i\). Glassman found that the document popularity from a small trace of an Australian cache could be modeled well using a Zipf distribution, and others have found similar results: [Gribble et al. 97] using a trace of client requests from the U.C. Berkeley modem pool; [Almeida et al. 96a] and [Cunha et al. 95] from a set of client traces; and [Breslau et al. 99] from the DEC trace [Kroeger et al. 96].

Zipf's law has already been used to design more efficient individual cache replacement algorithms [Breslau et al. 99]. When document popularity is modeled using Zipf's law, [Breslau et al. 99] also show that Web cache hit rate has well defined asymptotic behavior as a function of request rate and cache size, and that these properties are consistent across traces. Inspired by these results, Chapterchap:web-coop uses an analytic model and Zipf's law as a basis for evaluating the effectiveness of cooperative Web caching at large scales in wide-area networks.

2.5 Summary

This chapter has surveyed previous work in cooperative caching systems and discussed the work related to the techniques used to extend cooperative caching systems in this dissertation. There has been a wide variety of local-area cooperative caching systems designed and implemented for workstation clusters. These systems have explored algorithms for coordinating cache contents [Comer et al. 90, Felten et al. 91, Schilit et al. 91, Franklin et al. 92, Dahlin et al. 94, Feeley et al. 95, Anderson et al. 96], approaches for improving algorithm accuracy and efficiency [Feeley et al. 95, Anderson et al. 96, Jamrozik et al. 96], and techniques for increasing system reliability and portability [Markatos et al. 96, Markatos 96, Flouris et al. 98, Ioannidis et al. 98, Koussih et al. 99]. This dissertation extends this body of work by (1) studying the tradeoffs of using load balancing in cooperative caching systems, (2) combining cooperative caching with prefetching, and (3) exploring the use of cooperative caching techniques in large-scale wide-area distributed systems.

Traditional load balancing techniques for distributed systems have focused on algorithms for assigning jobs to servers, dynamically migrating jobs from loaded to unloaded servers, and incorporating stale load information into load balancing scheduling algorithms [Eager et al. 86a, Eager et al. 86b,
Harchol-Balter et al. 97, Mitzenmacher 97, Dahlin 99]. However, load balancing in cooperative caching systems differs from these traditional techniques in three fundamental ways. First, traditional techniques balance load by distributing jobs among the nodes in the network, whereas cooperative caching systems balance load by distributing data. Second, traditional techniques manage load directly since jobs directly consume CPU resources, whereas cooperative caching systems can only indirectly manage load since the impact of data placement on load depends upon futures accesses to that data. Third, cooperative caching systems must first give priority to locality, and only load balance when locality results in imbalanced load. Two cluster architectures, Scalable Network Services (SNS) [Fox et al. 97] and Location-Aware Request Distribution (LARD) [Pai et al. 98], employ both caching and load balancing techniques. However, SNS does not use load balancing for its cache nodes, and the techniques used by LARD are restricted to HTTP server workloads.

This dissertation proposes combining prefetching techniques with cooperative caching. Research in file-based prefetching has developed a progression of prefetching techniques for increasingly complex problem domains, starting with single disk/single process algorithms [Cao et al. 95, Cao et al. 96] and progressing through multiple disk/single process algorithms [Patterson et al. 95, Kimbrel et al. 96a, Kimbrel et al. 96b], multiple disk/multiple process algorithms [Tomkins et al. 97], and remote disk algorithms [Rochberg et al. 97].

These prefetching techniques rely upon hints from applications of their future access patterns. These hints can be provided in many ways, including programmer annotations [Patterson et al. 95], hints generated by the compiler [Mowry et al. 96], runtime hints generated by speculatively executing the application during disk stalls [Chang et al. 99], and hints provided by predicting future faults using Markov models [Bartels et al. 99]. For cooperative caching, I combine the Aggressive [Cao et al. 95] and near-optimal Forestall [Kimbrel et al. 96b] algorithms into a novel hybrid cluster-based distributed prefetching algorithm. Unlike previous algorithms, this prefetching algorithm is able to issue prefetches on multiple nodes at once, leveraging the combined parallel throughput of all of the nodes in a cluster in manner analogous to RAID systems [Patterson et al. 88, Cao et al. 93], distributed storage systems [Lee et al. 96, Gibson et al. 97], and distributed file systems [Hartman et al. 95, Anderson et al. 96, Thekkath et al. 97, Hartman et al. 99].

Finally, this chapter surveyed large-scale wide-area cooperative caching systems that have been designed for the World Wide Web. The architectures of these systems have been structured around
hierarchies [Chankhunthod et al. 96], metadata hierarchies [Tewari et al. 99], directory exchanges [Fan et al. 98, Menaud et al. 98], hash routing [Karger et al. 99, Valloppillil et al. 98], meshes of topologically overlapping multicast groups of caches and servers [Michel et al. 98], and interest-based multicast groups [Touch 98]. Unfortunately, these systems have been evaluated only using small scale workloads, and previous work has yet to address the question of whether cooperative caching techniques are worth scaling to very large workloads. To answer this fundamental question, this dissertation explores the potential use of cooperative caching for the Web across scales ranging from small organizations of hundreds of clients to national regions of tens of millions of clients.
Chapter 3

Load Balancing in Cooperative Caching Systems

This chapter explores the use of load balancing in cooperative caching systems for workstation clusters. A crucial aspect of the design of cooperative caching systems is the global page replacement algorithm, which selects the target nodes to receive evicted (i.e., paged-out) pages. Previous cooperative caching systems have primarily used page age information to select target nodes. Although using age information can provide near-optimal page replacement selections, it can still lead to suboptimal overall performance due to contention at memory servers. This contention increases the latency of remote page requests, thereby decreasing overall application performance.

Memory servers experience contention in two situations. First, dynamic application behavior can result in both sustained as well as short-term periods of high request rates. Sufficiently high request rates increase the latency of remote page requests due to contention at memory servers. Furthermore, the global page replacement algorithm can also concentrate old or young pages at one or a few memory servers. Combined with periods of high request rates, these concentrations will focus request traffic at these servers, further increasing contention. Second, the load imposed on any given node that is handling global memory traffic may degrade the performance of the local jobs on that node.

To mitigate the effects of contention at memory servers in these situations, I explore the use of load balancing to reduce server contention and limit the impact of request traffic on local jobs on memory server nodes. In particular, I study the potential benefit and the potential harm of using memory server CPU load information, in addition to age information, in cooperative caching replacement policies. By considering load information in the replacement algorithm, cooperative caching systems can reduce contention at servers and limit CPU utilization by remote requests.

I explore the use of load balancing in cooperative caching systems using a combination of an-
alytic models and trace-driven simulation. Using an analytic queueing network model, I show that uneven request distributions among servers can substantially degrade memory request performance for various idle node configurations. I then show the benefits that can be gained by load balancing requests while ignoring the impact of altering the replacement policy. I also show that cooperative caching systems do not scale if there are only a few memory servers available. However, when requests are load balanced across servers, I show that eight memory servers are sufficient to handle the load of a 70 node cluster.

Although load balancing is important for performance and scaling, there are tradeoffs to its use. Replacements made to balance load can cause the system to deviate from its original replacement algorithm. This deviation from policy can increase the overall number of disk accesses when load balancing is used, mitigating the benefits of load balancing. To evaluate this tradeoff, I use trace-driven simulation to measure the impact on application performance of deviating from the cooperative cache replacement policy. I find that deviating from the strict replacement policy, even substantially for some applications, does not significantly degrade overall application performance. Based upon these results, I conclude that cooperative caching systems can benefit considerably from load balancing requests with little harm from suboptimal replacement decisions. Finally, I use the intuition gained from the experiments to propose a new family of algorithms that incorporate load considerations as well as age information in global memory replacement decisions.

3.1 Introduction

A crucial aspect of the design of cooperative caching systems is the global page replacement algorithm, which selects the target nodes to receive evicted (i.e., paged-out) pages. For example, in the xFS distributed file system [Dahlin et al. 94], pages displaced from one node are sent randomly to other nodes and an algorithm called $N$-chance is used to recover from bad selections. In the Global Memory Service (GMS) [Feeley et al. 95], the system maintains global information describing the ages of pages on all cluster nodes; using this information, GMS implements an approximation to network-wide global LRU replacement. Experiments with GMS show that the use of global information improves performance relative to a random algorithm. [Sarkar et al. 96] propose a fully distributed information exchange (piggybacked on global page forwarding operations) to gather less
complete but perhaps more up-to-date page age information, leading to a different approximation of global LRU replacement.

Although using age information can provide near-optimal page replacement selections, it can still lead to suboptimal overall performance due to contention at memory servers. First, dynamic application behavior can result in both sustained and short-term periods of high request rates. Sufficiently high request rates increase the latency of remote page requests due to contention at memory servers. Furthermore, the global page replacement algorithm can also concentrate old or young pages at one or a few memory servers. Combined with periods of high request rates, these concentrations will focus request traffic at these servers, further increasing contention. Second, the load imposed on any given node that is handling global memory traffic may degrade the performance of the local jobs on that node. For example, experiments with GMS showed that a node supplying pages to seven active nodes used 56% of its CPU cycles just for servicing the remote page requests [Feeley et al. 95].

The first part of this dissertation explores the use of load balancing to reduce contention at memory servers and limit the impact of serving requests on local jobs on memory servers. Server contention arises when the total request rate from active nodes to memory servers is sufficiently high that the requests queue at servers and interfere with each other. When requests queue at memory servers, they take longer to serve. And the longer they take to serve, the slower applications run when using cooperative caching. If the request rate is sufficiently high, there is so much contention that requests to memory servers take longer than if they were to use the local disk.

Memory servers can experience extremely high request rates either in sustained stretches of time, or sudden, short-term bursts. When there are only a few memory servers for a large number of active nodes, the combined request traffic to those servers can result in sustained contention that generates sufficient overhead to negate the benefit of cooperative caching. In this case, the system should disable cooperative caching, or at least only allow a subset of the active nodes to use the memory servers.

Even with a reasonable balance of active nodes and memory servers, there are two situations that can lead to short-term, dramatic increases in the request rate to the memory servers. First, during the course of their execution applications go through periods where their peak fault rate is significantly higher than their average fault rate. For example, experiments by [Jamrozik et al. 96]
found that, during the execution of the Modula-3 compiler m3, the average fault rate for the program was 670 page faults per second, but that there were periods where it experienced 41,500 page faults per second over the course of 5 seconds. Such page fault rates can easily overwhelm a memory server.

Second, when a node transitions state from idle to active (e.g., because the user starts to use the node again), it needs to make its memory resources available for use by local applications. To do this, the memory pages it has been storing for other active nodes now need to be moved to other servers. Considering that a node may be serving thousands of pages on contemporary machines, this transition can rapidly result in thousands of page forwarding requests to the remaining servers in the cluster.

These bursts of request traffic can experience contention if they are concentrated on just a few or even one memory server. The distribution of request traffic is determined by the global page replacement algorithm used by the cooperative caching system. When a global page replacement algorithm chooses servers based upon the age of pages on those servers, such as in GMS or the algorithm proposed by Sarkar et al., then the distribution of requests to those servers will depend upon the relative ages of pages they store. If the distribution of page ages among servers is uneven, such as when one server has a concentration of old pages, then the distribution of requests to the servers will be uneven. When the request distribution is uneven, requests will concentrate on and potentially overwhelm individual servers.

A common situation where memory servers experience uneven distributions of page ages is when a node transitions state from active to idle and becomes a memory server (e.g., some time after the user stops using the node). After this transition, its memory resources become immediately available for use by the rest of the cluster. Since this memory is now free for use, active nodes will begin to concentrate their eviction requests at the newly idle node.

This situation can have long-term effects as well. For example, assume one server holds a large set of pages of the same age. When that set of pages becomes the oldest in the cluster, eviction requests from active nodes will concentrate at the server as those pages are replaced by newer ones. The combination of a concentration of oldest pages at one node, and other nodes operating at high fault rates due to transitions in application behavior or node state, can lead to significant server contention.
To mitigate the effects of contention at memory servers in these situations, this dissertation studies the potential benefit and the potential harm of using memory server CPU load information, in addition to age information, in cooperative caching replacement policies. By considering load information in the replacement algorithm, cooperative caching systems can reduce contention at servers and limit CPU utilization by remote requests. There are tradeoffs to the use of load information, however. Replacements made to balance load can cause the system to deviate from its original replacement algorithm, potentially increasing the overall number of disk accesses when load balancing is used.

Extending cooperative caching to incorporate load balancing raises a number of challenging questions. First, what is the impact on remote page fault latency of contention at memory servers? How sensitive is remote page fault latency to uneven load distributions across memory servers? Under what conditions does contention at memory servers negate the benefits of cooperative caching? What is the impact on application performance when load balancing causes suboptimal global page replacement decisions (e.g., replaces younger pages before older pages)? And finally, how can we extend the global page replacement policy to incorporate load information as well as age information?

To answer these questions, I use an analytic queueing network model and trace-driven simulator of a cooperative caching system. With the analytic model, I show that uneven request distributions among servers can substantially degrade memory request performance for various idle node configurations. I then show the benefits that can be gained by load balancing requests while ignoring the impact of altering the replacement policy. In a small cluster of 18 nodes with moderate skew in load, the overall execution time of a database application increased by 12%. For larger clusters, the impact is more severe. For a slightly larger cluster of 24 nodes, the execution time of the same application increased by 37%.

With the trace-driven simulator, I study the qualitative impact on application performance of deviating from the cooperative cache replacement policy. I show that deviating from a strict replacement policy, even substantially for some applications, does not significantly degrade application performance. For a representative application, replacing pages even 30% from the bottom of the LRU stack only introduces 9% more disk faults (for a 2% increase in execution time). From these results, I conclude that global LRU page replacement is relatively insensitive to exactly which
of the oldest pages is replaced. Since applications are relatively insensitive to which oldest page is replaced, the cooperative caching system has the opportunity to choose a replacement based upon load information as well as age information, and thereby gain the benefits of load balancing shown by the analytic model.

Finally, I use the intuition gained from the experiments by proposing a new family of algorithms that incorporate load considerations as well as age information in global memory replacement decisions. These algorithms use a small set of measured system parameters, as well as two tunable parameters (i.e., the weight of load balancing relative to age information, and the stack location for exchange of global page age information) to balance the load across memory servers while still implementing approximate LRU global page replacement.

The results of our study are applicable to global memory systems that implement approximate global LRU replacement using varying types of global information. Furthermore, the general insights about the benefit of balancing load at minimal costs due to less perfect replacement decisions, as well as the new family of algorithms suggested by these insights, can also be applied to global memory systems that use replacement algorithms different than LRU.

The remainder of this chapter is organized as follows. Section 3.2 describes the specific cooperative caching system I study in this chapter. Section 3.3 describes the queueing network model and trace-based simulator used in this study. In Section 3.4 I present performance results that show the extent to which load balancing can benefit global memory systems, and the impact of deviating from LRU replacement. Section 3.5 studies the performance issues involved in using non-idle nodes, in addition to idle nodes, as memory servers. I then present our new family of global memory replacement algorithms in Section 3.6 that incorporate server load information as well as page age information into the page replacement decision. Finally, Section 3.7 summarizes our results and conclusions.

3.2 Cooperative Caching Systems

Our study is based on cooperative caching systems such as the Global Memory Service (GMS) described and implemented in [Feeley et al. 95] or the cooperative caching systems developed for file systems [Dahlin et al. 94, Sarkar et al. 96]. The use of cooperative caching is transparent to
applications and is managed entirely by the operating system. GMS, for example, implements cooperative caching at the lowest level in the operating system; thus cooperative caching is available for virtual memory backing store, mapped files, and the file buffer cache.

Each node in a cooperative caching system can contain both local pages and global pages. A local page is one that contains data for an application executing on the same machine; a global page is one that contains data for an application executing on another machine. The balance between local and global pages on a node changes over time, depending on the behavior of that node and others. When a node becomes idle, its pages will age, and eventually will be replaced by younger global pages displaced from other nodes. When an idle node begins computing again, it will increase its use of local memory, forwarding or discarding global pages as it does so. Eventually, if the applications on the node have high memory demands, the node will fill its memory with local pages and will begin to use memory on other nodes as it replaces its oldest local pages.

The global pages across all of the nodes in the cluster are called global memory. Global memory forms a shared cache between local memory and disk. (Note that pages in local memory are never shared.) Coherency in this cache can be handled, for example, by flushing dirty local pages to disk before placing them in global memory at another node, as is done in GMS. Pages in global memory can then be shared among nodes without any locking. In practice, the code pages of an application are shared by multiple instances of the application executing on different nodes, while the data pages are private.

Current cooperative caching systems [Feeley et al. 95, Sarkar et al. 96] maintain approximate global age information for both local and global pages, and use this age information to manage the memory in the cluster as a single resource. When a node needs to replace a page, it locally chooses a target node based on its global age information. The replaced page is then sent to that target node, where it becomes a global page. I describe the gathering of global age information further in Section 3.6.

In general, there are two classes of jobs that run in a cooperative caching system: local jobs, whose memory requirements are completely satisfied by local memory resources on the node on which they run, and global jobs, which benefit from the use of global memory while executing. Given these two job classes, nodes in the system can be separated into three classes:
• *local nodes*, which are running local jobs only,

• *global nodes*, which are running global jobs (and possibly local jobs as well), and

• *idle nodes*, on which no jobs are running, but which may provide global pages for global jobs on other nodes.

Note that in general a global node is running exactly one global job and perhaps also some local jobs as well.

Idle and local nodes can act as *memory servers* for global nodes, in the sense that a portion of their memory can be allocated as global memory. Global jobs running on global nodes make global memory requests, and these requests are sent to the idle or local nodes managing the global memory for these jobs. These requests come in two forms, *getpage* requests and *putpage* requests. A getpage is a request to read a global page from another node’s global memory, e.g., in response to a page fault or file cache miss. The global node thus sends a getpage request to the remote node to ask for the page, and the remote node returns it. A putpage is a request to store a page in another node’s global memory, e.g., as the result of a page replacement decision. The global node sends a putpage request along with the page to be stored.

In GMS, a node cannot both be a global memory server and a global memory client. Furthermore, in any cooperative caching system, a global node that is an active global memory client will not simultaneously have enough memory to be a significant memory server for other nodes.

### 3.3 Model and Simulator

This section describes the queueing network model and the simulator I use in this study. Our first goal is to characterize the performance of getpage requests (remote page requests) in the face of contention at memory servers. By doing so I can show the potential benefits of load balancing global memory requests across servers to reduce contention. I use a queueing network model and Approximate Mean Value Analysis (AMVA) for this experiment, because it is a natural tool for measuring the effect of contention on getpage response time. The queueing network analysis is also useful for studying the interference that local jobs experience from global memory requests.
Table 3.1: The applications used in this study.

<table>
<thead>
<tr>
<th>Application</th>
<th>Description</th>
<th>Input</th>
<th>Mem Refs ($10^6$)</th>
<th>Footprint (pages)</th>
<th>Z (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>m3</td>
<td>Modula 3 compiler</td>
<td>smalldb</td>
<td>87</td>
<td>773</td>
<td>2.7</td>
</tr>
<tr>
<td>ld</td>
<td>Linker</td>
<td>Digital Unix 3.2</td>
<td>102</td>
<td>6807</td>
<td>0.36</td>
</tr>
<tr>
<td>atom</td>
<td>Binary rewriting tool</td>
<td>kproc tool on gzip</td>
<td>117</td>
<td>1175</td>
<td>1.5</td>
</tr>
<tr>
<td>render</td>
<td>Graphics renderer</td>
<td>model of tree</td>
<td>245</td>
<td>1433</td>
<td>4.1</td>
</tr>
<tr>
<td>gdb</td>
<td>GNU debugger</td>
<td>init phase</td>
<td>0.5</td>
<td>138</td>
<td>0.17</td>
</tr>
<tr>
<td>OO7</td>
<td>OODB benchmark</td>
<td>synthetic workload</td>
<td>–</td>
<td>–</td>
<td>5.0</td>
</tr>
</tbody>
</table>

The AMVA model does not, however, take into account the effect of deviating from a strict LRU replacement policy when managing global pages. Therefore, our second goal is to measure the effect on application performance when global pages are not replaced using strict LRU. I use the simulator for this experiment because it allows us to measure and compare deviations from strict LRU in terms of the number of page faults and execution time for a set of applications.

The applications used with the AMVA model and in simulations in this chapter are summarized in Table 3.1. For each application, the table gives the name and a description of the application, the input used to drive it, the number of memory references made and memory footprint, and the average time between global memory requests.

The number of memory requests is the total number of loads and stores made by the application. The memory footprint is the total number of pages touched by the application during its execution; in other words, this is the total number of local and global pages that would be required to prevent the application from having to page to disk. The average time between global memory requests is the resulting fault rate to global memory when GMS is configured to be able to hold 1/4 of an application’s footprint in local memory and 3/4 of the footprint in global memory. I chose this ratio of local to global memory as a reasonable approximation to the resources applications will likely find available in real cooperative caching systems. These parameters were all derived from simulation experiments, except for the OO7 benchmark [Carey et al. 93] whose parameters were obtained from the GMS prototype. Note that, since I do not have a trace for OO7, I do not have
measurements of the number of memory references or its memory footprint.

3.3.1 MVA Model of Global Memory Requests

I use the 2-class queueing network model shown in Figure 3.1 to model global memory request behavior, and use approximate mean value analysis to compute performance metrics of interest. The model is designed to measure the effect of contention on getpage latency and the CPU utilization of memory servers. To accomplish this, a closed class of customers in the network represents the global nodes, each executing one global job that alternates between executing and sending a synchronous getpage request to an idle or local node. The open class of customers represents the asynchronous putpage requests that are issued by the global nodes. The effect of server contention on getpage requests can be estimated by solving for the response time of the getpage requests. Memory server utilization can be estimated by solving for the utilization of the server queues in the network.

The input $N_{\text{global}}$ denotes the number of global nodes. Each global node is executing a single global job as well as possibly some local jobs. The center with average delay $Z$ corresponds to time the global nodes spend executing between a getpage response and the next getpage request by the global job. The other queues correspond to idle and local nodes in the system; these are the nodes that serve the getpage and putpage requests. Note that in the simple case I assume that global nodes are homogeneous; that is, all global nodes have the same average delay between getpage requests and the same routing probabilities for the requests. Routing probabilities are perhaps expected to
be homogeneous because they depend on the page forwarding algorithm, which is the same for all nodes. However, the model is easily extended to handle non-homogeneous request rates or routing probabilities.

Since putpage requests are asynchronous operations (a process can continue to execute while the page is being sent to the server), I model them as an open customer class. Their arrival rate is denoted by $\lambda_{\text{putpage}}$, which is a constant $f$ times the getpage throughput $X_{\text{getpage}}$, where $f$ is an input to the model. Note that $X_{\text{getpage}}$ is an output of the model, which means that I must solve the model iteratively to determine the correct value for $\lambda_{\text{putpage}}$ as well as the desired output measures.

Both getpage and putpage requests flow into and out of a subsystem consisting of two sets of service centers, one set corresponding to the idle nodes in the system and the other corresponding to the local nodes in the system. Note that, although I distinguish between idle and local service centers in the model notation and routing probabilities, each type of node services getpage and putpage requests in the same way due to the priority of global requests. That is, since operating systems typically manage memory in the kernel, a cooperative caching system will service requests in the kernel. Consequently, when a global request arrives at a local node, the request gets top priority at the local node and is immediately scheduled ahead of any local work on that node. As
with idle nodes, the only interference a global request will encounter on a local node will be due to other global requests being serviced at that node at the arrival instance. Given their priority, global requests can therefore impact the performance of local jobs on the node; this impact is investigated in Section 3.5.

The number of idle nodes is denoted by $N_{idle}$, and the number of local nodes is denoted by $N_{local}$; both parameters are inputs. The service demands of the idle and local service centers are defined to be $D_{idle,i}, 1 <= i <= N_{idle}$, and $D_{local,l}, 1 <= l <= N_{local}$, respectively. Note that these service demands are inputs that apply to both getpage and putpage requests.

There are also two sets of probabilities associated with the service centers, $P_{idle,i}, 1 <= i <= N_{idle}$, and $P_{local,l}, 1 <= l <= N_{local}$. These parameters correspond to the probability that a request will go to the associated service center. With these probabilities, I can control the distribution of requests among the service centers within a set as well as the distribution between the two sets of service centers. The former enables us to model arbitrary request distributions among idle nodes in Section 3.4.2, and the latter to model uneven request distributions between idle and local nodes in Section 3.5. Note that both getpage and putpage requests share these probabilities, and that the sum of both sets of probabilities equals 1. These probabilities are also inputs.

3.3.2 Model Parameterization and Validation

I parameterize the model using workload parameters both from an implementation of the Global Memory Service [Feeley et al. 95] and from results from our simulator, which is described subsequently in Section 3.3.3.

Based upon measured values reported in [Feeley et al. 95], I set the service demands of both idle and local service centers to 194$\mu$s. Since I assume putpage and getpage requests have the same demand, and the page size never changes, this service demand never changes for any of our experiments. Based upon simulation results, I have found that, in a cluster running a heterogeneous workload, the number of getpage and putpage requests are nearly equal. I therefore set $f = 1$ to correspond to an equal number of putpage and getpage requests. The think time $Z$ is set according to the application being modeled; values for each application are listed in Table 3.1. Unless otherwise specified, the probability distributions are uniform across all service centers. The other inputs, such
Figure 3.3: Percent increase in execution time due to uneven distributions of requests across idle nodes. The first graph corresponds to a network with 2 idle nodes; with probabilities $P_{idle,0}$ and $P_{idle,1}$, requests go to one idle node or the other. The second graph corresponds to a network with 11 idle nodes; with probabilities $P_{idle,0}$ and $P_{idle,1}$, requests go to the first and each of the remaining 10 idle nodes, respectively.

as the number of each kind of nodes, are set specifically for each experiment with the model.

Using these inputs and the average request rate for the O07 benchmark, I can now perform an experiment similar to the one performed in [Feeley et al. 95] and compare the results. In the experiment, I simply vary the number of global nodes ($N_{global}$) making requests to a single idle node ($N_{idle} = 1$). The experiment performed on the prototype measures the utilization of the idle node as the number of global nodes ranges from 1 to 7.

The results of this experiment from the MVA model are shown along side results from the prototype in Figure 3.2. This graph plots the utilization of the idle node and response time of a getpage request versus the number of global nodes in the system. To put the getpage response times in perspective, the fastest disk page fault time of 3600μs reported in [Feeley et al. 95] is shown on the response time graph. As with the prototype, the model exhibits linear growth in idle node utilization when there are fewer than 8 global nodes. Furthermore, with 7 global nodes, the measured idle node utilization of the prototype was 56%, and the model reports a utilization of 51%, which is in surprisingly close agreement, particularly considering the level of abstraction in the model compared to the actual system implementation. This degree of agreement between measured
system performance and the MVA model calculations gives a reasonable amount of assurance that
the model is generating good results regarding the impact of contention on the average performance
metrics I am interested in.

3.3.3 Trace-Driven Simulator

Our simulator models the memory behavior of applications executing in a global memory envi-
ronment. It takes as input memory reference traces generated from applications instrumented by
Atom [Srivastava et al. 94]. It then simulates these memory references and models the effect of
paging to both local disk and to remote memory. Paging policy is determined by a configurable
memory management module; an LRU policy with global knowledge is used by default. Once all
references have been consumed, the simulator produces as output a complete description of the
paging behavior of the applications that generated the traces. This description details, among other
things: the number and type of page faults, the number of faults overlapped with others, the contri-
bution of the application's CPU time to total execution time, the time spent waiting for subpages,
and the time spent waiting for pages. More details on the simulator, including the capability to
simulate subpage fetching policies not used in this chapter, can be found in [Jamrozik et al. 96].

3.4 Issues in Load Balancing Memory Requests

This section studies the potential benefits and also the potential harm that can result when global
memory requests are load balanced across a given set of memory servers. First, I discuss the condi-
tions under which uneven request distributions occur in cooperative caching systems. Then, using
the analytic model, I study the degree to which uneven load degrades the performance of remote
page requests, or conversely how much load balancing can improve request performance by elimi-
nating contention. Load balancing the requests also forces possibly undesirable deviations from the
strict LRU replacement policy. These deviations can potentially negate the benefits of load balanc-
ing. In Section 3.4.3 I use the simulator to study the impact on application performance when page
replacements deviate from a strict LRU replacement policy.
3.4.1 Sources of Contention

Server contention arises when the total request rate to global memory servers by all global nodes is sufficiently high that the requests interfere with each other. On average, each global node will issue global memory requests relatively infrequently; otherwise application performance suffers. However, a number of situations can lead to sudden short-term increases in the request rate to one or more of the servers. As one example, during the course of their execution applications go through periods where their peak fault rate is significantly higher than their average fault rate. As another example, when nodes transition from one state to another, they can produce increased traffic to the servers. When a node transitions from idle to local or global (e.g., because the user starts to use the node again), the global pages it has been storing for other global nodes need to be moved to other servers as those pages become dislocated by local processes on the node. Considering that a node may be serving thousands of pages on contemporary machines, this transition can quickly result in thousands of putpages to the remaining servers in the cluster.

When a node transitions from local or global to idle (e.g., some time after the user stops using the node), its pages become immediately available to the rest of the cluster. Since these pages are likely the oldest in the cluster, putpage requests will begin to concentrate at the newly idle node. This situation can have long-term effects as well. For example, assume one server holds a large set of pages of the same age; when that set of pages becomes the oldest in the cluster, putpage requests will concentrate at that node as those pages are replaced by newer ones. The combination of a concentration of oldest pages at one node, and another node operating at high fault rate due to a transition in its application behavior or its node state, may lead to particularly significant server contention.

3.4.2 Benefits of Load Balancing

To study the potential benefit of load balancing global requests, I use the analytic model to quantify the relative performance of getpage requests (page faults) for varying degrees of imbalance among servers. In particular, I quantify:

- how the contention produced by situations with load imbalance degrades getpage performance,
- how load balancing improves getpage performance,
- the number of idle nodes required to serve various numbers of global nodes under balanced conditions.

*Potential improvement in execution time*

I study the first two issues with the following experiment. I consider a system with two idle nodes and a variable number of global nodes. Each of the global nodes is running the OO7 benchmark described in Section 3.3.2. I then vary the probabilities \((P_{idle,0}, P_{idle,1})\) so that requests will go to one idle node or the other with various distributions. For this experiment, the distributions range from \((0.5, 0.5)\) to \((1.0, 0.0)\), covering the range from completely balanced to completely unbalanced. I then solve the model for getpage response time \(R\) for each of the distributions and, using \(R\) and the think time \(Z\), compute the increase in execution time for the application. Note that since the OO7 benchmark has a larger value of \(Z\) than the other applications I have traced (see Table 3.1), the estimates for performance degradation due to load imbalance (and the estimate of potential performance improvement that could be realized by load balance) will be conservative for this set of applications.

Because the first system is small compared to what one would expect to find in real cooperative caching systems, I consider a second system similar to the first but larger. Instead of two idle nodes, though, the second system has 11 idle nodes. The distributions for this experiment range from \((0.25, 0.075)\) to \((1.0, 0.0)\); in this system, the first probability \(P_{idle,0}\) is for the first idle node, and the second probability \(P_{idle,i}\) is the probability for each of the 10 remaining idle nodes. With these distributions, I am able to model a large cluster that has old memory heavily skewed to one node. Such a skew reflects situations such as when a node becomes a newly idle node in the cluster.

Figure 3.3 graphs the results of the experiment on the two systems. Each curve corresponds to a request distribution, and shows the increase in execution time of the OO7 application as the number of global nodes increases. There are two important observations to note from these graphs. The first is that skew increases execution time. With a skew of \((0.75, 0.025)\) at 18 nodes, for example, the execution time of all applications making global memory requests increases by 12%. The second is that the total number of idle nodes matters little when the skew is primarily to one node. With a
Figure 3.4: Response time of getpage requests versus the number of global nodes as the number of idle nodes in the network, $N_{idle}$, varies from 1 to 8. For each solution of $N_{idle}$ I use the parameters for the OOT benchmark. Requests are balanced across idle nodes.

similar skew of (0.60, 0.040) at 24 nodes, the execution time increases by nearly the same amount.

**Required number of global memory servers**

Another issue involving request contention at memory servers is the relationship between the number of global nodes and the number of idle nodes in the cluster. At the two extremes, a large number of global nodes will overwhelm a small number of idle nodes, and a relatively large number of idle nodes are going to smoothly handle a small number of global nodes. But typical clusters are not likely to be at the two extremes. The flip side of the load balancing question is how many servers do I need to balance the load? At one extreme, a large number of idle nodes will effectively handle a small number of global nodes even in the presence of skew in the requests (see Figure 3.3). At the other extreme, a large number of global nodes will overwhelm a small number of idle nodes even if load is balanced. However, during the operation of a cluster there will typically be significant fluctuations between the two extremes. A relevant question when faced with a moderate number of idle nodes and a significant skew in the requests by the default replacement policy is, to how many nodes should I redistribute some of the skewed requests?
Figure 3.4 provides insight into this issue for a wide range of system configurations between the two extremes. Each curve in the graph corresponds to a particular number of idle nodes in the cluster, and plots getpage response time as the number of global nodes increases. The global nodes are configured to run the OO7 benchmark, which gives optimistic results for our set of applications in the sense that the other applications will have response times that are greater than the ones shown in the figure. The dashed horizontal line at 3.6 ms corresponds to the minimum disk access time, as described in Section 3.3.1. Note that requests are again balanced evenly across idle nodes.

This graph shows that, when requests are balanced across memory servers, more than three idle nodes are needed to provide good service to medium or large numbers of global nodes. On the other hand, with eight balanced idle nodes the getpage response time only doubles when there are 60 global nodes in the cluster. This indicates that, with large clusters, traffic of the global nodes can be spread across a relatively small number of idle nodes.

3.4.3 Potential Harm of Load Balancing

The tradeoff with load balancing global memory requests is the impact on the global page replacement algorithm. The page replacement algorithms in current cooperative caching systems implement some form of approximate LRU replacement [Dahlin et al. 94, Feeley et al. 95, Sarkar et al. 96]: when they have to make a page replacement decision, they strive to replace the oldest page in the system. However, based on the MVA results, there is potential benefit to modifying the replacement decision to balance the request load across servers. This means that, due to balancing, pages can be replaced at some position possibly relatively high on the LRU stack instead of at the bottom. Such suboptimal replacements can potentially degrade application performance.

In this section I study this issue in further detail. First I look at the relative frequencies of accesses to pages in the LRU stack for several of the applications in Table 3.1, as well as a number of additional applications described below. Then I measure the effect on application performance when the replacement policy deviates from strict LRU. Note that it has long been known that for many applications approximate implementations of LRU replacement have nearly the same performance as exact LRU; what I study here is the potential impact of repeatedly and deliberately replacing pages that are as high as 50–90% up in the LRU stack. I use the trace-driven simulator for our experiments,
since an MVA model cannot capture the impact of specific replacement policy decisions.

Table 3.2: Additional applications used for LRU experiments.

<table>
<thead>
<tr>
<th>Application</th>
<th>Description</th>
<th>Length</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>applu</td>
<td>Solve parabolic/elliptic PDEs</td>
<td>1068</td>
<td>3631</td>
</tr>
<tr>
<td>blizzard</td>
<td>DSM binary rewriting tool</td>
<td>2122</td>
<td>3908</td>
</tr>
<tr>
<td>m88ksim</td>
<td>Microprocessor simulator</td>
<td>10020</td>
<td>4838</td>
</tr>
<tr>
<td>murphi</td>
<td>Protocol verifier</td>
<td>1019</td>
<td>2345</td>
</tr>
<tr>
<td>perl</td>
<td>Interpreted scripting language</td>
<td>18980</td>
<td>9836</td>
</tr>
<tr>
<td>swim</td>
<td>Shallow water simulation</td>
<td>438</td>
<td>3754</td>
</tr>
</tbody>
</table>

For the LRU experiments, I measure the behavior of an additional set of applications to broaden the scope of the results. The additional applications are from the study in [Glass et al. 97], and are summarized in Table 3.2. For each application, the table gives the length of the traced application (in millions of instructions) and the amount of total memory used by the application (in number of 4K pages).

The memory behavior of these applications was simulated based upon compressed traces of page references. Note that the simulator used for these traces is different than the one in 3.3.3; since the traces are incompatible with the GMS simulator, I implemented another simple simulator to measure the LRU stack behavior of these applications. The format of the page reference traces, as well as the constraints imposed on simulations using the traces, are fully described in [Glass et al. 97]. I describe how these constraints interact with our LRU simulator when I describe the results of our experiments.

The LRU stack

To quantify the relative importance of a page to an application, I simulated the individual execution of each application on a single node. For each execution, the node had enough memory to hold all the pages the application needed. After simulating the memory behavior of each application on its inputs, the simulator calculated the fraction of memory references that occurred to each position in the LRU stack. Due to the method by which page references were compressed in the compressed
traces, references to the top of the stack (which is always in memory) were not recorded. Thus, for those applications, the simulator cannot calculate the fraction of references to positions in the top 10–20% of the stack; furthermore, the fraction of references for lower positions in the stack are the fraction of the recorded references that occurred to each position.

Figure 3.5 shows the results of this experiment. Each curve corresponds to the LRU stack of an application. For each position in the LRU stack, the probability that it was referenced is plotted on a log scale. So that clarity is not entirely sacrificed, only three of the compressed trace applications, applu, m88ksim, and perl, are shown in the figure. These three applications belong to three different types of applications reported in [Glass et al. 97], respectively. Interestingly, for each compressed trace application not shown, its curve would overlie the curve shown for the application in its class.

The GMS applications are clustered on the left of the graph due to very low probability of accessing pages in the bottom 70% of the stack. Note that, for these applications, the pages on the bottom 95% of the LRU stack are each accessed with less than 1% probability. The curves for the compressed trace applications begin around 20% from the top of the LRU stack due to the constraints imposed by the method in which the traces were generated. Note that, none of the positions measured are accessed with greater than 1% probability; furthermore, the probabilities for the portion of the LRU stack that could be accurately simulated are inflated because the references to the
top 10–20% of the stack, missing in the compressed trace, could not be counted in the denominator.

These long tails of positions with low probability of reference have promising implications for load balancing. Since load balancing global memory requests will result in page replacements above the bottom of the LRU stack, but always the oldest page on a give node, these suboptimal replacements may not severely degrade the performance of the application.

Deviating from LRU

To quantify the effect on overall execution time of deviating from strict LRU, I simulated the execution of the GMS applications running on one global node and paging to one idle node. The global node had 1/4 of the total memory needed by each application, and the idle node had 1/2 of the total memory needed. I modified the replacement policy of the simulator to replace the page at a specific position from the bottom of the LRU stack, instead of replacing the oldest page. This position was varied from the oldest page to the youngest page in global memory, denoted by 0% to 100% from the bottom of the LRU stack, respectively. Replacements are only varied within global memory because load-balancing only affects pages in global memory.

For the compressed trace applications, I simulated a memory capable of holding 3/4 of the total amount required by an application; the 3/4 was chosen so that the 1/4 and last 1/2 of the memory would correspond to the breakdown between local and global memory of the GMS simulations. The compressed trace simulator was likewise modified to replace pages at a specific position from the bottom of the LRU stack, again varying from oldest to youngest in the global memory portion of the LRU stack.

Figure 3.6 shows the results of these simulations. Each curve corresponds to an application and plots the percent increase in number of disk faults versus the position in the global LRU stack which was selected for page replacement. The GMS applications are shown with solid lines, and the compressed trace applications are shown with dotted lines.

These curves show two important effects. The first is that some applications (Id, atom, render, and applu) improve their performance when the policy deviates from LRU. For these applications LRU is not the optimal replacement policy; deviating from LRU therefore improves their performance. The second is that, for most of the other applications, replacing pages up to 30% or more
from the bottom of the LRU stack does not significantly degrade performance. With m3, for example, replacing pages 30% up from the bottom of the stack only introduces 9% more disk faults (which translates to an increase in execution time of only 2%).

These results indicate that application performance should not significantly degrade from deviations from strict LRU due to load balancing. Note, though, that one application, m88ksim, is sensitive to bad replacements once pages are persistently replaced at least 25% up the global LRU stack. I conclude from this that there is a limit to which LRU ordering can be ignored, but that some deviation from LRU will not cause significant performance degradation.

Naive Load Balancing

Given the results of the previous experiments, a reasonable question one might ask is whether a cooperative caching system could just ignore page age information and naively balance putpage requests across the available idle nodes. After all, such an approach should lead to a relatively uniform distribution of oldest pages across the idle nodes in the long run. I investigate a possible drawback of that approach, related to suboptimal use of global memory when a node transitions to the idle state, in the following experiment.

To quantify the effect of load balancing when new idle nodes join the cluster, I simulated a
system with one global node running an application and three idle nodes being used as memory servers. For the first third of the execution time, only two of the idle nodes are used by the global node. Then, the third idle node joins the system and the application can begin to use its idle memory.

I use two different policies for introducing the memory on the new idle node into the system. In the first policy, the idle memory is made immediately available to the application; this policy corresponds to strict LRU (the new memory is the globally oldest memory). In the second policy, the idle memory is made available to the application at a fixed rate. In this case, every third fault goes to the new idle node; this policy corresponds to strict load balancing (the new idle node receives one third of the requests).

I then measure the increase in execution time of the second policy over the first to compare the effect of load balancing new memory into the system. Note that one would expect contention at the new idle node to be significantly higher for the LRU policy than for the load balancing policy, but that contention is not modeled in the simulator. Therefore, this experiment is conservative in that the increase in application execution time would be less if contention were modeled.

The results of the experiment are shown in Figure 3.7. Each graph has a bar for each of the simulated GMS applications, and the height of the bar shows the percent increase in execution time as a result of using the load balancing policy for new idle nodes. The two graphs each correspond to a different cluster configuration. In the first configuration, the global node holds 1/3 of the memory required by the application, the first two idle nodes each hold 1/6, and the new, third idle node holds
the remaining $1/3$. In the second configuration, the global node and the first two idle nodes each hold $1/9$ of the total memory required, and the new, third idle node holds the remaining $2/3$ of the memory.

Although this experiment measures maximum possible increase in execution time, rather than the actual increase that would occur in the presence of contention, it appears that naive load balancing does not use the memory available at a new node aggressively enough. One could also expect that other short term concentrations of old pages would likewise not be replaced aggressively enough under this naive load balancing policy. Thus, although global LRU algorithms might be improved by load balancing global memory requests, indications are that they should not be replaced with a load balancing strategy that ignores page age information altogether.

### 3.5 The Cost of Global Memory on Local Nodes

In a cooperative caching system node, the balance between local and global pages changes dynamically. A key issue, then, is how and when to change that balance. In GMS, the balance depends on the ages of the pages on a node relative to the ages of (replaced) pages on other nodes. However, there is a tension that is not considered in this calculation, namely, the CPU time cost to a node that is storing global pages.

This section explores the performance issues involved in using local nodes (in addition to idle nodes) as memory servers. Using local nodes as memory servers can benefit global jobs in two ways: by making more global memory available, and by providing more memory servers to help distribute load. Previous work has quantified the benefit of the increased global memory [Feeley et al. 95], so I concentrate here on the benefit of having more servers with which to distribute and balance the remote memory request load.

Using the analytic model, I perform an experiment on a system composed of 10 idle nodes, 10 local nodes, and a variable number of global nodes. I vary the number of global nodes ($N_{global}$) in the network to vary the request rates from global nodes to the idle and local nodes. I then partition the load from the requests between the idle nodes and the local nodes such that a request will go to a local node with probability $P_{local}$, and a request will go to an idle node with probability $P_{idle} = 1 - P_{local}$. 
Figure 3.8: Percent improvement in the response time of getpage requests when a local node serves a fraction $P_{local}$ of all global requests versus the utilization of the local node. Symbols are placed on the curves for each value of $N_{global}$, which ranges from 1 to 36 for each curve. The curves are solid when local nodes are given less precedence than idle nodes ($P_{local} < 0.50$), and are dashed when given equal or higher precedence ($P_{local} \geq 0.50$).

In this experiment, I characterize the benefit of using local nodes to distribute load in terms of the improvement in response time of getpage requests, and I characterize the cost in terms of the utilizations on the local nodes. For a given $P_{local} = p$, I first solve the model with $P_{local} = 0$ and derive the response time of getpage requests. I then solve the model with $P_{local} = p$ and derive both the response time of getpage requests and the utilization of the local node. From the two response times, I then calculate the percent improvement in getpage response time at the cost of a particular utilization of the local node.

Figure 3.8 shows the results of this experiment when $P_{local}$ is incrementally varied from 0.05 to 0.70. Symbols are placed on the curves for each value of $N_{global}$, which ranges from 1 to 36 for each curve in increments of 3 (except for the first increment, which is by 2). I again used the inputs derived from the OO7 benchmark to parameterize the request rates from global nodes.

From the figure I see that, for each $P_{local}$, improvement in response time is dramatic as $N_{global}$ increases and the local node starts to shoulder the burden of global requests. However, improvement peaks at around 18 global nodes for our inputs, and then starts to decrease. Improvement decreases
after 18 global nodes because this is the region where the idle node response time curve for $P_{local} = p$ enters its heavy load region. Since the idle node response time curve for $P_{local} = 0$ is already in heavy load, the differences between the curves, and therefore the percent improvement, decreases as the number of global nodes increases.

The surprising result from this experiment is that the utilization of the local node approaches an asymptotic value as the number of global nodes in the network increases. In other words, for a given $P_{local}$, the utilization of the local node by global requests will never go above a constant value, no matter what the rate of requests might be.

The intuitive reason why the local node utilization asymptotes at a value less than 1.0 when $P_{local} < 0.5$ is due to the fact that the arrival rate at local nodes will always be less than the arrival rate at idle nodes. Therefore, when the arrival rate at the idle nodes reaches a maximum, the arrival rate to local nodes also reaches a maximum, but a maximum that is smaller than the one for idle nodes. Since idle and local nodes have the same service demand, the smaller arrival rate to local nodes is not enough to fully utilize the local nodes, and so the utilization maximizes at a value less than 1.0. Once $P_{local} \geq 0.5$, though, the rate to local nodes is equal to or greater than the rate to idle nodes, and the local node utilization increases to 1.0.

### 3.6 A New Family of Global Page Replacement Algorithms

In this section I use the insights gained from the experiments in section 3.4 to design a new family of global page replacement algorithms that incorporate load considerations as well as age information. The goal is to achieve a close approximation to global LRU replacement while bounding the global memory traffic load on local nodes and balancing the global memory traffic across the idle nodes.

I begin by pointing out that the ideal target for balancing the load across the idle nodes is not necessarily equal global request traffic at each node; in order to fully utilize the available global memory, the target relative load for each idle node is instead proportional to the total amount of memory on the node. In many systems the amount of memory per node will not vary greatly, and in any case I assume that the higher relative load at the servers that have more memory is generally outweighed by the advantage of caching as many recently used pages as possible in global memory. The new algorithms can be easily modified if experience were to prove otherwise. For now, it is
Table 3.3: Notation used in discussion of new family of algorithms.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$</td>
<td>total memory available at node $i$, in pages</td>
</tr>
<tr>
<td>$G_i$</td>
<td>number of pages at node $i$ that can be replaced without harming local jobs, if any</td>
</tr>
<tr>
<td>$a_i$</td>
<td>the age weight for node $i$, (i.e., the fraction of globally oldest pages at node $i$)</td>
</tr>
<tr>
<td>$w_i$</td>
<td>the target weight for node $i$, (i.e., node $i$ share of the balanced load)</td>
</tr>
<tr>
<td>$f_i$</td>
<td>selection frequency for node $i$</td>
</tr>
<tr>
<td>$b$</td>
<td>load balancing rate</td>
</tr>
<tr>
<td>$T_i$</td>
<td>recent average time between global requests issued by node $i$</td>
</tr>
<tr>
<td>$S$</td>
<td>average time to serve one global memory request at a server node</td>
</tr>
<tr>
<td>$N_g$</td>
<td>current number global nodes</td>
</tr>
<tr>
<td>$U_i^*$</td>
<td>upper bound on the utilization of local node $i$ by global memory requests</td>
</tr>
</tbody>
</table>

the additional unevenness in short term loads caused by (persistent) high concentrations of same-aged pages in one or more servers, as discussed in section 3.4.1, that the new class of global page replacement algorithms seeks to minimize.

I also point out that if the global replacement policy uses only the target relative loads (or weights) when selecting servers for global page replacement, then in the long-term the weights will reflect the relative proportion of pages of a given age at each node, and thus replacing the locally oldest page at the selected server node should be a close approximation of global LRU. On the other hand, the results of section 3.4.3 showed that strict use of target relative loads is not aggressive enough in taking advantage of temporary concentrations of very old global pages, such as the pages that become available when a node transitions from global or local to idle or when the overall load on a local node decreases. What’s needed is an algorithm that uses age information to select those pages aggressively, and yet also uses target relative loads to balance the concentrations of same-age pages over time. As well, the weights for local and idle nodes should be continuously bounded to protect local jobs running on the local nodes and to avoid overloading any given idle node.

With these factors in mind, I propose a new family of global page replacement algorithms. I first describe the algorithms assuming that all required global system parameters are known and that all global nodes use an equal share of the global memory capacity. I then describe how global nodes
that have greater need for global memory can temporarily "borrow" server capacity from global
nodes that have lower need. Finally I briefly discuss how the global parameters are communicated.

3.6.1 The Basic Global Page Replacement Algorithm

Let $M_i$ denote the total amount of memory on node $i$, measured in pages, and let $G_i$ denote the
number of pages on node $i$ that can be replaced without degrading the performance of the local jobs
on $i$, if any. For an idle node, $G_i = M_i$; for a local node, $0 \leq G_i < M_i$. A global node has $G_i = 0$.
The target weight for node $i$, $w_i$, equals $G_i / \sum G_j$, where the summation is over each node $j$ in the
system. This is the desired relative frequency of selecting node $i$ for global page replacement based
solely on load balancing considerations. The notation for the proposed page replacement algorithm
is summarized in Table 3.3.

Regarding global page age information, two schemes have previously been proposed. In GMS, a
dynamically selected initiator node periodically collects page age information from each node in
the network and computes a set of weights that reflect the fraction of the $M$ globally oldest pages
that reside at each node. ($M$ is an adjustable parameter of the GMS algorithm.) These weights,
which I will call age weights, are then distributed to each node and used to select nodes for putpage
requests, thus implementing approximate global LRU page replacement. Alternatively, in the global
page replacement algorithm proposed by Dahlin and Sarkar [Sarkar et al. 96], each memory server
piggybacks the age of its oldest page on its responses to global memory requests. In that algorithm,
each global node maintains a list of the most recent page age information it has received from each
server, sorted in order of decreasing age. The global node then selects the memory server at the top
of the list for its next global page replacement. I choose to use age weights rather than simply the
age of the oldest page on each server, as the weights are more easily adapted to accommodate load-
balancing considerations. However, I leave open the possibility that the weights might be estimated
using global page age information that can be piggybacked on responses to global memory requests.
This is discussed further in section 3.6.3 below.

When a global node needs to replace a page in its local memory, it first chooses a memory server
based upon its current age weights ($a_i$) and current target weights ($w_i$) for the memory servers, as
follows. Let $b$ denote a parameter of the algorithm called the desired load balancing rate for the
system, $0 \leq b \leq 1$. Node $i$ is selected for the global page replacement with frequency

$$f_i = bw_i + (1 - b)a_i.$$  \hspace{1cm} (3.1)

If $b = 0$ the algorithm approximates global LRU replacement without regard to load balance, as in GMS. If $b = 1$ the algorithm simply balances global requests across the available memory servers without regard to age information. For in between values of $b$ the algorithm responds to new concentrations of globally oldest pages but gradually balances the number of similar age pages across the servers. The closer $b$ is to zero, the more aggressively it will take advantage of newly idle memory. The closer $b$ is to one, the more aggressively it will balance the global memory load.

Two additional constraints, in the form of upper bounds, are imposed on the memory server selection frequencies for global page replacement. First, for local nodes. I derive a simple bound to protect the local jobs running on the server from excessive interference by global memory requests. Let $U_1^*$ denote an upper bound on utilization of local node $i$ by global memory requests, and $S$ denote the average time to serve a global memory request. Assuming each of the $N_g$ global nodes uses an equal share of the total allowed server utilization, then the maximum rate that a global node can send global memory requests to local node $i$ is $\frac{1}{N_g} U_i^*$. Thus, the following equation defines an upper bound on the selection frequency for local node $i$ by global node $j$:

$$\frac{f_i}{T_j} \leq \frac{U_i^*}{N_g S}.$$  \hspace{1cm} (3.2)

where $T_j$ is the recent average time between the global memory requests issued by global node $j$. Multiplying each side of the equation by $T_j$ gives the desired upper bound on $f_i$.

For each idle node, I derive a simple upper bound on the selection frequency to avoid overloading the node. In this case, I observe that the maximum utilization of the idle node by global memory requests is 100%. Plugging in 100% for $U_i^*$ in equation 3.2 yields the following bound on selection frequency for idle nodes:

$$\frac{f_i}{T_j} \leq \frac{1}{N_g S}.$$  \hspace{1cm} (3.3)

This assumes again that all global nodes use an equal share of the global memory capacity. The bounds can be modified for unequal use of memory capacity, as described below. Note that the above bound is simpler and somewhat more aggressive than the bound that would be derived by setting
estimated memory server capacity \((N^* \leq N_g)\) and using standard asymptotic bounds techniques to estimate \(N^*\). [Lazowska et al. 84]

For each memory server, if the applicable upper bound on selection frequency is lower than the selection frequency originally computed from the target and age weights, then the selection frequency is set to the bound. Selection frequencies are then recursively recomputed for the other nodes using new target and age weights that are renormalized for the smaller set of server nodes that can be selected as well as for the remaining total selection frequency needed.

### 3.6.2 Borrowing Memory Capacity

The algorithm outlined above assumes that each global node uses an equal fraction of the total global memory capacity. In practice, however, this will rarely be the case. At any given point time, there is likely to be great variability in the total request rate for global memory among the global nodes. The basic algorithm approximates LRU while balancing server load even for this case, but the upper bounds on the selection frequencies will limit the throughput of the applications that have the greatest memory demands. I can improve the performance of those large applications by allowing them to "borrow" server capacity that would otherwise go unused by the global nodes that have lower global memory demands, as follows.

Define the unused capacity of a server node, \(U_e, i\), to be the difference between its maximum possible utilization by global memory requests, \(U_e^*\) or 1.0 depending on the node type, and its recent utilization by global memory requests. Let each server node piggyback the maximum of this value and zero on each response it sends to a global memory request. Each global node can maintain the latest value of \(U_e, i\) that it has received from each server node \(i\). The global node can then add the following term to the right hand side of equation 3.2 to increase the bound on its selection frequency for node \(i\): \(U_e, i/(N_g - 1)\). Note that this term assumes that the excess capacity will be shared equally with (at most) \(N_g - 2\) other global nodes in the system. If one or more global nodes in the system continue to require less than their fair share of the global memory server capacity, the nodes that require more than their fair share will gradually grab the unused capacity. Note also that if the applications that haven't been using their fair share every suddenly require their fair share (or more), they are guaranteed to get at least their fair share immediately.
3.6.3 Parameters of the New Page Replacement Algorithms

Table 3.3 gives the parameters used in the new global page replacement algorithms. In this section I briefly discuss how the global nodes might determine the parameters that are needed to compute the memory server selection frequencies.

The total memory available at node \( i \) \( (M_i) \) and the average time to serve one global memory request \( (S) \) are system parameters that change infrequently and are easy to provide as inputs to the algorithm. Similarly, each global node \( j \) can easily measure the recent average time between the global requests it issues \( (T_j) \).

The current number of global nodes \( (N_g) \) can be determined by a dynamically selected (and possibly replicated) "status node", or can be estimated by each memory server and piggybacked on responses to global memory requests.

The desired load balancing rate \( (b) \) is a tunable parameter for the algorithm. Future research includes determining good values of this parameter for various workloads. It may even be useful to investigate the viability of dynamically tuning \( b \) at run-time using measured impact on global memory paging rates.

The upper bound on the utilization of local node \( i \) by global memory requests \( (U_i^*) \) might simply be specified by the system administrator, or might be adjusted according to the measured recent utilization of node \( i \) by its local jobs. Again this is the subject of future research.

The number of pages at node \( i \) that can be replaced without harming local jobs, if any, \( (G_i) \) is equal to \( M_i \) for idle nodes. For local nodes, further research is needed to determine precisely how this value should be estimated.

The age weights \( (a_i) \) can be determined by an initiator node, as in GMS, or might instead be estimated from global page age information that is piggybacked on responses from global memory servers. In this latter case, for example, the memory server might report the age of its \( z \)th oldest page, where \( z \) is a parameter of the algorithm. Each global node would maintain a table of the age reported by each memory server. The age weight for node \( i \) would then be estimated as the reported age of the \( z \)th oldest page on node \( i \), divided by the sum of the reported ages of the \( z \)th oldest page on each other node.
3.7 Conclusions

High-speed switched networks have reduced the latency of network page transfers to below that of local disk. This technology change has made cooperative caching systems practical. A crucial issue in the implementation of cooperative caching systems is the selection of the target nodes to receive evicted pages. Existing systems have selected targets based on the ages of their memory pages, effectively selecting the oldest pages in the network for replacement. In this chapter, I study the impact of this decision, particularly on the nodes holding old pages; these nodes become global memory servers for highly-active nodes, which may interfere with their local application performance. I also examine (1) the impact of changing the target node selection criteria in order to reduce interference on local performance, and (2) the effect of deviating from the global LRU replacement algorithm used in some cooperative caching systems.

Using an analytic queueing network model, I studied how uneven request distributions produce memory server contention, even when the cluster has a large number of servers. Load balancing requests to produce an even distribution across servers minimizes server contention and improves request latency. With the model, I have also shown that cooperative caching systems will not scale if there are only a few memory servers available. However, when requests are load balanced across servers, I find that eight memory servers are sufficient to handle the load in the 70 node cluster I modeled.

Using a trace-driven simulator, I have demonstrated that the global LRU page replacement decision is relatively insensitive to exactly which of the oldest pages is replaced. Therefore, load balancing global page replacements should not degrade application performance if the deviation from strict LRU is moderate.

Overall, I conclude from these experiments with the model and simulator that load balancing global memory requests can significantly reduce contention at memory servers and substantially improve application performance. This conclusion led me to design of a new family of cooperative caching memory management algorithms that use a small set of measured system parameters, as well as two tunable parameters (i.e., the load balancing rate, $b$, and the stack location for exchange of global page age information, $z$) to balance the load across the servers while still implementing approximate LRU global page replacement.
Chapter 4

Cooperative Prefetching and Caching

This chapter presents cooperative prefetching and caching — the use of network-wide global resources (memories, CPUs, and disks) to support prefetching and caching in the presence of hints of future demands. Cooperative prefetching and caching effectively unites disk-latency reduction techniques from three lines of research: prefetching algorithms, cluster-wide memory management, and parallel I/O. When used together, these techniques greatly increase the power of prefetching relative to a conventional (non-global-memory) system.

In a cooperative caching system, a node has three opportunities for data prefetching: (1) from its disk into its local memory, (2) from disk into global memory (i.e., the disk and memory of another node), and (3) from global memory into local memory over the network. While these opportunities for using network memory for prefetching are conceptually straightforward, their use raises a number of interesting questions. For example, how do nodes globally choose the pages in which to prefetch from the global memory pool? When should data be prefetched and to what level of the storage hierarchy? When should pages be moved from global memory to local memory? How do we trade off the use of global memory pages for prefetching versus the use of those frames to hold evicted VM and file pages for non-prefetching applications? And finally, how do we value each page in the network, in order to best utilize each page frame?

To explore the answers to these questions, in this chapter I present the design of a cooperative prefetching and caching system whose goal is to minimize the total cost of all memory references in the cluster. For issuing prefetches, the system uses a hybrid prefetching algorithm that combines aggressive prefetching into global memory with more conservative prefetching into local memory. For making replacement decisions in the cooperative cache, the system uses a provably near-optimal variant of the classic Longest Forward Distance algorithm extended to a three-level memory hierarchy.
I also present an implementation of this design in a prototype cooperative prefetching and caching system called PGMS (Prefetching Global Memory System). I have implemented this prototype in the Digital Unix operating system, and evaluated it on a cluster of DEC Alpha workstations connected by a 1.28 Gb/sec Myrinet network.

My evaluation shows that by using available global resources, cooperative prefetching can obtain significant speedups for I/O-bound programs. For example, for a graphics rendering application, PGMS achieves a speedup of 4.9 over a non-prefetching version of the same program, and a 3.1-fold improvement over the same program using conventional, local-disk prefetching alone.

4.1 Introduction

Cooperative caching benefits memory-intensive applications, applications whose virtual memory and file buffer cache working sets are larger than the memory resources of a single node. By caching evicted pages in the remote memories of idle nodes instead of on local disk, cooperative caching transforms slow disk faults into much faster network faults. However, I/O-bound applications, either with large working sets or a small degree of reuse, only benefit to a limited degree from cooperative caching. For example, one application executing on the GMS cooperative caching system achieved a speedup of 1.7 when the system had enough idle nodes to contain its working set [Feeley et al. 95]. However, it still spent 80% of its execution time stalling on disk I/Os as it loaded its working set from disk into memory. For this application, adding more nodes to the system would not improve its performance because it was limited by the I/O time required to load all of its data into the system-wide cache. Instead, additional techniques are required to improve the performance of these kinds of I/O-bound applications running on cooperative caching systems.

Cooperative caching is just one approach for reducing disk stall time. Recent research has focused on two others. One approach is the development of algorithms for prefetching data from disk into memory to avoid stalls [Cao et al. 96, Patterson et al. 95, Kimbrel et al. 96b, Tomkins et al. 97, Rochberg et al. 97]. These prefetching algorithms use programmer annotations [Patterson et al. 95] or compiler-generated hints [Mowry et al. 96], speculative execution [Chang et al. 99], or markov prediction [Bartels et al. 99] to enable the system to predict future accesses and overlap disk I/O with execution. The second approach is the striping of files over multiple disks [Patterson et al. 88,
Cao et al. 93] or the use of multiple network nodes in distributed file systems [Hartman et al. 95, Anderson et al. 96, Thekkath et al. 97, Gibson et al. 97] and distributed storage systems [Lee et al. 96, Hartman et al. 99, Gibson et al. 99] to access disks in parallel, dramatically increasing I/O throughput.

To further improve the performance of cooperative caching systems, this chapter proposes the synthesis of all three approaches for reducing disk stall time into a novel cooperative prefetching and caching system — the use of network-wide memory to support prefetching, caching, and parallel I/O in the presence of optional hints of future demands. The synthesis of these approaches results in a system that is significantly different than one using any single approach alone. In the presence of global memory, a node has three choices for data prefetching: (1) from disk into local memory, (2) from disk into global memory (i.e., the disk and memory of another node), and (3) from global memory into local memory. When used together, these options greatly increase the power of prefetching relative to a conventional, non-cooperative-caching system.

For example, Figure 4.1a shows a simplified view of a conventional prefetching system. Node A issues prefetch requests to missing blocks m and n in advance, so that both blocks are available in memory just in time for the data references. In this case, buffers must be freed on node A for blocks m and n about $2F_D$ and $F_D$ in advance of their use, respectively, where $F_D$ is the disk fetch time. There are two possible problems with this scheme. First, node A’s disk may not be free in
time to prefetch these blocks without stalling. Second, if prefetched early enough to avoid stalling, blocks $m$ and $n$ may replace useful data, causing an increase in misses; whether or not this happens depends on how far in advance the data is prefetched (which depends on $F_D$) and the access pattern of the program.

In contrast, Figures 4.1b and 4.1c show two examples of prefetching in a global-memory system. These scenarios show that combining prefetching and global memory has several possible advantages:

- A prefetching node can greatly delay its final load request for data that resides in global memory, thereby reducing the chance of replacing useful local data. In Figure 4.1b, for example, node A requests that node B prefetch pages from disk into B's memory ahead of time. As a result, node A need not free a buffer for the prefetched data until $F_G$ (the time for a page fetch from global memory) before its use. On a 1Gb/sec network, such as Myrinet, $F_G$ may be up to 50 times smaller than $F_D$ [Yocum et al. 97], so this difference is substantial.

- The I/O bandwidth available to a single node is ultimately limited by its I/O subsystem—in most cases, the disk subsystem. However, using idle nodes to prefetch data into global memory greatly increases the available I/O bandwidth by adding in parallel: (1) the bandwidth of the network, (2) the bandwidth of remote disk subsystems, and (3) the execution power of the remote CPUs. Use of this parallelism for the global prefetching shown in Figures 4.1b and 4.1c effectively reduces page prefetch time for I/O-bound processes from $F_D$ to $F_G$.

- Figure 4.1c shows that distributing prefetch requests among multiple nodes in parallel allows those nodes to delay their own buffer replacement decisions (in this case, node B benefits relative to Figure 4.1b), thereby making more effective use of their memories.

- With the high ratio of disk latency to global memory latency, a highly-conservative process could choose to prefetch only into global memory; the process would fault on reference to a non-resident page, but would still benefit from the 50-fold reduction in fault time.

- Given that there is idle memory and CPU power in the network, a process could afford to prefetch speculatively, using idle global pages as the speculative prefetch cache.
While the idea of using network memory for prefetching is conceptually straightforward, it raises a number of questions. For example, how do nodes globally choose the pages in which to prefetch from the global memory pool? When should data be prefetched and to what level of the storage hierarchy? When should pages be moved from global memory to local memory? How do we trade off the use of global memory pages for prefetching versus the use of those frames to hold evicted VM and file pages for non-prefetching applications? And finally, how do we value each page in the network, in order to best utilize each page frame?

To answer these questions, I have developed an algorithm that combines cooperative caching with prefetching. I have implemented the algorithm in the DEC UNIX operating system, and evaluated it on a collection of DEC Alpha workstations connected by a Myrinet high-speed switched network. This system, called PGMS (Prefetching Global Memory System), integrates all cluster memory use, including VM pages, mapped files, and file system buffers, for both prefetching and non-prefetching applications. It effectively unites techniques from three previous lines of research: prefetching algorithms, including the work of [Patterson et al. 95], [Cao et al. 96], [Kimbrel et al. 96b], and [Tomkins et al. 97]; the global memory system (GMS) of [Feeley et al. 95]; and the use of multiple network nodes for parallel I/O, as in the Zebra [Hartman et al. 95], xFS [Anderson et al. 96], and Frangipani [Thekkath et al. 97] distributed file systems, and the Petal [Lee et al. 96], Swarm [Hartman et al. 99], and NASD [Gibson et al. 97] distributed storage systems.

My evaluation of PGMS executing on the Alpha-based cluster shows that prefetching in a global memory system can produce substantial performance advantages for I/O-bound programs. For example, a data-intensive graphics rendering application on a 5-node cluster achieves a speedup of 4.9 when running on PGMS compared to running on a single node alone. In addition, I show that:

- The use of prefetching significantly increases application performance beyond the use of cooperative caching alone. For example, the same rendering application using prefetching on PGMS achieves a speedup of 2.8 over a version of the same program that just uses cooperative caching.

- Global prefetching provides substantial speedup over local, conventional prefetching alone.
For example, the rendering application using global prefetching achieves a speedup of 3.1 over a version that only uses local prefetching.

- Parallel disk prefetching leverages the aggregate disk I/O bandwidth in the cluster, scaling application performance with cluster size.

- Prefetching over the network from global to local memory has much less impact than disk prefetching. For the rendering application, for example, prefetching over the network only improved performance by 5%.

- The system isolates prefetching and non-prefetching applications, allocating system resources among them fairly.

The remainder of the chapter is organized as follows. Section 4.2 presents the PGMS algorithm for prefetching in global memory. Section 4.3 describes the implementation of the algorithm in the DEC UNIX operating system. Section 4.4 presents performance results from the prototype. Finally, Section 4.5 concludes.

4.2 The Global Prefetching and Caching Algorithm

This section presents the idealized global prefetching and caching algorithm that is the basis of PGMS; Section 4.3 describes how the PGMS implementation efficiently approximates the algorithm. For the purposes of defining the algorithm, I make several simplifying assumptions. First, I assume a uniform cluster topology with network page transfer cost ($F_G$) independent of location. Second, I assume uniform availability of disk-resident data to all nodes (e.g., through a network-attached disk [Gibson et al. 97] or replicated file system [Lee et al. 96]) and uniform page transfer time from disk into a node's memory ($F_D$). For cluster systems using high-speed switched networks, $F_G$ will be significantly smaller than $F_D$. Third, I assume a centralized algorithm with complete a priori knowledge of the reference streams of the applications running on all nodes, including the pages to be referenced, the relative order in which they are referenced, and the inter-reference times.

I begin with a description of the algorithm below. In Section 4.2.3, I discuss the theory motivating my design.
4.2.1 Design principles

The goal of my design is to minimize average memory reference time across all processes in the cluster. This goal requires that "optimal" prefetching and caching decisions be made both for individual processes and for the cluster as a whole. The algorithm I use in PGMS has two basic objectives:

- To reduce disk I/Os, maintain in the cluster's global memory the set of pages that will be referenced nearest in the future.

- To reduce stalls, bring each page in the cluster to the node that will reference it in advance of the access.

4.2.2 Detailed description

In this discussion, I use the term local page for a page that is resident on a node using that page, and the term global page for a page that is cached by one node on behalf of another. A reference to a global page thus requires a network transfer.

To meet its objectives PGMS must make decisions about both prefetching and cache replacement. Furthermore, the system must make (1) global decisions about which pages to keep in global memory rather than on disk, and (2) local decisions about which data to keep resident in a node's local memory rather than in global memory. The PGMS algorithm thus implements four interrelated policies:

- local cache replacement (transfer of pages from a node's local memory to global memory),

- global cache replacement (eviction from global memory),

- local prefetching (disk-to-local and global-to-local), and

- global prefetching (disk-to-global).

For cache replacement, I modify the algorithms used by GMS [Feeley et al. 95] to incorporate prefetching. For local cache replacement, I first choose to forward to global memory a global page
on the local node (i.e., a page held on behalf of another node); if there is no global page, I choose the local page whose next reference is furthest in the future. For global cache replacement in PGMS, I evict the page in the cluster whose next reference is furthest in the future.

For prefetching decisions I apply a hybrid algorithm, whose goal is to be conservative locally but aggressive with resources on idle nodes. For local prefetching, I adapt the Forestall algorithm of Kimbrel, et al. [Kimbrel et al. 96b, Tomkins et al. 97]. Forestall analyzes the future reference stream to determine whether the process is I/O constrained; if so, Forestall attempts to prefetch just early enough to avoid stalling. In my adaptation, I apply the Forestall algorithm to the node's local reference stream and take into account the different access times for network-resident (global) and disk-resident data. This analysis leads to a prefetch predicate; when the prefetch predicate is true, Forestall recommends that a page be prefetched either from global memory or from local disk. Whether the page is actually prefetched depends on whether a resident page can be found whose next reference is further in the future.

For prefetching into global memory (disk-to-global) PGMS uses the Aggressive algorithm of Cao et al. [Cao et al. 95]. If a page on disk will be referenced earlier than a page in cluster memory, then the disk page is prefetched. To make room, the global eviction policy chooses for replacement the page (in the cluster) whose next reference is furthest in the future.

**Computing the local prefetch predicate**

The local prefetch predicate indicates when prefetching is needed to avoid additional stalls. In the predicate computation, I assume that all prefetches into a node and all memory references at a node are serialized.

Consider the hinted future reference stream on a node \( P \) at a given time \( T \), and let \( b[i] \) be the \( i \)-th missing page in the hinted reference stream that will be accessed after time \( T \). (Missing pages at time \( T \) are those pages that are not in \( P \)'s local memory or in the process of being prefetched into \( P \)'s local memory at time \( T \).) Let \( t_{b[i]} \) be the time between \( T \) and the next access to \( b[i] \), assuming no stalls occur between \( T \) and this access. Let \( F_i \) be the time that will be required to fetch \( b[i] \) into local memory: \( F_i \) equals \( F_G \) (the time to perform a network fetch) if \( b[i] \) is currently in global memory and equals \( F_D \) (the time to fetch from disk) otherwise. Under these assumptions, the system can
readily calculate whether or not it needs to begin prefetching immediately in order to avoid stalling: 
prefetching is not yet required if for each $j$, the time to fetch the first $j$ missing pages ($\sum_{1 \leq i \leq j} F_i$) 
is less than the time until the access to the $j$-th missing page ($t_{b[j]}$). Therefore, I define the local 
prefetch predicate to be true if there is some $j$ for which $\sum_{1 \leq i \leq j} F_i \geq t_{b[j]}$. Whenever this prefetch 
predicate is true for some $j$, node $P$ attempts to prefetch its first missing page.

4.2.3 Theoretical underpinnings

I begin with a discussion of cache replacement in a three-level memory hierarchy. Then I summarize 
theoretical results on prefetching as it pertains to PGMS. Finally, I touch upon the problem of buffer 
allocation among competing processes.

Cache replacement

The PGMS algorithm attempts to minimize the total cost of all memory references within the cluster. 
The cost of a memory reference depends on whether, at the time of reference, the data is in local 
memory, in global memory (on another node), or on disk. Typically, a local hit is more than three 
orders of magnitude faster than a global memory or disk access, while a global memory hit over a 
Gb/sec network is on the order of 50 times faster than a disk access.

It is well known that in a two-level memory hierarchy such as local memory and disk, the 
optimal replacement strategy is to replace the page whose next reference is furthest in the future 
[Belady 66]. The analogous replacement strategy for a three-level memory hierarchy (local memory, 
global memory, disk) such as PGMS is the Global Longest Forward Distance (GLFD) algorithm, 
defined formally as follows.

On a reference by node $A$ to page $g$ in global memory on node $G$, bring $g$ into $A$’s memory, 
where it becomes a local page. In exchange, select a page on $A$ for eviction: if $A$ has a global 
page, send that page to $G$, where it remains a global page; otherwise if $A$ has no global page, 
select the local page whose next reference is furthest in the future on $A$, and send that page to 
$G$, where it becomes a global page. On a reference by node $A$ to page $d$ on disk, read $d$ into 
$A$’s memory. In exchange, select (1) a page $a$ on $A$ for eviction to global memory, and (2) a 
page $g$ in the cluster for eviction to disk. Select the page $a$ on $A$ for eviction using the same
method described above for a global memory reference. For the cluster-wide eviction, select page $g$ (say on node $G$) whose next reference is furthest in the future, cluster-wide. Write $g$ to disk, and send $a$ to node $G$, where it becomes a global page.

The effect of this algorithm is to (1) maintain in the cluster as a whole the set of pages that will be accessed soonest and (2) maintain on each node the set of pages that will be accessed soonest by processes running on that node. While this algorithm is not always optimal, it is near optimal as shown by the following theorem:

**Theorem**

Consider a global memory system with local memory access cost $F_L$, global memory access cost $F_G$, and disk access cost $F_D$, where $F_L < F_G < F_D$. Let OPT be the offline page replacement algorithm minimizing total memory access cost. I denote by $C_{OPT}(R)$ the total memory access cost incurred by OPT on reference stream $R$, i.e.

$$C_{OPT}(R) = |R|F_L + O_G(R)F_G + O_D(R)F_D,$$

where $O_G(R)$ (resp. $O_D(R)$) denotes the number of global memory references (resp. disk references) made by OPT on $R$. Similarly, denote by $C_{GLFD}(R)$ the total memory access cost incurred by GLFD on input $R$. Then for any $R$,

$$C_{GLFD}(R) \leq C_{OPT}(R) \left(1 + 3(F_G/F_D)\right).$$

The theorem implies that the GLFD algorithm is near optimal whenever the ratio of network access time to disk access time is small. For example, in a fast network such as the Myrinet where $(F_G/F_D) \leq 0.02$, the total I/O overhead incurred by the GLFD paging algorithm is within 6% of optimal. Therefore, in PGMS I use GLFD as the cache replacement algorithm.

**Prefetching strategy**

Effective prefetching into local memory eliminates stall time while minimizing computational overhead. Previous studies of prefetching [Cao et al. 95, Cao et al. 96] have shown that for a fully-hinted
process with a single disk, the Aggressive prefetching algorithm achieves near-optimal reduction in stall time. Unfortunately, Aggressive's early prefetching may result in suboptimal replacements, which can increase the total number of I/Os performed. Although these I/Os are overlapped with computation, a significant overhead (the computational overhead of issuing fetches) can result. The Forestall algorithm has been shown in practice to match the reduction in I/O stall achieved by the Aggressive algorithm, while avoiding the computational overhead of performing unnecessary fetches [Kimbrel et al. 96b, Tomkins et al. 97]. Forestall is therefore the method of choice for local prefetching.

In contrast to local prefetching, disk stall time is much more important than computational overhead for disk-to-global prefetching, where the prefetching is performed by otherwise idle nodes. By analogy with the problem of prefetching from a single disk into a single memory [Cao et al. 95], the problem of prefetching from multiple disks into global memory, under the assumption that disk-resident data is available uniformly on all disks, can be shown to achieve near-optimal reduction in disk stall time\(^1\). Further, where the pages to be evicted will not be referenced until significantly later, if ever, aggressive prefetching's drawback of less accurate cache replacement decisions is relatively unimportant. Little harm results from displacing these pages aggressively in order to gain the benefits of prefetching\(^2\).

There are two other important reasons to prefetch aggressively into global memory. First, pressure on local memory is significantly reduced through aggressive global prefetching. Indeed, the times at which the local prefetch predicate for a process is true depends directly on how many of the process' missing pages are in global memory (as opposed to disk); the greater the fraction of missing pages that are in global memory, the later the times at which the predicate will first be true. Delaying the times at which the local prefetch predicate is true allows better replacements to be made on a busy node running the hinted process, reducing unnecessary fetches and associated overhead on that node. Second, hinted processes cannot rely on access to the full CPU and disk bandwidth

---

\(^1\)This is in sharp contrast to the case where different pages reside on different disks, in which case aggressive prefetching can be far from optimal.

\(^2\)It should also be noted that in contrast to the results of [Tomkins et al. 97], a page cannot be prefetched into global memory and then evicted before it is referenced: a page chosen for prefetch into global memory is always the then soonest non-resident page to be referenced by any process in the cluster, so the next global fault will not occur until after that page is referenced.
of idle nodes, because of competition with other prefetching processes for these resources. Aggressive prefetching gives these processes some leeway for dealing with this uncertainty whereas more conservative global-memory prefetching could result in unnecessary stall.

Allocating buffers among competing processes

My assumption of complete advance knowledge of the combined reference streams of the applications in the cluster allows us to view each node as executing a single process. This simplifies the algorithm and conceptual framework. In practice, any prefetching system must allocate buffers among multiple independent processes with differing hint capabilities.

Policies for allocating buffers among competing processes on a single node have been extensively studied [Patterson et al. 95, Tomkins et al. 97, Cao et al. 96]. These studies show that proper buffer allocation among competing processes on a single node must consider working set sizes, hinted reference patterns, cache behavior of unhinted processes, variability of inter-reference CPU times between different processes, the prefetching and cache replacement policies used and processor scheduling. For example, the benefit of the prefetch recommendations made by hinted processes can be compared to the cost of LRU cache replacement decisions for unhinted processes [Patterson et al. 95, Tomkins et al. 97]. An interesting direction for future research is to analyze these algorithms in the context of a prefetching global memory system.

Processes on different nodes will also compete for global memory and prefetching resources. The prefetching system must similarly allocate resources among competing nodes. As noted above, the aggressive prefetching policy in PGMS reduces the impact of this competition on individual prefetching processes, both by reducing the likelihood of disk faults and by reducing the uncertainty resulting from independent competing prefetching requests.

4.2.4 Summary

This section has described an algorithm for prefetching and caching in global memory systems. PGMS prefetches into local memory conservatively (delaying as long as possible) and into global memory aggressively. The objective of this two-pronged scheme is to maintain valuable blocks in local memory, while sacrificing global blocks to speedup prefetching. I make this tradeoff because
it has been shown that in a global memory system performance is relatively insensitive to which of the oldest global pages are replaced [Voelker et al. 97]. Therefore, I replace the least valuable global pages in order to reduce stall time through prefetching, without risking local performance. 

The ability to make this tradeoff is the key advantage of combining prefetching and global memory.

4.3 Implementation

The previous section presented an idealized algorithm for prefetching in global memory systems. I now describe the prototype PGMS implementation that approximates the ideal algorithm for co-operative prefetching and caching. In brief, I implemented PGMS by starting with the Digital-UNIX-based GMS global memory system [Feeley et al. 95], adding prefetching support, and then implementing an approximation to the prefetching algorithm presented above. I begin by giving an overview of GMS for background.

4.3.1 Overview of GMS

GMS is a global memory system for a clustered network of workstations. The goal of GMS is to use global memory to increase the average performance of all cluster applications. Programs benefit from global memory in two ways. First, on a page replacement, the evicted page is sent to global memory rather than disk; a reload of that page may therefore occur much faster. Second, programs benefit from access to shared pages, which may be transferred over the network rather than from disk.

GMS is implemented as a low-level operating system layer, underneath both the file system and the virtual memory system. All getpage requests issued by both the VM and file systems to fetch pages from long-term storage, and all putpage requests issued to send pages to long-term storage, are intercepted by GMS. Each page in the GMS system has a network-wide unique ID, determined by its location on disk (i.e., the UID consists of the IP address, device number, inode number, and block offset). GMS maintains a distributed directory that when given the UID for a page, can locate that page in global memory, if it exists. The key structures of that database are: (1) a per-node page-frame-directory (PFD) that describes every page resident on the node, (2) a replicated page-ownership-directory (POD) that maps a page UID to a manager node responsible
for maintaining location information about that page, and (3) the global-cache-directory (GCD), a distributed cluster-wide data structure that maps a UID into the IP address of a node caching a particular page. On a getpage request, GMS finds the manager node for that page and sends a request to that node; the manager checks whether that page is cached in the network, and sends a message to the caching node if so, requesting that it transfer the page to the original requester.

4.3.2 Mechanisms for implementing prefetching

PGMS extends the GMS implementation in three key ways. First, PGMS adds operations for prefetching blocks into any node's memory from disk or global memory. Second, PGMS modifies GMS mechanisms for distributing and maintaining global page information. Third, the PGMS policy module follows a hinted application through its predicted reference stream and uses epoch-based prefetch information for scheduling prefetching operations. The remainder of this section describes these three key aspects of my implementation.

At the lowest level, prefetching in PGMS is handled by two operations. The prefetch_to_local operation prefetches a page into local memory – if that page is in global memory, the page is fetched over the network, otherwise it is read from local disk. The prefetch_to_global operation prefetches into global memory from the disk on the global node. In the current prototype, prefetched files are replicated on the disks of multiple cluster nodes, thus allowing each of these nodes to prefetch from the same file independently. (Alternatively, the files could be striped across the disks.)

PGMS stores file replication information in a distributed directory called the file-alias-directory (FAD). For each replicated file, the FAD contains an entry that lists the IP address and local file name for each node storing a replica. The FAD entry for a file is stored on the manager node for the file's blocks (the FAD entry for shared files is replicated on every manager node). The FAD serves two key purposes: (1) PGMS uses the FAD to pick the nodes used to prefetch a file, and (2) the FAD extends the GMS UID to permit on-disk replication. While pages in GMS are named by a UID, the UID does not allow a page to be replicated on multiple disk locations, because each copy would be given a different name. In PGMS, a replicated file is assigned a primary location that determines the UID assigned to each of its pages; the FAD is then used in conjunction with the UID to support aliasing of a file to multiple storage locations.
Figure 4.2 shows the communications and data structures for the most general prefetch to global memory (a shared page). The thin arrows show the actions performed when node A issues a \textit{prefetch\_to\_global} request. The request is first directed to the page's managing node, which knows if and where the page is cached in the network. If the page is not cached, PGMS picks the prefetching node from among the idle nodes that replicate the page's backing file. When a node receives a prefetch request, it reads the page from disk and caches the page in its own memory (as illustrated by node C in Figure 4.2).

The thick arrows show the actions performed later when the page is prefetched from global memory on node C to local memory on node A. Both actions must pass through the manager, because in the interim the global page may have moved.

4.3.3 Approximating the prefetching and caching algorithm

My goal in approximating the algorithm of Section 4.2 is to provide a reasonable tradeoff between accuracy and efficiency. The key issue is guaranteeing the validity of global knowledge used by the algorithm and deciding when it must be updated.

I give only a high-level description of the algorithm approximation here due to length considerations. My approach is similar to that used in GMS. The algorithm divides time into \textit{epochs}, where each epoch has a maximum duration $T$ (in practice, $T$ is between 5 and 10 seconds). A coordinator node is responsible for collecting and distributing global information at the beginning of each
epoch; the coordinator for the next epoch is elected as the "least loaded" node at the start of the current epoch.

At the start of the epoch, each node sends to the coordinator its CPU load and a summary of its buffer values. The CPU load on a node is an estimate of the CPU utilization seen by locally running processes. The value of a buffer, or equivalently the value of a page, is an estimate of the time until the next reference to the page stored in that buffer. The time until the next reference to a page is estimated on a per-process basis as follows. Future inter-reference CPU time is estimated from inter-reference CPU times measured in the recent past scaled by the percentage of time that the process was scheduled on the processor. The estimated time until the next reference to a hinted page is then the number of hinted references preceding it multiplied by the estimated future inter-reference CPU time. For unhinted processes, the time until the next reference to a page is estimated to be the time since the previous reference.

Using the information collected and the recent rates of evictions and prefetches, the coordinator computes a weight $w_i$ for each node, representing the number of buffers on node $i$ that are candidates for replacement by global prefetch requests and putpages (evictions) from other nodes during the epoch. Nodes whose CPUs are fully utilized are assigned a $w_i$ value of 0, regardless of whether or not they have buffers of low value. The coordinator also determines the maximum buffer value, $MaxValue$, that will be replaced in the new epoch. To start the epoch, the coordinator sends the weight vectors $w_i$, and the value $MaxValue$, to all nodes in the cluster. The epoch terminates when either (1) the duration of the epoch, $T$, has elapsed, (2) $\sum w_i$ global pages have been replaced, or (3) the buffer value information is detected to be inaccurate.

During the epoch, nodes perform replacement and prefetching as follows:

- **Replacements:** When a page on a node must be replaced, the node selects its least-valuable page, $p$, for eviction. The node then forwards $p$ to node $i$, where $p$ becomes a global page in $i$'s memory, replacing $i$'s least valuable page. The target node $i$ is chosen with probability proportional to $w_i/N$ ($N = \sum w_i$). (If $p$ is a shared page and a copy exists in another node's local memory, then $p$ is simply discarded.) Roughly then, over an epoch the system will replace the $N$ least valuable pages in the network.

- **Prefetching into local memory:** For each node $j$, whenever the prefetch predicate for a
hinted process on \( j \) is true, and there are buffers on \( j \) of lower value than the ones that it wishes
to consume for prefetching, the node issues prefetch requests, replacing its least-valuable
pages.

- **Prefetching into global memory**: Processes running on each node, \( j \), issue requests in round-
robin order to other nodes \( k \) with \( w_k > 0 \) and request prefetches into global memory on their
behalf. The request includes an estimate of the value of each page to be prefetched. To avoid
global-memory thrashing, the system limits each node to \( B \) simultaneous outstanding disk
prefetch requests, where \( B \) is a system parameter (I set \( B = 8 \) in the prototype). A node with
fewer than \( B \) outstanding requests may issue a new batch of global prefetch requests.

A given node \( k \) may receive several competing disk-to-global prefetch requests from other
nodes. It initiates the prefetch request for the page \( p \) of highest value and, upon initiation of
the prefetch, sends an acknowledgement to the requesting processor, say node \( j \). This enables
node \( j \) to update its hinted reference stream to indicate that \( p \) will soon be stored in global
memory. The acknowledgement is also used to inform node \( j \) how many of the \( w_k \) low-value
buffers have not yet been replaced.

The \( w_i \) values determine the rate at which global prefetch requests and evictions to global mem-
ory arrive at node \( i \). I choose these values to meet two goals. First, I wish to minimize the overhead
on each node due to global memory requests and to balance this load across the various nodes in
the network. Load balance is important for global prefetching in order to achieve a high degree of
I/O parallelism. Second, I wish to ensure that buffers supplied for eviction to global memory and
global prefetching are of sufficiently low value, so that the system does not replace useful data. This
is particularly important for limiting any negative impact from aggressive or speculative prefetching
into global memory.

4.4 **Performance Measurements and Analysis**

This section presents the measured performance of the PGMS system. I begin with low-level mea-
surements of the implementation, and then present the performance of the prefetching mechanisms
for several workloads. I then examine the performance characteristics of various aspects of PGMS in detail, using a rendering application as an example.

4.4.1 Experimental testbed

All measurements are from 266 MHz DEC AlphaStation 500 (Alcor) systems running Digital Unix 4.0, connected by a 1.28 Gb/s Myrinet network [Boden et al. 95]. All nodes in each experiment use M2F-PCI32 (LANai-4) Myrinet adapters attached to a full-crossbar SW8 Myrinet switch. The disks from which all experiments are performed are 7200 RPM ST32171W Seagate Barricuda drives. Pages and file blocks are 8KB, and reading a random 8KB page from disk takes an average of 13ms.

For optimum network performance I used Trapeze [Yocum et al. 97, Anderson et al. 98] firmware for the Myrinet adapters. Trapeze uses an adaptive message pipelining technique called cut-through delivery [Yocum et al. 97] to minimize transfer latencies on the network in a manner similar to GMS subpages [Jamrozik et al. 96]. Using Trapeze, GMS can perform an 8KB page fault from remote memory in 165\(\mu\)s on platforms capable of delivering the full bandwidth of the 33 MHz 32-bit PCI bus. The Alcor is limited to 66 MB/s in the receiving direction, which increases raw page transfer times to 187\(\mu\)s. Including the PGMS overhead of generating a request and processing the reply, a global-to-local prefetch takes 370\(\mu\)s.

4.4.2 Microbenchmarks

Tables 4.1 and 4.2 detail the costs of the PGMS prefetching operations for the common case where the requester and manager are the same node. For a \texttt{prefetch.to.local} that returns a page from global memory, the times are divided into four components: issuing the prefetch request to the manager and target nodes (\texttt{Request}), processing the message and sending the prefetched page to the requester (\texttt{Prefetch}), receiving the page (\texttt{Receive}), and \texttt{Access}, the time to install the page in the local page map (as is normal for any read). In my PGMS experiments, all \texttt{putpage} and \texttt{getpage} operations (including \texttt{prefetch.to.local}) copy the page once on the client; these copies can be eliminated with an optimization [Anderson et al. 98]. The \texttt{prefetch.to.global} operation has two components: the time to generate the prefetch request (\texttt{Request}), and the time to initiate the disk request into remote
Table 4.1: Micro measurement of `prefetch_to_local()` operation (median times from 50 iterations). Note that, due to pipelining effects, the requester and prefetcher overlap part of their overheads.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Node</th>
<th>Time (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU</td>
<td>Net</td>
</tr>
<tr>
<td>Request</td>
<td>Requester</td>
<td>67.9</td>
</tr>
<tr>
<td></td>
<td>Manager</td>
<td>53.9</td>
</tr>
<tr>
<td>Prefetch</td>
<td>Prefetch</td>
<td>46.3</td>
</tr>
<tr>
<td>Receive</td>
<td>Requester</td>
<td>22.3</td>
</tr>
<tr>
<td>Access</td>
<td>Requester</td>
<td>153</td>
</tr>
</tbody>
</table>

Table 4.2: Micro measurement of the `prefetch_to_global()` operation (median times from 50 iterations). Note that the prefetch request sent to the prefetcher is an asynchronous operation.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Node</th>
<th>Time (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU</td>
<td>Net</td>
</tr>
<tr>
<td>Request</td>
<td>Requester</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>Manager</td>
<td>40</td>
</tr>
<tr>
<td>Prefetch</td>
<td>Prefetch</td>
<td>146</td>
</tr>
</tbody>
</table>

host memory and process it when it completes (`Prefetch`). Where appropriate, the values are broken into the CPU overhead for each node (`CPU`), the overhead and latency of communication (`Net`), and the total overhead and latency (`Total`).

4.4.3 Application-level performance of PGMS

To characterize the application-level performance of PGMS under a wide range of workloads, I hinted a number of synthetic benchmarks and real applications and evaluated their performance on the PGMS prototype:

**OO7** is an object-oriented database benchmark that builds and traverses a parts-assembly database [Carey et al. 93]. The experiments traverse an existing 100MB database mapped into mem-
ory, accessing approximately 65MB of data.

**Render** is a display engine that renders a computer-generated scene from a pre-computed 178MB database of tracing data [Chamberlain et al. 95]. The experiments perform a sequence of operations to move the viewpoint progressively closer to the scene without changing the viewpoint angle, accessing approximately 100MB of data.

**Hotcold** accesses 512 random pages from a 20MB "hot" mapped file region, then 256 random pages from a 80MB "cold" region, and repeats for 20 phases. Every group of four pages read are accessed sequentially.

**Random** randomly accesses all of the pages of a 100MB file.

**Reverse** sequentially reads a 100MB file in reverse.

The synthetic benchmarks first issue hints to inform the kernel of the pages or blocks they will access. In the experiments presented here, each benchmark computes for 250μs between each page or block access. To explore the effects of data reuse in the synthetic file benchmarks, I also measured "cyclic" variants that access their data sets three times before terminating.

Figure 4.3 shows the speedup of the synthetic benchmarks and applications on clusters ranging from 1 to 5 nodes. The top graph shows the speedup of the applications and synthetic benchmarks;
the bottom graph shows the speedup of the benchmarks run cyclically. The speedups are relative to performance on a single node with no global memory and no prefetching other than the Digital Unix readahead mechanism for files accessed sequentially. All programs run on a single node with 64MB of memory, about 32MB of which is available for prefetching and caching. The other nodes in the cluster are idle and act as memory and disk servers, each again with about 32MB of available global memory and a single disk. For comparison, I also show performance under GMS (dashed curves).

For these applications, PGMS achieves speedups of 4 to 7 on 5 nodes. Using the Render application as an example, the Y intercept on the Render curve (Number of Nodes = 1) is the speedup for a single isolated node that is prefetching from its local disk only. In this case, local-disk prefetching achieves a speedup of 1.6 over the non-prefetching version of the application. The 2-, 3-, 4-, and 5-node measurements show what happens as I add 1, 2, 3, and 4 idle nodes to the network, respectively. The curve demonstrates that PGMS is able to achieve nearly linear speedup when up to 4 idle nodes are used to service a memory-intensive application. With 4 idle nodes, PGMS achieves a speedup of 4.9 over a non-prefetching version of Render and 3.1 over a single node with local-disk prefetching. Although I was not able to perform the bulk of the experiments on a cluster larger than 5 nodes, I did investigate Render on larger clusters and found that its performance levels off at a speedup of 5.6 on 7 nodes.

Comparing the GMS and PGMS lines, GMS achieves moderate speedups when the benchmarks access their data cyclically, yielding hits in global memory as pages are reused. However, parallel prefetching allows PGMS to achieve significant speedup for both non-cyclic and cyclic data access.

A common workload absent from these graphs is a sequential benchmark. Digital Unix and the Alpha I/O hardware is heavily optimized for sequential access, doing clustered readahead prefetches that provide user-level bandwidths of up to 8.3MB/s on my hardware. The PGMS prototype currently does not take advantage of these optimizations, and as a result performs no better than Digital Unix when doing sequential accesses.

The following sections focus on the behavior of a single application, Render, to examine the performance characteristics of various aspects of PGMS in detail. I chose Render because of its data size and relatively complex data access pattern. Render is a difficult application for global memory systems because of its large number of cold misses and its poor data locality, which reduces the
value of both local and global data caching.

4.4.4 Performance breakdown of prefetch types

Figure 4.4 shows the performance of the hinted Render application with various prefetching options. The top curve shows the speedup of Render under PGMS relative to its performance on a single node with neither prefetching nor global memory, as described in the previous section.

The bottom curve of Figure 4.4 shows the performance of Render under raw GMS, i.e., global memory is used only to hold pages evicted from the active node's memory, without PGMS prefetching. No prefetching of any type is performed. With 4 idle nodes, full PGMS outperforms GMS by a factor of 2.8 for this application.

The middle curves show the effect of selectively enabling both types of PGMS prefetching in order to quantify the performance contribution of each type. The second curve from the bottom shows that adding local-disk prefetching to the basic GMS system improves performance by approximately 57% on a single node. As idle nodes are added to cache evicted pages, the speedup increases linearly. This second curve uses no global-to-local prefetching: page fetches from global memory are demand faulted, as in the original GMS. The third curve from the bottom, which nearly overlaps the second, shows that enabling global-to-local prefetching provides only slight benefit. This is for two reasons. First, global memory holds only evicted pages, and the GMS curve (bottom curve) shows that the benefit of caching evicted pages for Render is modest. Second, global memory
faults using Trapeze/Myrinet are very fast relative to a disk access, reducing the I/O stall time to be saved by prefetching from global memory to local memory.

Finally, the top two curves show the large gains from adding disk-to-global prefetching in PGMS. The second curve from the top uses disk-to-global prefetching, but without global-to-local prefetching. This configuration suffers the cost of demand faults from global memory; however, global memory is used more effectively as a buffer for parallel prefetching of disk data ahead of its access. Thus, the benefit relative to the previous curve (with global-to-local prefetching but without disk-to-global prefetching) comes from replacing disk stalls with global memory stalls. The top curve shows the final performance improvement from eliminating most of these global stalls with global-to-local prefetching. Again, the incremental gains from global-to-local prefetching are much smaller than the gains from using global memory on a fast network to begin with.

4.4.5 Detailed breakdown of prefetch types

Figure 4.5 shows a detailed breakdown of the total number of fetches performed in the 1- through 5-node cases for each of the configurations shown in Figure 4.4, in order from fastest (on the left) to slowest (on the right). For each prefetch type I show counts of both the prefetch requests that arrived in time to avoid a stall (prefetches) and those that did not (stalls).

Note that the height of each bar shows the number of fetches, and not performance. In particular, the different bar components have different performance costs, and some blocks are fetched twice in
the faster PGMS configurations: once from disk into global memory, and once from global memory to local memory. The three rightmost sets of bars show the slower configurations with no disk-to-global prefetching, counting only fetches into the active node's memory. Since the size of the active node's memory is the same across all experiments, the total number of fetches remains constant. The two leftmost sets of bars show additional fetches resulting from PGMS disk-to-global prefetching.

The rightmost set of bars shows Render's performance on raw GMS. Render's working set is sufficiently large and its locality sufficiently poor that the addition of the first idle node does not yield any hits in the global cache; i.e., none of the pages evicted from local memory and cached in global memory are accessed again before being evicted from global memory. With the addition of the second idle node, the size of the global cache grows enough to eliminate some disk stalls.

The next two sets of bars from the right show the effects of adding disk-to-local and global-to-local prefetching to GMS, respectively. The second set of bars from the right show that the addition of local disk prefetching to GMS eliminates many of the local disk stalls not already eliminated by the global cache. This is in part because of the large number of cold misses in the Render experiment. The middle set of bars show that the addition of global-to-local prefetching eliminates all of the remaining stalls on global memory fetches, improving performance further.

The leftmost two sets of bars show the effect of adding disk-to-global prefetching, in order to benefit from the combined effects of global memory and I/O parallelism from the use of disks on the added nodes. As nodes are added, disk-to-local prefetches and stalls are reduced to their lowest levels, replaced by disk-to-global and global-to-local fetches. In the leftmost set, for full PGMS, the global-to-local fetches are prefetched, eliminating all but a few I/O stalls occurring at the start of the experiment. With 4 nodes, global memory is large enough to store Render's entire data set, and the number of disk-to-global prefetches drops significantly, leading to a reduction in the total number of fetches performed.

4.4.6 Elapsed time breakdown

Figure 4.6 shows a breakdown of the execution time for Render on the active node under full PGMS as a function of the number of nodes cooperating. The user CPU time component is constant since the program executes the same computation in all configurations; my prefetching techniques only
reduce I/O stall time. In the first bar, despite prefetching from the local disk, stall time is substantial on a single node. Adding additional nodes reduces stall time enormously, in exchange for a small increase in system time that includes the time spent in the PGMS prefetching code and the network driver.

Figure 4.7 gives more insight into Render's behavior by showing the causes of the PGMS prefetch requests. For a single node, disk fetches occur for two reasons: the cold misses are the unavoidable disk reads for the first access to each block in the dataset, while capacity misses are caused by insufficient memory to cache the entire dataset. Capacity misses are unchanged when a second node is added, since (as previously noted) the second node provides insufficient global memory to deliver global cache hits given Render's working set size and locality. However, with the
second node these capacity misses now result in disk-to-global rather than disk-to-local prefetches, followed by global-to-local prefetches as shown in the top portion of the second bar. As additional nodes are added there is sufficient global memory to reduce capacity misses, and the count of global-to-local prefetches rises due to effective GMS caching of evicted pages in the idle cluster memory.

4.4.7 The impact of global memory size

A key question in global memory systems is the tradeoff between adding more global memory to an existing node vs. adding more nodes. To explore this tradeoff, I ran an additional set of experiments, shown in Figure 4.8. The lower curve shows the PGMS data previously presented; in these measurements, each idle node added an additional 32MB of global memory to the cluster. In the new experiment shown by the upper curve in Figure 4.8, I kept global memory size constant, independent of the number of idle nodes (i.e., total global memory size was always 128MB, divided evenly among the idle nodes). Comparison of points a and c shows that increasing memory on the single idle node (by 96MB) had a substantial performance impact, improving speedup by 48%. With 2 idle nodes (points b and d), increasing global memory size from 64MB to 96MB improved speedup by 28%. These improvements are not surprising, given what we’ve seen of Render’s locality. Comparing points a and b can isolate the impact of an additional CPU and disk, independent of global memory size. In this case, performance increases by 23% due to the additional parallelism and bandwidth added by that CPU and disk resource. Thus, speedup in PGMS is caused both by
Figure 4.9: Elapsed times for two Render processes executing simultaneously.

the addition of global memory and by the additional parallelism provided by idle nodes. The exact benefit of either will of course depend on the nature of the applications.

4.4.8 Interaction of competing processes

It is interesting to examine the effect of prefetching when a prefetching process competes for resources. The left side of Figure 4.9 shows the effect of running two competing processes simultaneously on the same node. In one case I run two unhinted Renders; in the other case I run one hinted and one unhinted Render. There is one idle node in the system, and thus the two processes in each case are competing for both local and global resources. The line on the bars shows the performance for each application when running standalone in the same configuration. (While I showed two instances of the same program in Figure 4.9, experiments using different programs show similar results.)

Running the two unhinted applications together takes longer than running them sequentially, i.e., they suffer from the competition for memory and disk, causing each to run slower than 2 times its single-node time. Running the unhinted application along with a hinted application reduces its execution time substantially (compared to the previous example); in this case the hinted process is essentially unaffected by the unhinted process and completes quickly, leaving all of local and global memory for the unhinted process to use. The result is nearly optimal, as in shortest-job-first scheduling.
The right side of Figure 4.9 shows two similar experiments, however in this case each application runs on a different active node; they again share a single idle node, and thus they compete for global memory only. For the two unhinted applications running simultaneously, the elapsed time of each of the processes is within 1% of the elapsed time of an unhinted process running by itself in a system with one idle node with half the global memory, i.e., the sharing of the idle node is nearly perfect. For the hinted/unhinted experiment the results are similar to the single-node case; the hinted application finishes quickly, leaving the global resources to the unhinted application, which finishes relatively quickly afterwards.

4.4.9 Summary

In this section I presented measurements of Render in various system configurations. From these measurements, I showed the following results:

1. Global prefetching and caching can provide significant speedup over local-disk prefetching alone.

2. Disk-to-global prefetches can substantially improve performance by adding additional disk parallelism, and by turning disk misses into global memory fetches, which have much lower latency.

3. Compared to prefetches from disk, global-to-local prefetches are less significant because global fetch time is small (and shrinking with newer network technologies).

4. For some applications, increasing global memory size may have more impact than adding processors.

5. Running hinted and unhinted applications together does no harm to the unhinted application (when compared to running with another unhinted program). Hinted applications make more effective use of resources.

6. Applications experience both cold misses and capacity misses, depending on the memory requirements of the application and the configuration of the system. Caching in global memory
reduces the cost of capacity misses; prefetching reduces the cost of both cold and capacity misses. The Render application that I used has a large number of cold misses, and thus is aided more by prefetching than global memory caching.

Taken together, these results show the advantages of combining prefetching and global memory in a cluster.

4.5 Conclusions

This chapter presented PGMS, a system using cooperative prefetching and caching in a network-wide global memory system. Cooperative prefetching permits multiple network nodes with idle CPU cycles and memory pages to cooperate in prefetching on behalf of active nodes. This prefetching to global memory can reduce stall time without the risks of aggressive prefetching on the active nodes.

I have developed a hybrid algorithm for PGMS that combines aggressive prefetching into global memory with more conservative prefetching into local memory. I have designed and implemented an approximation to that algorithm on the Digital UNIX operating system running on a small cluster of Myrinet-connected DEC Alpha workstations. My results show that significant speedups can be achieved using cooperative prefetching for memory-bound applications. In addition, I quantify the impact of various types of prefetching: disk-to-local, disk-to-global, and global-to-local.

As network technology advances, the ratio between disk and network transfer times will continue to increase, and therefore using network resources to reduce the I/O bottleneck will be even more crucial in future generations. The PGMS experiments show how the integration of prefetching and global memory technologies permits multiple idle network resources to be used in parallel to benefit memory-bound jobs on active nodes in the cluster.
Chapter 5

Cooperative Caching in Wide-Area Networks

This chapter explores the fundamental question of scaling cooperative caching to wide-area distributed systems. In particular, it examines the potential of using cooperative caching among World Wide Web proxies deployed in the Internet. Internet proxy caching has become a commonplace approach for improving the performance of Web browsers. Typically, the proxy sits in front of an entire company or organization. By caching requests for a group of users, a proxy can quickly return documents previously accessed by other clients. Ultimately, though, the effectiveness of the proxy is a function of the size of the population it serves—a size often dictated by political, organizational, or geographic considerations. An obvious question, then, is whether multiple proxies should cooperate with each other in order to increase total client population, improve hit ratios, and reduce document-access latency.

Several cooperative caching techniques have been proposed for use in the Web. These proposals include hierarchical schemes like Harvest and Squid [Chankhunthod et al. 96, Squid et], hash-based schemes [Karger et al. 99, Valloppillil et al. 98], directory-based schemes [Fan et al. 98, Menaud et al. 98, Tewari et al. 99] and multicast-based schemes [Michel et al. 98, Touch 98]. Although each of these research efforts includes a performance evaluation of the protocols proposed and a discussion of algorithm scalability, only [Krishnan et al. 98] presents empirical evaluations of cooperation (and only for small populations), and none present empirical or analytical evaluations of the effectiveness of their schemes for the large client populations found in a wide-area setting.

As a result, several questions remain unanswered regarding the potential performance benefits of cooperative caching in large-scale Web environments. For what range of client populations can cooperative Web caching perform effectively in terms of hit rate, latency reduction, and bandwidth utilization? Previous studies have just looked at performance from the basis of a fixed number of requests. What is the effect on the performance of cooperative caching if the systems were running
for a month, a year, five years? In other words, how will cooperative caching schemes perform in steady-state operation over long-term time scales? Furthermore, many characteristics of the Web change constantly, such as client request rate, the rate of change of documents, and the size of the Web (in terms of clients, servers, and documents). How do the results of cooperative caching apply in the face of future trends of Web characteristics? Lastly, various cooperative caching architectures have been proposed, but not compared at large-scales. What arrangement of cooperating caches provides the best performance, and/or the most efficient use of storage resources?

In this chapter, I develop an analytic model of Web access behavior to explore these questions. The model determines the steady-state performance of Web caches as a function of the size of client populations and other workload parameters, such as document rate of change. With this model, I evaluate the effectiveness of cooperative Web proxy caching at population sizes that range from a single organization to 100s of millions of clients, explore the tradeoffs among various cooperative caching schemes, and speculate on the performance implications of future trends in Web workloads.

Overall, I demonstrate that the utility of cooperative Web proxy caching fundamentally depends upon the scale at which it is applied. It is most effective among groups of small organizations, incrementally beneficial among large organizations within a medium-sized metropolitan area, and only marginally useful for larger client populations.

5.1 Introduction

Cooperative caching has been shown to improve the performance of file and virtual memory systems in a high-speed, local-area network environment. Unfortunately, the algorithms, mechanisms, and policies used in cooperative caching systems for workstation clusters do not scale beyond hundreds of nodes due to assumptions inherent in local-area network performance. For example, GMS uses periodic broadcasts to synchronize the global state of all nodes in the cluster [Feeley et al. 95], an operation not practical in wide-area systems. As a result, it is not known to what degree cooperative caching techniques might apply to large-scale distributed systems comprising millions of nodes deployed across wide-area networks. This chapter explores the fundamental question of scaling cooperative caching to wide-area distributed systems. In particular, it examines the potential of using cooperative caching among World Wide Web proxies deployed in the Internet.
Internet proxy caching has become a commonplace approach for improving the performance of Web browsers. Typically, the proxy sits in front of an entire company or organization. By caching requests for a group of users, a proxy can quickly return documents previously accessed by other clients. Ultimately, though, the effectiveness of the proxy is a function of the size of the population it serves—a size often dictated by political, organizational, or geographic considerations. An obvious question, then, is whether multiple proxies should cooperate with each other in order to increase total client population, improve hit ratios, and reduce document-access latency.

Whether cooperative proxy caching is useful for improving performance depends on a number of issues. These include the client access patterns of Web documents and the cacheability properties of those documents, the performance of proxy caches in light of client access patterns and document characteristics, and the specific organization of proxy caches used to mitigate the long latencies and limited bandwidth of wide-area networks.

Web tracing and caching are highly active research areas. Recent studies of Web traffic include analyses of Web access traces from the perspective of browsers [Cunha et al. 95, Mah 97], proxies [Almeida et al. 96b, Breslau et al. 99, Caceres et al. 98, Cao 98, Crovella et al. 96, Douglis et al. 97, Duska et al. 97, Feldmann et al. 99, Gribble et al. 97, Kroeger et al. 97, Rabinovich et al. 98], and servers [Almeida et al. 96a, Arlitt et al. 96, Mogul 95]. Earlier tracing studies were limited in request rate, number of requests, and diversity of population; more recent tracing studies have been larger in scale and more diverse in characteristics. In addition to static analysis, some studies have also used trace-driven cache simulation to characterize the locality and sharing properties of large traces [Almeida et al. 96b, Caceres et al. 98, Duska et al. 97, Feldmann et al. 99, Gribble et al. 97, Kroeger et al. 97], and to study the effects of cookies, aborted connections, and persistent connections on the performance of proxy caching [Caceres et al. 98, Feldmann et al. 99].

Researchers have studied the temporal locality of Web proxy traces and examined how hit-ratio depends, asymptotically, on cache size and the number of requests. Several interesting findings have been identified. First, it has been repeatedly found that, for most traces, the relative frequency with which Web pages are requested follows a Zipf-like distribution, where the number of requests to the \(i^{th}\) most popular document is proportional to \(1/i^\alpha\) for some constant \(\alpha\) [Almeida et al. 96b, Breslau et al. 99, Cao et al. 97, Cunha et al. 95, Glassman 94, Kroeger et al. 96]. Second, for infinite-sized caches, it has been shown empirically and analytically that the hit ratio for a Web proxy grows
logarithmically with the client population of the proxy and the number of requests seen by the proxy [Breslau et al. 99, Cao et al. 97, Duska et al. 97, Gribble et al. 97, Kroeger et al. 96].

Finally, several cooperative caching techniques have been proposed for use in the Web. These proposals include hierarchical schemes like Harvest and Squid [Chankhunthod et al. 96, Squid et], hash-based schemes [Karger et al. 99, Valloppillil et al. 98], directory-based schemes [Fan et al. 98, Menaud et al. 98, Tewari et al. 99] and multicast-based schemes [Michel et al. 98, Touch 98]. Although each of these research efforts includes a performance evaluation of the protocols proposed and a discussion of algorithm scalability, only [Krishnan et al. 98] presents empirical evaluations of cooperation (and only for small populations), and none present empirical or analytical evaluations of the effectiveness of their schemes for the large client populations found in a wide-area setting.

As a result, several questions remain unanswered regarding the potential performance benefits of cooperative caching in large-scale Web environments. For what range of client populations can cooperative Web caching perform effectively in terms of hit rate, latency reduction, and bandwidth utilization? Previous studies have just looked at performance from the basis of a fixed number of requests. What is the effect on the performance of cooperative caching if the systems were running for a month, a year, five years? In other words, how will cooperative caching schemes perform in steady-state operation over long-term time scales? Furthermore, many characteristics of the Web change constantly, such as client request rate, the rate of change of documents, and the size of the Web (in terms of clients, servers, and documents). How do the results of cooperative caching apply in the face of future trends of Web characteristics? Lastly, various cooperative caching architectures have been proposed, but not compared at large-scales. What arrangement of cooperating caches provides the best performance, and/or the most efficient use of storage resources?

In this chapter, I develop an analytic model of Web access behavior to explore these questions. The model determines the performance of Web caches as a function of the size of client populations and other workload parameters. It is inspired by the model of [Breslau et al. 99], but differs from it in two key ways: (1) I consider the steady-state behavior of caching systems rather than caching behavior based on a finite request sequence, and (2) I incorporate document rate of change into the model rather than assuming that documents are static.

With this model, I evaluate the effectiveness of cooperative Web proxy caching at population sizes that range from a single organization to 100s of millions of clients, explore the tradeoffs among
various cooperative caching schemes, and speculate on the performance implications of future trends in Web workloads. In particular, results from the model show that:

- Cooperative Web proxy caching is effective at organizational scales, but it is not necessary; a monolithic proxy cache provides performance at least as good, but with less complexity.

- Cooperation among organization-sized caches within a medium to large city will provide additional performance benefit, although only marginal, over cooperative caching at small scales. Assuming that bandwidth within a city is plentiful and latencies are small, the overhead of cooperation would be low and therefore worth the secondary benefits that such caching provides.

- Extrapolating to larger scales, cooperative caching provides limited or no additional benefit, particularly in the face of increased latencies among caches.

- Performance at the population level at which cooperative caching works most effectively is fundamentally limited by document cacheability. Thus, the crucial problem that must be solved to improve Web performance is how to increase document cacheability.

- The three common architectures for Web proxy cooperation, hierarchical, directory-based, and hash-based, all perform well in the region where cooperative caching remains advantageous (e.g., at the level of a medium-sized city). In principle, the organizational caches within a city can use a hash-based scheme to maximize storage efficiency. In practice, however, given the cheap cost of disks, using a hash-based scheme to spread load is more important than storage efficiency.

- The effectiveness of large-scale proxy caches is very sensitive to the change rates of popular and unpopular documents. For popular documents, hit rate varies moderately when documents change faster than once a day. In contrast, hit rate is sensitive to the rate of change of unpopular documents on an entirely different time scale. For unpopular documents, hit rate varies considerably when documents change slower than once a day.
• The populations at which large-scale caching systems experience diminishing returns will
decrease over time. Trends indicate that client request rate is increasing significantly over
time, faster than increasing document rates of change. Since the population needed to achieve
a given hit rate varies inversely with the client request rate, faster client request rates will
decrease the population needed to approach maximum hit rates.

• Growth in the number of documents in the Web increases the populations at which large-scale
proxy cache systems remain effective. Web growth and population scale increase proportion-
ally; an order of magnitude growth in the size of Web makes caching systems effective at
scales an order of magnitude larger.

The rest of this chapter is organized as follows. Section 5.2 develops an analytic model of
steady-state Web proxy caching and uses the model to study the performance of large-scale proxy
caches. Section 5.3 then uses the model to compare cooperative caching schemes, and Section 5.4
summarizes and concludes.

5.2 An analytic model of Web accesses

In this section, I develop an analytic model of Web accesses. I then use the model to explore
the steady-state performance of cooperative caching for large client populations, and to speculate
on caching performance in light of future trends. I then examine the tradeoffs between various
cooperative-caching schemes in Section 5.3.

5.2.1 Steady-state performance

Previous trace-based and analytic studies of proxy cache performance bound the performance of
caching schemes in the short term – over a period of one week. How would these results change
if the cooperative caching systems were up and running for a month, a year, five years? In other
words, how will cooperative caching schemes perform over the long run? In this section I examine
the steady-state or limiting performance of caching schemes.

The model of steady-state performance assumes that a cache can store all cacheable documents
in the Web and that there are no capacity misses in the workload. With this assumption, it is conceivable that in the long term the hit rate for cacheable documents would approach 100% since the relative importance of cold-cache effects, such as compulsory misses, would diminish. For example, this would happen if the Web were static, i.e., documents were not changing and new documents were not being generated. In this case, all documents would eventually be requested, and no further misses would be incurred thereafter. On the other hand, if new documents are constantly being created and old documents are changing, the hit rate for cacheable documents might remain low even over the long run.

The ultimate performance of a cache will therefore depend upon the rate at which documents change compared to the rate at which documents are requested. If the request rate dominates document rate of change, then the cache will still achieve near optimal hit rates. One request will miss in the cache whenever a document changes, but all subsequent requests to that document will be hits. However, if the request rate does not dominate document rate of change, then the cache will perform poorly. Repeated requests to a document will often find that the document has changed, so most of those requests will be misses. Since increasing the population served by a cache also increases the request rate, cooperative caching increases the likelihood that document request rate dominates document rate of change.

Similarly, the creation of new documents in the Web introduces cold misses into the workload when those documents are requested. As with document rate of change, if the Web grows slowly compared to the request rate, then caches will perform well: only a small fraction of requests will result in cold misses. However, if the Web grows significantly faster than the request rate, then the cache will be dominated by cold misses and will perform poorly.

I use the steady-state model to explore these effects in detail. I begin by introducing the model in Section 5.2.2, and then describe its parameterization in Section 5.2.3. Section 5.2.4 explores the steady-state performance of cooperative caching for large client populations and speculates on caching performance in light of future trends.

---

1I contend that the storage needed to do this is not intractable, and that capacity misses are therefore not an important aspect of the workload. Storage for the cacheable fraction of all documents currently estimated to be on the Web would require a large contemporary disk array, such as the 9TB EMC Symmetrix 5930 storage system [EMC 99].
5.2.2 The model

The goal of the model is to determine the performance of Web caches as a function of the size of client populations and other workload parameters. It is inspired by the model of [Breslau et al. 99], but differs from it in two key ways: (1) I consider the steady-state behavior of caching systems rather than caching behavior based on a finite request sequence, and (2) I incorporate document rate of change into the model rather than assuming that documents are static. My goal in building the model also differs from the goals pursued by Breslau et al. They used their model to study proxy cache replacement algorithms; I use my model to understand the performance of large-scale, cooperative-caching schemes in terms of hit rate, latency, bandwidth savings, and storage consumed.

To begin, I make the following assumptions about clients and documents in the model:

- There are $N$ clients in the population. Clients are indistinguishable and act independently of one another.

- The total number of documents is $n$. For simplicity, I model documents as indivisible, rather than as compound, and assume that accesses to objects are independent.

- The fraction of all requests that are for the $i$-th most popular document, or the "popularity" of this document, is denoted by $p_i$. I assume that documents follow a Zipf-like distribution [Breslau et al. 99], i.e., that $p_i$ is proportional to $1/i^{\alpha}$ for some constant $\alpha$. The important characteristic of a Zipf-like distribution is that it is heavy-tailed – a significant fraction of the probability mass is concentrated in the tail, which in this case means that a significant fraction of requests go to the relatively unpopular documents. As $\alpha$ increases, the distribution becomes less heavy-tailed, and a larger fraction of the probability mass is concentrated on the most popular documents.

- The distribution of time between requests made by the client population is exponential with parameter $\lambda N$, where $\lambda$ is the average client request rate.

- The distribution of time between changes to a document is exponential with parameter $\mu$, independent of document size and latency, but not independent of popularity. I use two sep-
arate document change distributions, one for popular documents with mean $\mu_p$ and another for unpopular documents with mean $\mu_u$. The number of popular documents is $n_p$. Document change can be used to model either expiration or actual change.

- The probability that a requested document is cacheable is $p_c$.

- The average document size is $E(S)$. Document size is independent of document popularity, latency, and rate of change.

- The last-byte latency to the server that houses that document has average value $E(L)$. Last-byte latency is independent of document popularity and document rate of change.

I justify the independence assumptions I make by the fact that all the correlation coefficients (between each pair of document size, document popularity, first-byte latency, and document cacheability) computed from a large client trace of the University of Washington (see Section 5.2.3 below) are close to 0; these correlations also agree with those computed by [Breslau et al. 99] for six other client traces. Analyses of the UW trace show that cacheable objects are more likely to have low latencies, making the model conservative with respect to reality. The data from the UW trace strongly also suggests that the rate-of-change distribution is heavy-tailed. However, to make the model tractable to solve analytically, I assume that the rates of change for popular and unpopular documents are distributed exponentially. Since the steady-state performance of a proxy cache improves as document inter-modification times increase, this approximation underestimates cache performance and again makes it conservative.

With these assumptions, I can compute a number of performance characteristics. In steady state, it is easily shown that for a single proxy cache serving a population of size $N$:

- The steady state hit rate is

$$H_N = p_c C_N,$$

where $C_N$ is the probability that a request is a hit given that it is cacheable. The steady-state cacheable hit rate to cacheable documents $C_N$ is

$$C_N = \sum_{1 \leq i \leq n} p_i \frac{\lambda N p_i}{\lambda N p_i + \mu}.$$
Taking $p_i$ proportional to $1/i^\alpha$, a very close approximation to this sum is given by

$$\int_1^n \frac{1}{C x^\alpha} \left( \frac{1}{1 + \frac{x^\alpha C}{\lambda N}} \right) dx,$$

where

$$C = \int_{1 \leq x \leq n} \frac{1}{x^\alpha} dx.$$

The first integral can be evaluated exactly for $\alpha = 1$ and numerically for other values of $\alpha$.

- The expected last-byte latency to serve a request is given by

$$lat_{req} = (1 - H_N)E(L) + H_N \cdot lat_{hit},$$

where $lat_{hit}$ is the latency for a cache hit.

- The average bandwidth savings per request due to proxy caching, measured in kilobytes not transferred, is denoted $B_N$ and is given by

$$B_N = H_N E(S).$$

- The expected amount of storage required in a proxy cache for a population of this size is $nH_N E(S)$. This is actually optimistic, as it assumes that only objects that are cacheable and have not expired are cached.

The goal of this section is not to exactly model empirical Web caching results. Rather, it is to examine at a high level the impact of changes to, or the sensitivity of, various workload parameters in light of future trends.

### 5.2.3 Model parameters

I parameterize the model using values computed from a large, week-long client trace of the University of Washington (UW) [Wolman et al. 99a]. These values are summarized in Table 5.1.

I estimate the number of objects in the Web, $n$, using results from a study by [Lawrence et al. 99]. Based upon February 1999 data, they estimate that the Web has 800 million compound Web documents. I use an estimate of 3.2 billion objects in the Web, since each compound document in the UW trace contained an average of four objects.
Table 5.1: Default model parameters from the UW trace.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.8</td>
<td>$p_c$</td>
<td>0.6</td>
</tr>
<tr>
<td>$n$</td>
<td>3.2 billion</td>
<td>$E(S)$</td>
<td>7.7 KB</td>
</tr>
<tr>
<td>$n_p$</td>
<td>10.4 million</td>
<td>$E(L)$</td>
<td>1.9 seconds</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>590 reqs/day</td>
<td>$lat_{hit}$</td>
<td>10 ms</td>
</tr>
</tbody>
</table>

Slow          Fast

| $\mu_p$     | 1/14 days                 | $\mu_p$    | 1/5 minutes        |
| $\mu_u$     | 1/186 days                | $\mu_u$    | 1/85 days          |

Mid Slow      Mid Fast

| $\mu_p$     | 1/1 day                   | $\mu_p$    | 1/1 hour           |
| $\mu_u$     | 1/186 days                | $\mu_u$    | 1/85 days          |

I assume that the time to serve documents from a proxy cache $lat_{hit}$ is 10ms. Although this may be an optimistic value, particularly when caches are under heavy load and requests experience queueing delays, increasing $lat_{hit}$ merely offsets the latency results by a similar amount until it reaches a second or more.

Table 5.2 summarizes the rate-of-change values observed in the UW trace for three policies. I found that document rate of change is correlated with document popularity, so the table contains results separated into popular and unpopular documents. This finding is consistent with previous rate of change studies. For example, [Dougils et al. 97] also found that the popular pages changed more often than the less popular pages. I define popular documents as the most frequently requested documents that account for 40% of all requests. Due to the Zipf popularity distribution, the popular documents comprise only 0.3% of all documents. I account for this in the model by using two separate rate-of-change distributions, one for popular documents (mean $\mu_p$) and another for unpopular documents (mean $\mu_u$). In the model results, I use four parameterizations of these distributions. The “slow” parameterization uses the mean rates of change for popular and unpopular documents computed from the UW trace as the means $\mu_p$ and $\mu_u$ of the rate-of-change distributions in the model.
Table 5.2: Document rate of change (in days between changes) for three different policies (Normal, Always Change, and Never Change), and then broken down by Cacheable and Uncacheable documents using the Always Change policy.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Popular</th>
<th></th>
<th></th>
<th>Unpopular</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
<td>Mean</td>
<td>Median</td>
<td>Mean</td>
</tr>
<tr>
<td>Normal</td>
<td>14</td>
<td>&lt; 1</td>
<td>186</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>Always Change</td>
<td>3</td>
<td>&lt; 1</td>
<td>129</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Never Change</td>
<td>27</td>
<td>&lt; 1</td>
<td>763</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>Cacheable</td>
<td>5</td>
<td>&lt; 1</td>
<td>168</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Uncacheable</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>22</td>
<td>&lt; 1</td>
<td></td>
</tr>
</tbody>
</table>

The "fast" parameterization uses the median rates of change as computed from the UW trace as the means for the rate-of-change distributions in the model. And "mid slow" and "mid fast" represent intermediary values for the rate-of-change parameters.

Since the UW trace does not record the data transferred during a connection, I must rely on the "Last-Modified" HTTP header to detect document changes. However, this header is not always present in Web server responses. Other studies on rate of change, where the full document content was available, have determined that relying solely on HTTP header information has some pitfalls, the most common being when the headers signal a change when none has occurred [Douglsis et al. 97, Wills et al. 99]. Wills et al. [Wills et al. 99] also quantify how often documents change when the "Last-Modified" field is missing. The top three lines of Table 5.2 show results that differ only in how I treat requests to documents with incomplete header information (36% of the requests). For the "normal" results, I simply ignore those documents. For the "always change" results, I calculate an upper bound by assuming that those documents change between each access. For the "never change" results, I calculate a lower bound by assuming that no document missing this header field changes.

I also investigated whether the rate of change for cacheable documents was different than that of uncachable documents. The "cacheable" and "uncacheable" lines in Table 5.2, generated using the "always change" policy, show that uncachable documents change much more rapidly than
cacheable documents. It is important to note that since the model is restricted to cacheable documents, the rate of change results for cacheable documents are more relevant as input parameters to the model.

5.2.4 Performance of large scale proxy caching

I begin by examining basic performance results from the model using parameters extracted from the trace data. I then consider the effects of possible future changes in the fundamental parameters of the Web. In particular, I examine the impact on performance of (a) the rate of change of Web documents $\mu$, (b) the client request rate $\lambda$ and population size $N$, (c) the Zipf parameter $\alpha$ of the popularity distribution, and (d) the rate of growth of the Web, measured in the number of accessible documents $n$.

Hit rate, latency, and bandwidth

Figure 5.1 shows the steady-state hit rate for cacheable documents $C_N$ as a function of the population size $N$, graphed on a log scale. The figure shows four curves corresponding to four possible values for the rate of change parameters presented in Table 5.1. A key question to address is: given the client request rate, document rate of change, and document popularity distributions, how large a client population is needed to achieve a cache hit rate approaching $p_e$, the fraction of cacheable Web documents.

All these curves can be viewed as consisting of three regions: (1) an initial region in which hit rates grow slowly, (2) a large middle region in which hit rates grow linearly (as population grows exponentially), and (3) a final region in which hit rates grow slowly again, ultimately converging to 100%. In the initial region, the request rate is too low to dominate the rate of change for unpopular documents. As a result, the hit rate for unpopular documents remains close to zero and almost all of the hit rate improvement is accounted for by hits on popular documents. The transition to the middle region marks the beginning of a significant increase in the hit rate to unpopular documents. The heavy-tailed nature of the popularity distribution implies that an exponential increase in request rate is needed to obtain a linear increase in the fraction of requests to unpopular documents that are hits, i.e., requests to documents that have been requested more recently than they have changed. The
transient to the final region occurs when the hit rate for unpopular documents approaches 100%. Behavior in this region is once again accounted for by improvements in the hit rate for popular documents. Here, the request rates are high enough to dominate those inter-document modification times that are much smaller than the mean of the exponential distribution.

Figure 5.1 shows that proxy cache hit rate is very sensitive to document rate-of-change parameters. The client population required to achieve 90% of the cacheable hit rate $p_c$ is only 250,000 for the slowest parameters but nearly 20 million for the fastest parameters.

Finally, I would like to understand how hit rate translates into actual performance improvement. Hit rate fundamentally determines the improvement in object access latency and the reduction in
network bandwidth consumed by transmitting Web objects. The effect on object access latency is shown in Figure 5.2. This figure graphs mean latency as a function of $N$, assuming a single cooperative cache for the entire population that serves cache hits with an average latency of 10ms. The curves asymptote at $(1 - p_c)E(L)$, the mean latency of uncachable documents; recall that $p_c=0.6$ and $E(L)=1.9$ seconds, so the curves asymptote at 0.76 seconds. For the slower rates of change, most of the benefit is achieved at medium-sized populations: 95% of the maximum benefit is achieved at a population of 500,000. For the fast rates of change, 68% of the maximum benefit is achieved at a population of 500,000, and it decreases thereafter. Since the impact on latency and bandwidth is directly a function of hit rate, the curves for the effect on bandwidth are identical to those for latency.

**Document rate of change**

Two key issues regarding document rate of change concern: (1) how sensitive the hit rate is to document change rate, and (2) which parameter has the greatest impact on hit rate — the rate of change of popular documents $\mu_p$ or unpopular documents $\mu_u$. Figure 5.3 shows the sensitivity of the proxy cache hit rate to the rate of change of popular and unpopular documents for a population of 500,000 clients. The x-axis is the mean interval between changes to a document (the inverse of $\mu$) on a log scale, and the y-axis is the hit rate of cacheable documents. The top curve shows the
effect on hit rate of varying the mean rate of change of popular documents $\mu_p$ from a very slow rate, viz., 1 change every 180 days (point A), to a very fast rate, viz., 1 change every minute (point B). For this curve, the rate of change of unpopular documents $\mu_u$ is held constant at the slow rate of 1 change every 180 days to minimize its impact. Similarly, the bottom curve shows the effect on hit rate of varying the mean rate of change of unpopular documents $\mu_u$ between the same extremes of slow (point A) and fast (point C) rates of change. For this curve, the rate of change of popular documents $\mu_p$ is held constant at the slow change rate.

Figure 5.3 shows that the proxy cache hit rate is very sensitive to the change rates of popular and unpopular documents. For popular documents, hit rate varies moderately when documents change faster than once a day. When popular documents change slower than once a day, there is little impact on hit rate. In contrast, hit rate is sensitive to the rate of change of unpopular documents on an entirely different time scale. For unpopular documents, hit rate varies considerably when documents change slower than once a day. Once unpopular documents change at least once a day, they are already changing faster than they are being requested. At this point, hit rate reaches a minimum and does not decrease, even at higher rates of change. Thus, for popular documents the issue is whether they change on the scale of minutes to hours; for unpopular documents it is whether they change on the scale of days to weeks to months.

Figure 5.3 also shows that the rate of change of unpopular documents $\mu_u$ has a more significant impact on proxy cache hit rate than the rate of change of popular documents $\mu_p$. This behavior is a result of the dynamics between document popularity and rates of change. Requests are heavily skewed to popular documents; therefore, even with high change rates, the request rate to popular documents dominates. While each document change makes the next request to that document miss in the cache, the popularity of the document is such that it will have many requests to the document before it changes again, and these requests hit in the cache. However, the request rate to unpopular documents is so low that the change rate dominates. Even if unpopular documents change at a moderate rate, requests to those documents always find out-of-date versions in the cache.

Figure 5.4 shows results similar to Figure 5.3, except for a much larger population of 20 million users. This population corresponds to a hit rate of 90% for the fast rates of change. Comparing the figures, the time scales at which hit rate is sensitive to rates of change decrease. For popular documents the time scale is now an hour or less, and for unpopular documents most of the variation
in hit rate is between rates of change of 10 minutes to a month. At these very large population sizes, document request rates are significantly higher than with the smaller population in Figure 5.3. For both popular and unpopular documents, these high request rates dominate even higher rates of change.

**Client request rate**

The population needed to achieve a given hit rate varies inversely with the client request rate $\lambda$. When $\lambda$ is very low, even large populations cannot dominate the object rate of change and therefore cannot keep the cache filled with up-to-date objects. On the other hand, when $\lambda$ is extremely large, even small populations can maintain a filled, up-to-date cache. Trends indicate that $\lambda$ is increasing significantly over time; the per client request rate in the UW trace is eight times that of the 1996 DEC trace [Kroeger et al. 96]. Unfortunately, there is minimal current or historical data on document rate of change. The rates of change in the UW trace seem well within a factor of two of those presented in [Dougacis et al. 97]. Based upon just these two points of reference, it does appear that $\lambda$ is growing much faster than $\mu_u$. As a result, the populations at which large-scale caching systems experience diminishing returns will decrease over time.
**Document popularity and size of the Web**

I also examined the sensitivity of the model to variations in the Zipf parameter $\alpha$ and the number of documents in the Web $n$. Increasing $\alpha$ skews the distribution even further towards popular documents. This greater skew towards popular documents significantly increases hit rates for slower rates of change, but only slightly increases hit rates for faster rates of change. Increasing the number of documents $n$ simply shifts the curves for slow and fast rates of change to larger populations; it does not significantly change the shapes of the curves. This population shift is roughly in proportion to the increase in $n$: for example, for $n=3.2$ billion, the slow curve reaches a 90% hit rate at a population of 250,000; for $n=32$ billion, the slow curve reaches a 90% hit rate at a population of 25 million; and for $n=320$ billion, the slow curve reaches a 90% hit rate at a population of 250 million.

**5.2.5 Summary**

In this section, I developed an analytic model and used it to examine the steady-state performance of cooperative-caching schemes at various population scales. I found that cooperative Web proxy caching is effective at organizational scales, but it is not necessary; a monolithic proxy cache provides performance at least as good, but with less complexity. Cooperation among organization-sized caches within a medium to large city will provide additional performance benefit, although only marginal, over cooperative caching at small scales. Assuming that bandwidth within a city is plentiful and latencies are small, the overhead of cooperation would be low and therefore worth the secondary benefits that such caching provides. Extrapolating to larger scales, cooperative caching provides limited or no additional benefit, particularly in the face of increased latencies among caches.

I also used the model to speculate on the performance implications of future trends in Web workloads. I found that the effectiveness of large-scale proxy caches is very sensitive to the change rates of popular and unpopular documents. For popular documents, hit rate varies moderately when documents change faster than once a day. In contrast, hit rate is sensitive to the rate of change of unpopular documents on an entirely different time scale. For unpopular documents, hit rate varies considerably when documents change slower than once a day.

I also found that the populations at which large-scale caching systems experience diminishing returns will decrease over time, and growth in the number of documents in the Web increases the
populations at which large-scale proxy cache systems remain effective.

5.3 Comparing cooperative caching schemes

The previous section explored the performance of large Web proxy-caching systems. This section examines the question of how these systems are designed and organized. Proxy caching starts at the level of individual organizations, small and large. To achieve the performance of caching systems with large populations, some form of cooperative caching among these organizational proxies will have to be used. In this section, I extend the calculations from the model to understand the differences in performance between various cooperative-caching systems as a function of scale. I compare three basic schemes: a hierarchical caching system inspired by Squid [Squid et]; a flat hash-based caching system inspired by [Karger et al. 99, Valloppillil et al. 98]; and a directory-based scheme inspired by Summary Cache [Fan et al. 98]. I evaluate these schemes at the scale of a City, a State, and a large region (the West Coast of the U.S.). The results of these evaluations will show why there is little motivation to scale to a region larger than a medium-sized city.

The hierarchical caching system assumes a hierarchy of \( k \) levels of caches, with a fanout of \( d \) at each level, where the bottom-level caches serve as proxy caches for populations of size \( N_k \). A client's request is forwarded up the hierarchy until a cache hit occurs; if none occurs, the request is forwarded to the server. A copy of the requested object is then stored in all caches along the request path. In what follows, I will assume that the top-level cache serves an overall population of size \( N_1 = N \), each second-level cache serves a disjoint subpopulation of size \( N_2 \), and on down to a set of \( k \)-th-level caches, each serving subpopulations of size \( N_k \). (Concisely, \( N_i = N/d^{i-1} \).) For simplicity, I assume fixed latencies between the caches in the hierarchy, where \( L_i \) is the latency between level \( i+1 \) and level \( i \) caches.

The hash-based caching system assumes a total of \( m \) caches cumulatively serving a population of size \( N \). (I will assume \( m = d^k \) from the hierarchical scheme.) I assume a fixed average latency of \( L_c \) to transmit data from a random cache to a client in the population, and a hash function that randomly maps URLs to one of the \( m \) caches uniformly. Upon a request by a client, the client hashes the URL and forwards the request to the corresponding cache \( C \). If the cache stores the document, it is forwarded to the client. Otherwise, the request is forwarded to the server, and a copy is returned
to the client and to the cache \( C \). The advantages of such a scheme are: (1) that load is balanced across the proxy caches, and (2) only one copy of each document is stored in the entire cooperative caching system. Such schemes have been proposed primarily for use in a local-area setting, since for large populations \( L_e \) may be sizeable.

Finally, in the \textit{directory-based system}, I assume a total of \( m \) caches cumulatively serving a population of size \( N \). In this system, the population is partitioned into subpopulations of size \( N/m \), and each subpopulation is served by a single proxy cache. Each proxy cache maintains a directory that summarizes the set of documents stored at each of the other proxy caches in the system. When a client issues a request for a document, it is forwarded to its proxy. If the proxy has the object, it returns it directly to the client. Otherwise, the proxy cache checks its directory to see if another proxy cache in the system stores a copy of the document. If so, the request is sent to a random cache storing a copy, which then returns a copy of the document to the proxy cache and to the requesting client. I assume a latency of \( L_i \) to transmit data from a proxy cache to a client it serves, and a latency of \( L_e \) between proxy caches in the system.

To maintain the directories, each proxy cache periodically (every \( t \) time units) sends out an update about the contents of its cache. In particular, it multicasts the set of changes to its document set since the last request. I ignore the overhead of these messages in my analyses, as well as the extra misses caused by directory entries that become stale between updates.

These descriptions of cooperative caching systems are stated in general terms that emphasize the structure and operation of the systems, glossing over potential implementation details. For example, the description of the hierarchical system is in terms of multiple levels of caches. In practice, these caches may be special caches maintained at ISPs, or existing organizational caches that serve the role of first, second, and third level caches for different portions of the Web name space, as with [Tewari et al. 99]. The issue of whether it is better to use separate dedicated caches or to overload existing individual caches with multiple responsibilities is a detailed design issue that is beyond the scope of this thesis.

Table 5.3 summarizes the performance of the three cooperative caching schemes, based on the model. Recall from Section 5.2 that \( E(L) \) is the average latency to a server and \( E(S) \) is the average document size. I compare the performance of these schemes at three different scales:
Table 5.3: Cooperative caching performance parameters.

<table>
<thead>
<tr>
<th></th>
<th>Hierarchical</th>
<th>Hash-based</th>
<th>Directory-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request</td>
<td>$\lambda N_i (1 - H_{N_i+1})$</td>
<td>$\lambda N/m$</td>
<td>$\lambda N/m$</td>
</tr>
<tr>
<td>Arrival Rate</td>
<td>to level $i$</td>
<td></td>
<td>$+ \frac{\lambda N}{m} (1 - H_{\frac{N}{m}}) H_{N(1 - \frac{1}{m})}$</td>
</tr>
<tr>
<td></td>
<td>$(H_{N_i+1} = 0)$</td>
<td></td>
<td>(2nd term – requests from other proxies)</td>
</tr>
<tr>
<td>Average Request</td>
<td>$(1 - H_{N_i}) E(L)$</td>
<td>$(1 - H_N) E(L) + H_N L_c.$</td>
<td>$(1 - H_N) E(L)$</td>
</tr>
<tr>
<td>Request Latency</td>
<td>$+ \sum_{1 \leq i \leq k} L_i (H_{N_i} - H_{N_i+1})$</td>
<td>$(1 - H_N) E(L) + H_N L_c.$</td>
<td>$+ (1 - H_{\frac{N}{m}}) H_{N(1 - \frac{1}{m})} 2 L_c$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$+ H_{\frac{N}{m}} L_i$</td>
</tr>
<tr>
<td>Storage Per Proxy</td>
<td>$\sum_{1 \leq i \leq k} \mu d^{i-1} H_{N_i} E(S)/m$</td>
<td>$n H_N E(S)/m$</td>
<td>$n H_{\frac{N}{m}} E(S)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(lower bound)</td>
</tr>
</tbody>
</table>

1. A medium-sized City ($N=0.5$ million users)

2. A small State ($N=5$ million users)

3. The west coast of the U.S. ($N=50$ million users)

From the UW trace, the average client issues just under 600 requests. Based on this, I assume that there are 50,000 clients behind each lowest-level proxy cache, which results in an average request rate of about 350 requests per second. This request rate is well within the load a single host can handle as a proxy cache (e.g., [Danzig 98] reports 500 requests per second, and various single host proxies from the Web Caching Bake-off report throughputs ranging from 96–690 requests per second [Rousskov et al. 99]). Based on the populations at different scales, this results in a total of $m = 10$ organizational proxy caches for the City, $m = 100$ caches for the State and $m = 1000$ caches for the west coast. For the hierarchical scheme, I assume that $d = 10$, giving us a two-level hierarchy for the city (a single top-level proxy cache on top of the 10 organizational caches), a three-level hierarchy for the state, and a four-level hierarchy for the west coast.

I used the values in Table 5.1 from the UW trace to parameterize the model. For rates of change, I used the "mid slow" values, where $\mu_p$ is one change per day and $\mu_u$ is one change per 186 days. These rates of change most closely matched the performance observed in the UW trace. I further
Table 5.4: City cooperative caching performance.

<table>
<thead>
<tr>
<th></th>
<th>Hierarchical</th>
<th>Hashed</th>
<th>Directory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival</td>
<td>$r_1 = 150$M/day</td>
<td>30M/day</td>
<td>37M/day</td>
</tr>
<tr>
<td>Rate</td>
<td>$r_2 = 30$M/day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latency</td>
<td>0.86 secs</td>
<td>0.88 secs</td>
<td>0.89 secs</td>
</tr>
<tr>
<td>Storage</td>
<td>11 TB</td>
<td>1.5 TB</td>
<td>9.5 TB</td>
</tr>
</tbody>
</table>

assume that the average last-byte latency to transfer a document: (1) from an organizational proxy cache to a client is 10ms, (2) between two random caches in the city is 50ms, (3) between two random caches in the state is 100ms, (4) and between two random caches on the west coast is 500ms. I derived these numbers by multiplying a basic latency by the number of round trips required to download an average document. For the basic latency, I used ping latencies from the University of Washington to popular Web sites whose distances correspond to the three levels of the cache hierarchy. Since the average document size in the trace is 7.7KB, I estimate that five round trips between the sender and the receiver of the document are required to complete the transfer (due to TCP/IP protocol overhead).

Because these latencies are based upon a simple model of the network (e.g., persistent connections might reduce the number of round trips if the connection has been ramped up to a high congestion window) and pings from a single network source, I also evaluated the sensitivity of the model results to these parameters. I did this evaluation indirectly by varying the average latency for downloading documents from servers, thereby changing the ratio of cache latency to server latency. In addition to the trace value of $E(L)=1.9$ seconds, I also evaluated the schemes using average documents latencies ranging from 250ms to 10 seconds. In each case, their relative performance was qualitatively similar when $E(L)=1.9$ seconds.

Tables 5.4, 5.5 and 5.6 present model results for the three cooperative-caching schemes using the parameterizations above. From these tables I can make a number of conclusions. First, the bulk of the achievable benefit, in terms of latency savings, is already achieved at the scale of city-level cooperative caching. Indeed, the minimum possible average latency is $(1 - p_s)E(L)$, which
Table 5.5: State cooperative caching performance.

<table>
<thead>
<tr>
<th></th>
<th>Hierarchical</th>
<th>Hashed</th>
<th>Directory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival</td>
<td>$r_1 = 1.37\text{B/day}$</td>
<td>29.5M/day</td>
<td>37.7M/day</td>
</tr>
<tr>
<td>Rate</td>
<td>$r_2 = 147\text{M/day}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r_3 = 29.5\text{M/day}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latency</td>
<td>0.79 secs</td>
<td>0.83 secs</td>
<td>0.85 secs</td>
</tr>
<tr>
<td>Storage</td>
<td>11 TB</td>
<td>150 GB</td>
<td>9.5 TB</td>
</tr>
</tbody>
</table>

Table 5.6: West Coast cooperative caching performance.

<table>
<thead>
<tr>
<th></th>
<th>Hierarchical</th>
<th>Hashed</th>
<th>Directory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival</td>
<td>$r_1 = 13\text{B/day}$</td>
<td>29.5M/day</td>
<td>37.9M/day</td>
</tr>
<tr>
<td>Rate</td>
<td>$r_2 = 1.37\text{B/day}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r_3 = 147\text{M/day}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r_4 = 29.5\text{M/day}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latency</td>
<td>0.78 secs</td>
<td>1.1 secs</td>
<td>1.13 secs</td>
</tr>
<tr>
<td>Storage</td>
<td>11 TB</td>
<td>15 GB</td>
<td>9.5 TB</td>
</tr>
</tbody>
</table>

for my parameters is 0.76 seconds. All three schemes already achieve a value close to this in the city. Second, broadening the region to increase population also increases inter-proxy latencies. As a result, a flat cooperative-caching scheme is no longer effective. For the west coast, the average latency between proxy caches is sufficiently large that the performance of the flat hash-based and directory-based schemes is worse, in terms of document latency, than their performance at the level of the state, despite the ten-fold increase in population. Obviously, this problem could be solved by designing hierarchical variants of these two schemes.

In terms of request rate, all schemes the lowest-level proxy caches have similar request rates (though the directory scheme has a slightly higher value), and are dominated by the requests from clients served directly by that proxy. However, even at the scale of city-wide cooperative caching, the top-level cache in the hierarchical scheme is a bottleneck. Since request rate will be directly correlated with queueing, the average latency that will be observed in the hierarchical scheme will
be significantly higher than shown here, particularly as the system scales up to the state or west coast level. Therefore, if scaling up to these levels is desirable (which is itself a questionable proposition at best), the load at the higher levels of the hierarchy must be distributed across multiple proxy caches. There are a number of fairly obvious and natural ways to do this. Finally, the hash-based scheme has the advantages that each document is stored only in one proxy cache and the load is balanced across the caches.

In summary, all three schemes perform well in the region where cooperative caching is advantageous (e.g., at the level of a medium-sized city). Since documents are stored only in one cache, a hash-based scheme achieves the best storage efficiency. In a broader area (e.g., the size of the West Coast of the U.S.), the increased latency of inter-proxy communication eclipses the very limited benefits of increased population.

5.4 Conclusions

This chapter explored the effectiveness of cooperative Web proxy caching using an analytic model of the steady-state behavior of Web proxy caches. Using the model, I evaluated the effectiveness of cooperative Web proxy caching at population sizes that range from a single organization to 100s of millions of clients, explored the tradeoffs among various cooperative caching schemes, and speculated on the performance implications of future trends in Web workloads.

Fundamentally, the usefulness of cooperative Web proxy caching depends upon the scale at which it is being applied. From the model results, cooperative Web proxy caching is most effective for small individual caches that together comprise user populations in the tens of thousands. At such small scales, any reasonable cooperative caching scheme will serve. But cooperative caching is not required for user populations of this size. If it is administratively and politically feasible, a single proxy cache can provide the same benefits with fewer resources and less overhead.

Whether or not they use cooperative caching locally, large organizations should use proxy caching for their user populations. A key issue is whether these large organizational caches benefit from cooperating. Experiments with the steady-state model indicate that cooperation among the organizational caches within a medium to large city will still provide benefit, although an incremental benefit, over cooperative caching at small scales. Assuming that bandwidth within a city is
plentiful and latencies are small, the overhead of cooperative caching would be low and therefore
worth the secondary benefits that such caching provides. In principle, the organizational caches
within a city can use a hash-based scheme to maximize storage efficiency. In practice, however,
given the cheap cost of disks, using a hash-based scheme to spread load is more important than
storage efficiency. Extrapolating to yet larger scales, such as the state level and even the west coast
of the U.S., the model results indicate that cooperative caching among cities would provide very
limited additional benefit, particularly in the face of increased latencies among caches.

Finally, note that these results on cooperative caching are based upon Web workload behav-
ior currently observed. Fundamental shifts in Web workloads might change these results. For
example, the trace I have used to parameterize the model consists primarily of static documents.
[Wolman et al. 99a] has also observed a growing presence in Web workloads of streaming multime-
dia traffic, and streaming multimedia objects have different characteristics than static objects. Their
average size is orders of magnitude larger, so cooperative caching for storage efficiency becomes
more appealing. Furthermore, last-byte latency is not a critical performance metric for streaming
data. Instead, reducing jitter and making more effective use of the network become more important.
Lastly, given the sizes of streaming objects, and the relatively long period of time over which they
are transferred over the network, transport optimizations like multicast might prove more effective.
Chapter 6

Conclusions

This dissertation uses both analytic techniques and experimental measurements to explore cooperative caching system performance in three new domains:

- I use a queueing network model and trace-driven simulation to explore the performance trade-offs of using load balancing in cooperative caching systems.

- I present the design, implementation, and evaluation of a combined cooperative prefetching and caching system.

- I introduce a novel analytic model of Web accesses to explore the effectiveness of cooperative caching among World Wide Web proxies at scales ranging from hundreds to millions of clients.

The following sections summarize the contributions of this dissertation in each of these new domains.

6.1 Load balancing in cooperative caching systems

A crucial issue in the implementation of cooperative caching systems is the selection of the target nodes to receive evicted pages. Existing systems have selected targets based on the ages of their memory pages, effectively selecting the oldest pages in the network for replacement. However, using age information alone to make page replacement decisions can lead to significant server contention when there is a concentration of old pages at one or a few nodes. This contention increases the latency of remote page requests, thereby decreasing overall application performance. To reduce contention, cooperative caching systems can use load balancing to reduce server contention and
limit the impact of request traffic on local jobs on memory server nodes. Using an analytic queueing network model, I show the extent to which server load can degrade remote memory request latency and how load balancing alleviates this problem.

There are tradeoffs to the use of load balancing, however. Replacements made to balance load can cause the system to deviate from its original replacement algorithm. This deviation from policy can increase the overall number of disk accesses when load balancing is used, mitigating the benefits of load balancing. To evaluate this tradeoff, I use trace-driven simulation to measure the impact on application performance of deviating from the cooperative cache replacement policy. I find that deviating from the strict replacement policy, even substantially for some applications, does not significantly degrade overall application performance. Based upon these results, I conclude that cooperative caching systems can benefit considerably from load balancing requests with little harm from suboptimal replacement decisions. Finally, I use the intuition gained from the experiments to propose a new family of algorithms that incorporate load considerations as well as age information in global memory replacement decisions.

6.2 Cooperative prefetching and caching

Cooperative caching benefits memory-intensive applications, applications whose virtual memory and file buffer cache working sets are larger than the memory resources of a single node. By caching evicted pages in the remote memories of idle nodes instead of on local disk, cooperative caching transforms slow disk faults into much faster network faults. However, I/O-bound applications, either with large working sets or a small degree of reuse, only benefit to a limited degree from cooperative caching.

Cooperative caching is just one approach for reducing disk stall time; recent research has focused on two others, prefetching data from disk into memory, and striping data over multiple disks or nodes in distributed file and storage systems. To further improve the performance of cooperative caching systems, I propose a system that synthesizes of all three approaches for reducing disk stall time into a novel cooperative prefetching and caching system — the use of network-wide memory to support prefetching, caching, and parallel I/O in the presence of optional hints of future demands.

In this dissertation, I present the design, implementation, and evaluation of a prototype coop-
ervative prefetching and caching system called PGMS (Prefetching Global Memory System). The goal of the system is to minimize the total cost of all memory references in the cluster. For issuing prefetches, the system uses a novel hybrid prefetching algorithm that combines aggressive prefetching into the cooperative cache with more conservative prefetching into local memory. For making replacement decisions in the cooperative cache, the system uses a provably near-optimal variant of the classic Longest Forward Distance algorithm extended to a three-level memory hierarchy.

I evaluate the PGMS prototype on a cluster of DEC Alpha workstations connected by a 1.28 Gb/sec Myrinet network. My measurements and analysis show that by using available global resources, cooperative prefetching can obtain significant speedups for I/O-bound programs. For example, for a graphics rendering application, PGMS achieves a speedup of 4.9 over a non-prefetching version of the same program. Furthermore, I show that: (1) the use of prefetching significantly increases application performance beyond the use of cooperative caching alone; (2) global prefetching provides substantial speedup over local, conventional prefetching alone; (3) parallel disk prefetching leverages the aggregate disk I/O bandwidth in the cluster, scaling application performance with cluster size; (4) prefetching over the network from global to local memory has much less impact than disk prefetching; and (5) the system isolates prefetching and non-prefetching applications, allocating system resources among them fairly.

6.3 Cooperative caching in wide-area networks

Previous work has shown that cooperative caching can be used to improve the performance of file and virtual memory systems in a high-speed, local-area network environment, and this dissertation has shown that load balancing and prefetching are two useful techniques for further improving the performance of these systems. Unfortunately, the algorithms, mechanisms, and policies used in cooperative caching systems for workstation clusters, both in previous work and in the initial parts of this dissertation, do not scale beyond hundreds of nodes due to assumptions inherent in local-area network performance. The last part of this dissertation explores the fundamental question of scaling cooperative caching to very large, wide-area distributed systems. In particular, it examines the potential of using cooperative caching among World Wide Web proxies deployed in the Internet.

Although several cooperative caching techniques have been proposed for use in the Web, the po-
tential performance benefits of cooperative caching in large-scale Web environments has not been previously evaluated. In this dissertation, I use a novel analytic model of Web accesses to explore the effectiveness of cooperative caching among World Wide Web proxies. This model evaluates the steady-state performance of proxy caches based upon client request, sharing, and document rate of change distributions for small-scale organizational populations to large-scale regional populations. With this model, I demonstrate that the utility of cooperative Web proxy caching fundamentally depends upon the scale at which it is applied. It is most effective among groups of small organizations, incrementally beneficial among large organizations within a medium-sized metropolitan area, and only marginally useful for larger client populations.

6.4 Future Research Directions

This dissertation has demonstrated that local-area cooperative caching systems can benefit considerably from incorporating load balancing and prefetching techniques into the system. Although cooperative caching was originally designed to globally manage the memory resources of a cluster, I have shown that managing the CPU and disk resources as well can further increase application performance. This dissertation has also explored the potential of using cooperative caching techniques in wide-area networks, showing that cooperative Web proxy caching is effective within limited population bounds. These results suggest a number of potential directions for future work:

Combining load balancing with prefetching and caching

This dissertation studied load balancing in isolation from prefetching in local-area cooperative caching systems. The proposed load balancing algorithm could be implemented as an enhancement to the prefetching and caching algorithm implemented in the PGMS prototype.

Modeling document rate of change

Experiments with the model of Web accesses showed that the steady-state performance of the caching system depends heavily on the rate of change of documents in the Web. I modeled document rate of change conservatively using an exponential distribution, although the data strongly suggests that it is heavy-tailed. In addition, the trace analyses used to determine the rate of change of Web documents was only approximate. Improving the model to use a
more accurate distribution for document rate of change and using server traces in addition to
client traces to derive the distribution would further improve the analyses and conclusions of
cooperative caching for the Web.

Streaming media

The analyses and conclusions regarding cooperative caching for the Web were made for workloads dominated by relatively static content downloaded using RPC transactions. However, trace analysis suggests that streaming media is becoming a significant part of Web workloads [Wolman et al. 99a]. The characteristics of streaming media and the manner in which streaming media is downloaded are fundamentally different than the characteristics and download mechanisms of static content. For example, the average size of streaming media objects is orders of magnitude larger than static content, so cooperative caching for storage efficiency becomes more appealing. Furthermore, last-byte latency is not a critical performance metric for streaming data. Instead, reducing jitter and making more effective use of the network become more important. Lastly, given the sizes of streaming objects, and the relatively long period of time over which they are transferred over the network, transport optimizations like multicast might prove more effective.

6.5 Final Remarks

This dissertation has shown that local-area cooperative caching systems can benefit considerably by
managing all of the resources in clusters in concert. Previous work in cooperative caching systems
naturally focused on managing cluster memory resources, enabling sharing of cache contents and
efficient coordination of cache resources. In this dissertation I show that cooperative caching sys-
tems can gain significant performance benefits by managing cluster CPU and disk resources as well.
Using load balancing techniques, cooperative caching systems can reduce CPU contention of re-
mote page requests at memory servers. Using prefetching techniques, cooperative caching systems
can leverage idle disk resources in the cluster to increase I/O bandwidth between cluster disk and
memory and further reduce disk stall time for I/O-bound applications. The performance benefits of
managing cluster memory, CPU, and disk resources together further demonstrates the advantages of
managing workstation clusters more as loosely-coupled multicomputers than individual machines.
This dissertation has also shown that Web proxy caching in wide-area networks can benefit from the use of cooperative caching techniques, but only to a limited degree. Large-scale cooperative Web caching systems achieve most of their performance gains at the scale of a medium to large city. Although there have been a number of various large-scale cooperative Web caching algorithms proposed, this evaluation suggests that Web caching algorithms do not need to scale beyond the bounds of a metropolitan area. Instead, further efforts on Web caching should, for example, focus more on techniques for improving the cacheability of Web objects, particularly with the advent of new types of content such as streaming media and XML databases.
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