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Abstract

Some Fundamental Issues of Constrained Layer Damping Treatments

Yao-Hsin Huang

Chairperson of the Supervisory Committee:
Associate Professor Reinhal, Per G.
Department of Mechanical Engineering

Constrained layer damping (CLD) treatment is a widely used surface damping treatment for controlling vibration and noise. The most commonly used mathematical formulation for a beam with the CLD treatment was developed by Mead and Markus. In their formulation, the longitudinal displacements of the base beam and the constraining layer are assumed to be dependent. As a result, the Mead-Markus formulation only applies for some boundary conditions. In the first issue, the error of the Mead-Markus formulation was investigated as a function of the thickness of viscoelastic layer and was shown to be large for certain common boundary conditions. A modified Mead-Markus formulation that allows the longitudinal motion of the base beam and constraining layer to be independent is suggested as a remedy.

The second issue in the dissertation is a study of thickness deformation of the viscoelastic material in CLD treatments. The first goal is to confirm experimentally that thickness deformation exists. The experimental results showed that our experimental method is able to measure thickness deformation as low as 0.5%. We found that thickness deformation increases as thickness of the viscoelastic layer increases. In addition, partial treatments tend to have larger thickness deformation than full treatments. The second goal is to evaluate the accuracy of a mathematical model developed by Miles and Reinhal that accounts for thickness deformation. Comparisons of the numerical results with the experimental measurements indicated that consideration of thickness deformation can improve the accuracy of existing constrained layer damping models when the thickness deformation is noticeable.
In the third issue, with a goal of reducing the weight penalty of CLD treatments, two feasibility studies were conducted to investigate the use of microcellular foam as damping and standoff layer material. Modified polyethylene terephthalate (PETG) microcellular foam was used in our studies. Our results show that the loss factor of PETG foam with densities from 42 kg/m$^3$ to 240 kg/m$^3$ is in the range of 2% to 8%. In addition, use of microcellular foam as standoff layer can reduce vibration amplitude up to 80% with only a 2% to 3% weight penalty.
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Chapter 1

INTRODUCTION

1.1 Constrained Layer Damping Treatments
Surface damping treatments have been widely used to reduce vibration amplitude, noise generation, and sound transmission associated with thin structures. These treatments are usually thin, lightweight, and durable. They can be easily applied to existing structures to provide high damping performance over wide temperature and frequency ranges. Surface damping treatments can be classified into two main groups. A treatment that is coated on one or both sides of a structure (as shown in Figure 1.1) is called free layer damping treatment. Whenever the structure is subjected to cyclic bending, the damping material is subjected to tension or compression deformation to dissipate the vibratory energy. If an elastic constraining layer is applied to restrict the free layer damping treatment, the damping material will deform in shear to dissipate vibratory energy. This type of damping treatment is called constrained layer damping treatment (see Figure 1.1). Constrained layer damping (CLD) has been proven to be more effective than free layer damping [1] and is the focus of our research.

CLD treatments have been utilized in many commercial and defense designs. The automotive industries use CLD treatments to reduce vibration in disc and drum brake pads. In the aerospace industry, these treatments provide significant damping in fuselages and wing skin of commercial airplanes. In high-speed computer disk drives, damping treatments have been used to effectively reduce noise and vibration level in the head slider suspension system, circuit board damper, and top cover. In addition, CLD treatments can also be found in consumer products such as appliances, audio equipments, and sports equipments.
Figure 1.1 Surface damping treatments
1.2 Mathematical Models for Constrained Layer Damping

The concepts of constrained layer damping were introduced by William Swallow in a British patent in 1939 [2]. The fundamental analysis work was developed by Ross, Ungar, and Kerwin [3]. In their research, they treated the problem by assuming (1) a perfect interface between each layer, (2) the same amount of transverse displacement in each layer, (3) damping only from the shearing of the viscoelastic layer, and (4) simply supported boundary conditions. This led to a single fourth order beam equation. DiTaranto [4] extended this analysis to include freely vibrating beams having unspecified boundary conditions. Based on DiTaranto's study and the assumptions made by Ross, Ungar, and Kerwin, Mead and Markus [5] derived an Euler-Bernoulli beam with general boundary conditions and obtained a sixth order equation of motion. We called it the Mead-Markus model. Figure 1.2 shows the displacement variables and dimension fields associated with the Mead-Markus model. The variables representing transverse and longitudinal displacements of the \( j \)-th layer are \( w_j(x', t) \) and \( u_j(x', t) \), respectively, where \( x' \) is the distance along the beam and \( t \) represents time. The subscripts 1, 2 and 3 of the variables indicate the base beam, the viscoelastic layer, and the constraining layer, respectively. The primes indicate that the physical quantities have not been non-dimensionalized. All the layers have length \( L \) and width \( b \). Each \( j \)-th layer has thickness \( H_j \), density \( \rho_j \), and complex shear moduli \( E_j^* \) and \( G_j^* \) with corresponding loss factors \( \eta_j \). (\( E_j \) and \( G_j \) without the superscript star are the real storage modulus in the equation).

In deriving the Mead-Markus model, the base beam and the constraining layer are assumed to undergo identical transverse displacements represented by \( w'(x', t) \). Furthermore, the Mead-Markus model assumes that the longitudinal displacements of the base beam \( u_1'(x', t) \) and the constraining layer \( u_3'(x', t) \) are dependent through the relation of \( E_1 A_1 u_1' = E_3 A_3 u_3' \), where \( E_1 A_1 \) and \( E_3 A_3 \) are axial rigidities of the base beam and the constraining layer, respectively. This leads to a sixth order equation of motion model that is currently widely applied in most constrained layer damping research:
Figure 1.2 Displacement variable fields of the Mead-Markus model

Figure 1.3 Displacement variable fields of the TD model
\[
\frac{\partial^8 w^\prime}{\partial x^8} - (g + \frac{bd^z G_{b, z}}{D_{i} H_{i}^2}) \frac{\partial^4 w^\prime}{\partial x^4} + \frac{m}{D_{i}} \frac{\partial^1}{\partial t^1} \left( \frac{\partial^4 w^\prime}{\partial x^4} - g \right) w^\prime = 0
\]  
(1.1)

where

\[
g = \frac{G_{b} b}{H_{i}^2} \left( \frac{1}{E_{i} b H_{i}} + \frac{1}{E_{b} b H_{b}} \right), \quad d = \frac{2H_{z} + H_{i} + H_{b}}{2}, \quad D_{i} = \frac{E_{i} b H_{i}^3}{12} + \frac{E_{b} b H_{b}^3}{12}
\]

and

\[
m = \rho_{e} b H_{e} + \rho_{b} b H_{b} + \rho_{s} b H_{s}
\]

In the Mead-Markus model, the assumption of \( E_{i} A_{i} u \hat{y} = - E_{b} A_{b} u \hat{z} \) limits the boundary conditions on the constraining layer and the base beam. In order to incorporate more selections of boundary conditions, the assumption is sometimes removed resulting in independent \( u \hat{y} \) and \( u \hat{z} \) [6.7]. We called the resulting model the modified Mead-Markus model (MMM).

Although the viscoelastic layer dissipates energy primarily through shear deformation, in some constrained layer designs, the viscoelastic layer may also dissipate energy through thickness deformation. A well-known example is the I-shape constrained layer used in the crown section of the Boeing 747 to eliminate turbulent boundary layer noise. To account for this thickness deformation, Miles and Reinhall [8] extended the Mead-Markus model by assuming that the constraining layer can move both longitudinally and transversely independent of the base beam. In their model, hereafter called the thickness deformation (TD) model, \( w_1(x', t) \) and \( w_3(x', t) \) represent the transverse displacements of the base beam and the constraining layer, respectively (see Figure 1.3). If \( w_1 = w_3 \) is assumed, the TD model reduces to the MMM model. If the longitudinal inertia is neglected and \( E_{i} A_{i} u \hat{y} = - E_{b} A_{b} u \hat{z} \) is assumed, the TD model reduces to the original Mead-Markus model.

Other theoretical models considering thickness deformation include Douglas and Yang [9] and Douglas [10], who modeled the viscoelastic layer as a viscoelastic
foundation capable of thickness deformation and performed experiments to
demonstrate the existence of thickness deformation. Sylwan [11] and Chen and Sheu
[12] modeled the viscoelastic layer by a spring-dashpot system to illustrate the
existence of thickness deformation. Austin and Inman [13] analyzed thickness
deformation of the viscoelastic layer using the method of modal strain energy.

1.3 Motivation and Objectives
Research on CLD has drawn a lot of attention in recent years. Many researchers have
been investigating the effectiveness of CLD with regard to the thickness of the
damping layer, the coverage size and the position of CLD relative to the vibrating
structure. Some innovative CLD treatments such as standoff CLD have been designed.
The application of active signal control and smart materials in CLD are other topics
being investigated. In an active constrained layer damping design, a piezoelectric
constraining layer replaces the traditional elastic constraining layer so that vibration of
signals can be measured, and the resulting signals are then fed back to the
piezoelectric constraining layer to control the vibration [7, 14, 15]. The search for new
materials with high damping ratio and the ability to withstand wide-range thermal and
intense acoustic and vibratory environments is an on-going effort.

In this dissertation, we studied and evaluated the validity of the mathematical
models for CLD. Utilization of microcellular foam materials as damping and standoff
layer in CLD was also examined. The following are brief descriptions of the three
specific issues we investigated:

• Issue 1: Analysis of the Mead-Markus model and its boundary conditions
  The most commonly used equation of motion for a constrained layer damped
  beam was developed by Mead and Markus. In the formulation of the Mead-
  Markus model, two important assumptions were made:
1. The thickness deformation of the viscoelastic layer was not considered. The transverse displacement is represented by using only variable \( w' \) for both the base beam and the constraining layer.

2. Two axial displacement variables \( u'_1 \) and \( u'_3 \) were used in the derivation of the equations of motions, but they are dependent. This is because an assumption was made regarding the relationship between \( u'_1 \) and \( u'_3 \):

\[
u'_i = C u'_i, \quad C = \frac{E_1 A_1}{E_3 A_3}
\]

(1.2)

where \( E_1 A_1 \) and \( E_3 A_3 \) are axial rigidities of the base beam and the constraining layer respectively.

When the assumption of \( u'_1 = C u'_3 \) is made, it automatically limits some boundary conditions. This limitation can be demonstrated, for example, by a cantilevered based beam with free-free constraining layer in a simple lab experimental setup. At the cantilevered end \( (x' = 0) \), the displacement \( u'_1 \) is equal to zero, and according to the assumption, the displacement \( u'_3 \) must be zero, too. However, physically, the displacement \( u'_3 \) is not necessarily zero. In this case, the axial displacements of the beam \( u'_1 \) and the constraining layer \( u'_3 \) are independent at the cantilevered end. Therefore, we see that this boundary condition violates the basic assumption of the Mead-Markus model. Alternatively, we can say that the Mead-Markus model cannot define this specific case.

In order to allow for a greater range of boundary conditions, the modified Mead-Markus model (MMM), that assumes the base beam and the constraining layer can move independently in the longitudinal direction [7] was developed. In this model, \( u'_1(x', t) \) and \( u'_3(x', t) \) are independent, and the transverse displacements of the base beam and the constraining layer are identical and
represented by a single field variable $w'$. In the MMM model, if the inertia associated with the longitudinal motion of the constraining layer and the base beam is neglected, the MMM model can be reduced to the Mead-Markus model.

In this dissertation, we report on a theoretical and experimental analysis of the Mead-Markus and MMM models. First, we show how the analytical frequency response function of the Mead-Markus and MMM models are computed. An investigation into the frequency response functions of the Mead-Markus and MMM models under different boundary conditions are reported. Finally, a description of our experimental setup and results follows. We focus on a specific set of boundary conditions that is excluded by the Mead-Markus model but can be handled by the MMM model.

- Issue 2: Thickness deformation of constrained layer damping

Thickness deformation of the viscoelastic layer has been considered an important factor in the modeling of the constrained layer damped beam by many theoretical studies. Results from these research efforts demonstrated the existence and significance of the thickness deformation of the viscoelastic layer. Despite these theoretical research results, there are reasons for pursuing a more thorough study in this area. First, previously used techniques to obtain thickness deformation have not employed direct measurements; therefore, thickness deformation could not be detected unless it far outweighed the shear deformation. For example, Douglas and Yang [9] measured mechanical impedances of the base beam and compared the impedances with theoretical predictions that assumed only thickness deformation and no shear deformation. The thickness deformation was not measured directly. Instead, agreement of the experimental and theoretical results indicated the existence of thickness deformation. Lack of direct measurements implies that thickness deformation cannot be quantified accurately for a given constrained layer design. Second, the 12th-order TD model has never been compared with experimental data and has not been used to calculate
frequency response functions (FRFs) numerically. The computation of FRFs is essential in assessing the contribution of the thickness deformation. After the FRFs are computed, the assumption of thickness deformation can then be evaluated by comparing with the MMM model.

Development of an experimental technique for direct measurement and obtaining numerical solutions for the TD model can help answer several important questions lingering in the damping community regarding thickness deformation. These include: Does thickness deformation become significant for a constrained layer treatment with a thin viscoelastic layer undergoing primarily shear deformation? For a given constrained layer design, how much energy dissipation will result from shear or thickness deformation? In order to answer these questions, we first confirm the existence of thickness deformation through direct measurements. Secondly, the accuracy of the TD model is evaluated by calculating the frequency response functions using the method of distributed transfer functions [16]. The theoretical predictions of the TD model are compared with results from the experiments and the MMM model.

• Issue 3: Utilization of microcellular foam materials in CLD
In designing CLD treatments, there are several factors to consider. First, the effectiveness of CLD treatments are often limited by the thermal environment that the structure is designed to operate in. Most viscoelastic materials have their highest loss factor in a limited temperature range, i.e., the glass transition temperature. Therefore, materials with significant loss factor over a wide temperature range are highly desirable. The second factor in CLD design is weight penalty. It is desirable to minimize the increase in weight due to the viscoelastic, standoff and constraining layers.

Microcellular foams commonly refer to closed-cell thermoplastic foams that have bubble diameters in the range of 5 to 50 micrometers and bubble densities exceeding $10^8$ bubbles per cubic centimeter. Because the foam material consists
of a large number of bubbles, the density of the foam becomes relatively low. In this regard, microcellular foams present many desirable features for CLD treatments. For example, it is light-weighted so it can be used in CLD as damping or standoff layer without incurring high penalty. The internal foam structure might be engineered to create different degrees of damping. In this issue, we study the feasibility of using microcellular foam in CLD applications. PETG microcellular foam is used as our testing specimen. The first feasibility study is to use microcellular foam as a damping layer in CLD. Two foam configurations were tested: uncompressed and compressed. To evaluate the damping performance, shear storage modulus and loss factor of the foams were measured following ASTM standard E756-80. The tests were repeated for foams with different densities. The second feasibility study is to use microcellular foam as a standoff layer. The damping performance of a CLD beam with different foams as the standoff layer was investigated, and the corresponding weight penalty is discussed.

1.4 Organization
The dissertation is organized into three main parts. Chapter 2 focused on the boundary conditions of the CLD beam and the Mead-Markus model. In chapter 3, we considered the behavior of thickness deformation in the CLD beam. The utilization of microcellular foam materials in CLD was investigated and discussed in chapter 4. Finally, chapter 5 contains conclusions of the dissertation and suggestions for future work.
Chapter 2

AN ANALYSIS OF THE MEAD-MARKUS MODEL AND ITS BOUNDARY CONDITIONS

The most commonly used beam model for constrained layer damping was developed by Mead and Markus [1]. In the model, three displacement variables were used but only two of them were independent. As a result, the Mead-Markus formulation only applies to a class of systems with boundary conditions described in Markus et al. [20], Rao [21], and Lifshitz and Leibowitz [22]. In this chapter, we first illuminate where the deficiency occurs and then propose a possible remedy. We report on a theoretical and experimental analysis of the Mead-Markus and the MMM models and show how the analytical frequency response function of the MMM model is computed. An investigation into the frequency response functions of the Mead-Markus model under some specific boundary conditions is reported. Finally, a description of our experimental setup and results follows. We focus on a specific set of beam boundary conditions which is frequently used in CLD research.

2.1 Limitations of the Mead-Markus Model

Figure 2.1 shows the displacement variable fields associated with the Mead-Markus model for an Euler-Bernoulli beam. The transverse displacement is represented by $w(x', t)$, and longitudinal displacement of the $j$-th layer is represented by $u_j(x', t)$, where $x$ is the position along the beam and $t$ is time. The subscripts 1, 2 and 3 refer to the base beam, the viscoelastic layer, and the constraining layer, respectively. All the layers have length $L$ and width $b$. The $j$-th layer has thickness $h_j$, and storage moduli
$E_j$ and $G_j$. In the Mead-Markus model, assuming equilibrium of axial force $P_1$ on the base beam and axial force $P_2$ on the constraining layer results in

$$E_i h_i b \frac{\partial u_i'}{\partial x} = -E_j h_j b \frac{\partial u_j'}{\partial x} \tag{2.1}$$

where $E_i h_i b$ and $E_j h_j b$ are axial rigidities of the base beam and the constraining layer, respectively. Integration of equation (2.1) with respect to $x$ leads to equation (8) of Mead and Markus [1], i.e.,

$$E_i h_i u_i' = -E_j h_j u_j' \quad \text{or} \quad u_i' = -\frac{E_j}{E_i} h_i u_i' \tag{2.2}$$

Note that $u_i$ and $u_j$ are no longer independent in equation (2.2) after the integration.

The presence of equation (2.2) has several profound implications. First, the dependence of $u_i'$ and $u_j'$ limits the boundary conditions allowed in the Mead-Markus formulation as shown in the following two examples. Example in Figure 2.1 illustrates a simple lab setup consisting of a cantilevered base beam and a free-free constraining layer. The proper boundary conditions at the left end should be

$$\frac{\partial u_i'(0,t)}{\partial x'} = 0 \quad \text{and} \quad u_i'(0,t) = 0 \tag{2.3}$$

which implies that $u_i'(0, t) \neq 0$ for the free-free constraining layer and violates the assumption made in equation (2.2) [6]. A more explicit example is the active system shown in Figure 2.2. A piezoelectric material is added between the constraining layer and the fixed wall at $x' = 0$. In addition, the displacement of the piezoelectric material is controlled by an external source $p(t)$. Therefore, the proper boundary conditions are
Figure 2.1 An example of passive CLD treatment of violation of the Mead-Markus model

Figure 2.2 An example of active CLD treatment of violation of the Mead-Markus model
\( u'_i(0, t) = p(t) \) and \( u'_i(0, t) = 0 \) \hspace{1cm} (2.4)

which obviously violate the assumption made in equation (2.2).

To incorporate the boundary conditions described in equation (2.3) or (2.4), one needs to understand that \( u'_1 \) and \( u'_3 \) are mathematically independent. The integration of equation (2.1) should result in

\[
u'_i(x) = -\frac{E_i h_i}{E_i h_i} u'_i(x) + C \]

\hspace{1cm} (2.5)

where \( C \) is not necessarily zero and takes the form

\[
C = -\frac{E_i h_i}{E_i h_i} u'_i(\xi) + u'_i(\xi) \]

\hspace{1cm} (2.6)

with \( \xi \) being an arbitrary point along the beam.

2.2 Theoretical Analysis

In the Mead-Markus model, the assumption of \( E_i A_i u'_1 = -E_3 A_3 u'_3 \) limits the boundary conditions on the constraining layer and the base beam. In order identify cases where this assumption made in the Mead-Markus model is valid, we investigated the frequency responses obtained from the Mead-Markus model with those obtained from the MMM model [7], which allows the base beam and the constraining layer to move independently in the longitudinal direction. In the MMM model, \( u'_i(x', t) \) and \( u'_j(x', t) \) are independent, and the transverse displacements of the base beam and the constraining layer are identical and represented by a single field variable \( w' \). Using the
same field variables and parameters as described in section 1.2.1, the following are the 
three equations of motion for the MMM model:

\[
\left( \frac{E_i b H_i}{12} + \frac{E_i b H_i}{12} \right) \frac{\partial^4 w'}{\partial x'^2} - G_i^b b H_i \left[ 1 + \frac{H_i + H_3}{H_i} \right] \frac{\partial^4 w'}{\partial x'^2} \\
+ m \frac{\partial^3 w'}{\partial t'^2} \left( H_i + 2H_2 + H_3 \right) \frac{\partial u'}{\partial x'} - \frac{\partial u'}{\partial x'} = 0
\]  \tag{2.7}

\[
\left( \rho_i b H_i \right) \frac{\partial^2 u'}{\partial t'^2} - E_i^b b H_i \frac{\partial^2 u'}{\partial x'^2} + \frac{G_i^b b}{H_i^2} (u' - u_i) - \frac{G_i^b b}{H_i^2} (2H_2 + H_i + H_3) \frac{\partial u'}{\partial x'} = 0
\]  \tag{2.8}

\[
\left( \rho_i b H_i \right) \frac{\partial^2 u'}{\partial t'^2} - \frac{E_i^b b}{H_i^2} \frac{\partial^2 u'}{\partial x'^2} - \frac{G_i^b b}{H_i^2} (u' - u_i) - \frac{G_i^b b}{H_i^2} (2H_2 + H_i + H_3) \frac{\partial u'}{\partial x'} = 0
\]  \tag{2.9}

If equation (2.8) and (2.9) are added together and the longitudinal inertia is neglected, 
and then substitute into equation (2.7), the MMM model can be reduced to the original 
Mead-Markus model without the applied loading.

### 2.2.1 Solving Equations of Motion for the MMM model

The frequency responses given by these two models were computed by using the 
distributed transfer function method developed by Yang and Tan [16]. Here we show 
the procedure to obtain frequency response function (FRF) for the MMM model.

First, the field variables in the equations of motion and the boundary conditions 
are non-dimensionalized in the Laplace transform domain by the following relations:

\[
x = \frac{x'}{L}, \quad s = s' \sqrt{\frac{L'}{D'}}, \quad \text{where} \quad \rho = \rho_i + \rho_i + \rho_i.
\]

\[
 w(x,s) = \frac{w(x',s')}{H_i}, \quad u_i(x,s) = \left( \frac{U_i b H_i E_i}{D_i H_i} \right) \bar{u}_i(x,s), \quad u_i(x,s) = \left( \frac{U_i b H_i E_i}{D_i H_i} \right) \bar{u}_i(x,s)
\]
The field variables $\bar{w}(x',s')$, $\bar{u}_1(x',s')$, and $\bar{u}_3(x',s')$ are the Laplace transform of $w(x',s')$, $u_1(x',s')$, and $u_3(x',s')$. The normalized equations of motion can then be expressed in matrix form in the Laplace transform domain as:

$$
\begin{bmatrix}
D' \frac{\partial^2}{\partial x^2} + s^2 & 0 & 0 \\
0 & -E_i \frac{\partial^2}{\partial x^2} + s^2 \beta_i & 0 \\
0 & 0 & -E_i \frac{\partial^2}{\partial x^2} + s^2 \alpha_i
\end{bmatrix} + \varepsilon \begin{bmatrix}
-\frac{\partial^2}{\partial x^2} - \beta_i \frac{\partial}{\partial x} \beta_i & \frac{\partial}{\partial x} \frac{\partial}{\partial x} \\
\beta_i \frac{\partial}{\partial x} \beta_i & -\beta_i \beta_i \\
-\beta_i \frac{\partial}{\partial x} \beta_i & \beta_i
\end{bmatrix} \begin{bmatrix}
\bar{w}(x,s) \\
\bar{u}_1(x,s) \\
\bar{u}_3(x,s)
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
$$

(2.10)

where

$$
\varepsilon = \frac{G, h, d, E_i, L_i}{D'}, \quad D' = \frac{(bH' + \frac{1}{12} E')}{D},
$$

$$
\beta_i = \frac{1}{dH} \sqrt{\frac{D_i}{bH, E_i}}, \quad \beta_i = \frac{1}{dH} \sqrt{\frac{D_i}{bH, E_i}}, \quad \alpha_i = \frac{D_i}{\rho bH, E_i}, \quad \alpha_i = \frac{D_i}{\rho bH, E_i}
$$

The equations of motion can be expressed in state space form as

$$
\frac{dy(x,s)}{dx} = F(s) \cdot y(x,s)
$$

(2.11)

where

$$
 y(x,s) = \begin{bmatrix}
\frac{dw}{dx}, \frac{d^2w}{dx^2}, \frac{d^3w}{dx^3}, \frac{du_1}{dx}, \frac{du_1}{dx}, \frac{du_1}{dx}
\end{bmatrix}^T
$$

(2.12)
\[ F(s) = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-e_s^2 & 0 & -e_{\beta_{12}} & 0 & -e_{\beta_{11}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \]

The normalized boundary conditions can also be expressed in state space form as

\[ M(s) y(0, s) + N(s) y(1, s) = g(s) \quad (2.13) \]

where

\[ g(s) = [P(s), 0, 0, 0, 0, 0, 0, 0, 0]^T \quad (2.14) \]

For the boundary conditions of a cantilevered base beam with free-free constraining layer as mentioned in example (1) in Figure 2.2, the \( M \) and \( N \) in (2.13) is

\[ M(s) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \quad \text{and} \quad N(s) = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \]

\( P(s) \) in (2.14) is the displacement excitation. The solution of (2.11) under boundary conditions (2.13) is
\begin{equation}
    y(x, s) = e^{F_{11}x} \cdot A^{-1}(s) \cdot g(s)
\end{equation}

where

\begin{equation}
    A(s) = M(s) + N(s) \cdot e^{F_{11}}
\end{equation}

The transverse displacement \( w \) is the first element of \( y(x, s) \) as expressed in (2.12). Equation (2.15) can be evaluated at the cantilevered end \( (x = 0) \) and the free end \( (x = 1) \). We can then obtain the normalized transfer function \( w(1, s) / w(0, s) \).

2.2.2 Theoretical Results

Seven theoretical beam FRFs simulation were investigated. Their boundary conditions are the combinations from six different cases as shown in Table 2.1. The dimensions and properties of each layer in the CLD beam are listed in Table 2.2. In the analytical simulation, the storage modulus and the loss factor of the viscoelastic material were obtained from the experimental data presented by Soovere and Drake [23]. The Poisson ratio for the viscoelastic layer was assumed to be a constant 0.45. The loss factors \( \eta_1 \) and \( \eta_3 \) of the untreated aluminum beam were extracted experimentally.

The FRFs of case A in Figure 2.3 show that there is no difference between these two models since the Clamped (2) boundary condition makes the longitudinal motion of the constraining layer and the base beam zero at the fixed end. It does not violate the assumption of \( E_{1}, \eta_{1}u'_{1} = -E_{1}, \eta_{1}u'_{1} \) made in the Mead-Markus formulation. However, if we change the boundary conditions to that mentioned in the first example (case B), the Mead-Markus model becomes insufficient to define the boundary conditions. In order to define the Clamped (1) boundary conditions in the Mead-Markus formulation,
Table 2.1 Boundary conditions of CLD beam

<table>
<thead>
<tr>
<th>Boundary Conditions</th>
<th>Mathematical Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The Mead-Markus Model</td>
</tr>
<tr>
<td>( x' \longrightarrow w'(x',t) )</td>
<td>( u_i(x,t) )</td>
</tr>
<tr>
<td>Free</td>
<td>( P = 0 ) ( M = 0 ) ( S = 0 )</td>
</tr>
<tr>
<td>Clamped-1</td>
<td>Undefined</td>
</tr>
<tr>
<td>Clamped-2</td>
<td>( w' = 0 ) ( \frac{\partial w'}{\partial x} = 0 ) ( u' = 0 ) ( \frac{\partial u'}{\partial x} = 0 )</td>
</tr>
<tr>
<td>Pinned-1</td>
<td>Undefined</td>
</tr>
<tr>
<td>Pinned-2</td>
<td>( w' = 0 ) ( P = 0 ) ( M = 0 ) ( u' = 0 ) ( \frac{\partial u'}{\partial x} = 0 ) ( \frac{\partial u'}{\partial x} = 0 ) ( M = 0 )</td>
</tr>
</tbody>
</table>

P : Axial Force  M : Bending Moment  S : Shear Force  :Shear Stress in the VEM

Table 2.2 Dimension and properties of the test CLD beam

<table>
<thead>
<tr>
<th>Specimen 1</th>
<th>Base beam</th>
<th>Viscoelastic layer</th>
<th>Constraining layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (mm)</td>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>Width (mm)</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Thickness (mm)</td>
<td>2.2</td>
<td>0.75</td>
<td>0.80</td>
</tr>
<tr>
<td>Material</td>
<td>Al 2024</td>
<td>ISD 112</td>
<td>Al 2024</td>
</tr>
<tr>
<td>Modulus (MPa)</td>
<td>E: 69000</td>
<td>G: 0.1 ~ 0.6</td>
<td>E: 69000</td>
</tr>
<tr>
<td>Loss Factor (%)</td>
<td>0.03 ~ 0.01</td>
<td>30 ~ 110</td>
<td>0.03 ~ 0.01</td>
</tr>
<tr>
<td>Mass density (Kg/m³)</td>
<td>2700</td>
<td>1060</td>
<td>2700</td>
</tr>
</tbody>
</table>
Figure 2.3 Theoretical analysis of cases A and B
the best available option is to use Clamped (2) boundary conditions. This assumption to replace the boundary conditions of Clamped (1) by those of Clamped (2) in the Mead-Markus model might cause some discrepancies between the FRFs from these two models as shown by case B in Figure 2.2. From the theoretical results, the FRFs predicted from these two models are identical except for the first mode where the resonant frequency obtained from the MMM model is lower than the one from the Mead-Markus model. A big difference is also observed in the amplitude. The error from the amplitude difference increases as the thickness of the viscoelastic layer material (VEM) layer increases.

Case C in Figure 2.4 shows the Clamped (2) – Clamped (2) boundary conditions. We analyzed the FRFs from the left (fixed) end to the beam center. There is no problem for the Mead-Markus model to define the boundary conditions in case C. However, the model cannot define case D and case E boundary conditions. Again, case C becomes the best way to model cases D and E in the Mead-Markus model. The results show a difference in amplitude at the first mode and the errors increase when VEM becomes thinner. We also investigated the two cases shown in Figure 2.5. The pinned ends in case G allowed the base beam to move axially. Our examples demonstrate the insufficient ability of the Mead-Markus mode in formulating some specific boundary conditions, resulting in some possible errors. Note there is no appreciable difference between the two formulations at mode 2 or higher for cases D, E, and G.

2.3 Experimental Analysis
In order to verify the difference shown in the theoretical results, we experimentally evaluated case B which shows the significant diversity between the Mead-Markus and the MMM models. Figure 2.6 shows a schematic drawing of our experimental setup. The specimen was constructed by laminating a viscoelastic layer and a constraining layer to a base beam. The configurations are shown in Table 2.2. The specimen was
Figure 2.4 Theoretical analysis of cases C, D, and E
Figure 2.5 Theoretical analysis of cases F and G
cantilevered at its base to a shaker with all ends of the viscoelastic and constraining layers remaining free. A signal generator powers the shaker with Gaussian broadband noise. An accelerometer was mounted at the base beam’s cantilevered end to measure the excitation of the specimen’s cantilevered end, and a laser vibrometer was used to measure the response of the specimen’s free end. The laser vibrometer and the accelerometer were connected to a spectrum analyzer. Because the shear modulus is sensitive to temperature variations, the ambient temperature was maintained at 68°F. In our experiments, we observed the behavior of the first mode. In order to obtain high resolution of the frequency response function, the frequency range was set from 60 Hz to 80 Hz, and the average times for signals collecting was set to be 20 times.

Some calibration tasks were carried out before the actual experiments were conducted. These tasks include self-calibration between the accelerometer and the vibrometer. The location for placing the accelerometer on the shaker armature was also examined. The test results showed that the placement location of the accelerometer does not affect the frequency response of the beam.

The frequency response was obtained by computing the transfer function between the vibrometer and accelerometer outputs. During the experiments, the acceleration \( \frac{\partial^2}{\partial t^2} w'(0, t) \) of the cantilevered end and the velocity \( \frac{\partial}{\partial t} w'(0, t) \) of the free end were monitored. Then the spectrum analyzer calculated the frequency response function of the specimen \( W'(\omega')=W'(L, \omega')/W(0, \omega') \) where \( \omega' \) is the frequency, and \( W'(x', \omega') \) are the Fourier spectrum of \( w'(x', t) \). The coherence of the input and output signals was also monitored to ensure that reasonable results were obtained.

Figure 2.7 shows the comparison of the experimental results and theoretical predictions for mode 1. The peak of the magnitude and the natural frequency from the theoretical prediction by the Mead-Markus model is 7.2 m/m and 88 Hz. The peak of the magnitude and the natural frequency from the MMM model prediction is 24 m/m and 71 Hz. The MMM model predictions are very close to the experimental results (18.5 m/m for the peak magnitude and 68.38 Hz for the natural frequency). Our
Figure 2.6 Experimental analysis of case B
Figure 2.7 Experimental FRFs of case B
results show that the MMM model can accurately predict the vibration behavior of the constrained layer damped beam.

2.4 Conclusions

In this chapter, the limitations of the Mead-Markus model were demonstrated both theoretically and experimentally. We note that careful attention to the boundary conditions must be exercised when predicting the behavior of the first mode using the Mead-Markus model. For certain boundary conditions more accurate results can be obtained by using the MMM model.
Chapter 3

THICKNESS DEFORMATION OF CLD: AN EXPERIMENTAL AND THEORETICAL EVALUATION

This chapter presents a study of thickness deformation of the viscoelastic material in constrained layer damping treatments. The first goal of the study is to confirm experimentally through direct measurements that thickness deformation exists. The second goal is to evaluate the accuracy of a mathematical model developed by Miles and Reinhall [8] also called the TD model, that accounts for thickness deformation. FRFs were calculated by using the method of distributed transfer functions by Yang and Tan [16].

3.1 Experimental Setup and Procedure

Figure 3.1 shows the experimental setup. The constrained layer specimen was cantilevered at its base to a shaker with all ends of the viscoelastic and constraining layers remaining free. The shaker was driven by a signal generator with Gaussian broad band noise. An accelerometer mounted at the base beam’s cantilevered end measured the input excitations from the shaker. Two laser vibrometers measured the response of the free end of the base beam and the constraining layer simultaneously. Both the shaker and the laser vibrometers were mounted on an isolation table. A spectrum analyzer computed the FRFs between the accelerometer inputs and the vibrometer outputs. To obtain high resolution, the zoom function was used to measure the FRF mode by mode. The coherence of the signals was monitored throughout the experiments. The ambient temperature was maintained at 68°F since the storage modulus of the viscoelastic material is sensitive to temperature variations.
Figure 3.1 Schematic drawing of experimental setup
Three groups of constrained layer damped beams were tested. Group 1 was fully treated, and groups 2 and 3 were partially treated. Table 3.1 lists the dimensions and configurations of the specimens for each group. The specimens in group 2 have longer partial damping treatments than those from group 3, so that thickness deformation of different sizes of damping treatments could be evaluated. In Table 3.1, E indicates the cantilevered end and M indicates the measuring point. In addition, for each group, three specimens (#1, #2, and #3) with different thickness of viscoelastic layers were fabricated so that the thickness deformation of "thin" to "thick" viscoelastic layers could be investigated. Table 3.1 lists the dimensions and material properties that were the same for all three specimen groups, such as the beam width and complex modulus. For the rest of this chapter, the subscript AB in $S_{AB}$ refers to the specimen number B in Group A. In setting up the experiment, several design issues were considered. These included clamping condition, thickness of viscoelastic layers, single vs. double cantilever designs, measurement details, and vibrometer calibration. These issues are explained in detail as follows.

- **Clamping:** To simulate the fixed-end boundary condition, a pair of aluminum brackets sandwiching the base beam were bolted to the shaker. Figure 3.2 shows a schematic drawing of the clamp. Note that the brackets did not clamp the constraining layer or the viscoelastic layer. Clamping those layers would have produced significant deformation of the viscoelastic layer. Moreover, the deformation of the soft viscoelastic layer would make the boundary condition significantly different from a fixed end. Because the chosen clamping condition (Figure 2.2) violates the Mead-Markus assumption $E_1 A_1 u_1 = - E_3 A_3 u_3'$ [6], the experimental results could only be used to validate the MMM model.

- **Thickness of Viscoelastic Layer:** Specimens #2 and #3 in every group have viscoelastic layers that are thicker than commercially available products. These thicker viscoelastic layers were fabricated by stacking 3M ISD 112 products (20
Table 3.1 Dimensions and the material properties of specimens in each group

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Base beam</th>
<th>Viscoelastic layer</th>
<th>Constraining layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>12 mm</td>
<td>12 mm</td>
<td>12 mm</td>
</tr>
<tr>
<td>Thickness</td>
<td>2.2 mm</td>
<td>#1 0.51 mm</td>
<td>0.80 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>#2 1.02 mm</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>#3 2.04 mm</td>
<td></td>
</tr>
<tr>
<td>Material</td>
<td>Al 2024</td>
<td>ISD 112</td>
<td>Al 2024</td>
</tr>
<tr>
<td>Modulus</td>
<td>E: 69000 MPa</td>
<td>G: 0.1 ~ 0.6 MPa</td>
<td>E: 69000 MPa</td>
</tr>
<tr>
<td>Loss Factor</td>
<td>0.29%</td>
<td>30 % ~ 90%</td>
<td>0.29%</td>
</tr>
<tr>
<td>Mass density</td>
<td>2700 Kg/m³</td>
<td>1060 Kg/m³</td>
<td>2700 Kg/m³</td>
</tr>
</tbody>
</table>

Table 3.2 Configurations and dimensions of specimen groups

<table>
<thead>
<tr>
<th>Group</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration</td>
<td><img src="image" alt="Configuration Diagram" /></td>
<td><img src="image" alt="Configuration Diagram" /></td>
<td><img src="image" alt="Configuration Diagram" /></td>
</tr>
<tr>
<td>Base beam length (L)</td>
<td>150 mm</td>
<td>150 mm</td>
<td>150 mm</td>
</tr>
<tr>
<td>Viscoelastic layer length</td>
<td>150 mm</td>
<td>75 mm = L/2</td>
<td>36.5 mm = L/4</td>
</tr>
<tr>
<td>Constraining layer length</td>
<td>150 mm</td>
<td>75 mm = L/2</td>
<td>36.5 mm = L/4</td>
</tr>
</tbody>
</table>

(E: cantilevered end, M: measurement location)
Figure 3.2 The design of the cantilevered end for specimens
mil). Since ISD 112 is pressure-sensitive and self-adhesive, the effect of this lamination on the overall viscoelastic material properties cannot be assessed rigorously. This might introduce uncertainties in interpreting the experimental results.

- **Measurement Details:** In the experiments, two laser vibrometers simultaneously measured the transverse displacement of the base beam \( w'(x', t) \), and the transverse displacement of the constraining layer \( w''(x', t) \). For the fully treated beams, the measurement point was at the free end. For the partially treated beams, the measurement points were at the end points of the constraining layers (see Table 3.2). Care was taken to find measuring points that were exactly at the same location but on opposite sides of the test beam.

  During the experiments, the acceleration \( \frac{d^2}{dt^2} w''(0, t) \) of the cantilevered end was measured as the input excitation. The spectrum analyzer was used to compute the FRFs of the base beam and the constraining layer through \( W_b(\omega) = W'(L, \omega) / W'(0, \omega) \) and \( W_c(\omega) = W''(L, \omega) / W''(0, \omega) \), respectively, where \( \omega \) is the frequency, and \( W'(x', \omega) \) and \( W''(x', \omega) \) are the Fourier spectrum of \( w'(x', t) \) and \( w''(x', t) \). The first six modes ranging from 0 to 8000 Hz were measured.

- **Vibrometer Calibration:** To ensure that both vibrometers have identical calibration, transverse vibration of an untreated base beam at the free end was measured simultaneously by the two vibrometers from opposite sides. Comparison of FRFs obtained from both vibrometers and the accelerometer indicates that the difference is less than 0.5% of the transverse vibration.
3.2 Experimental Results

Figure 3.3 shows the magnitude of $W_b$ and $W_c$ for specimen S13 (fully treated, 2.04 mm viscoelastic layer) at six different modes. Note that the difference between the magnitude of the FRF for the base beam $|W_b|$ and the magnitude of the FRF for the constraining layer $|W_c|$ becomes more noticeable as the frequency increases from the first mode to the sixth mode. (The measured phases of $W_b$ and $W_c$ are identical over the entire frequency range and are therefore not shown in the figure.) Also, $|W_b|$ is always greater than $|W_c|$. Specimens S11 and S12, with thinner viscoelastic layers, have the same vibration behavior.

Figure 3.3 also demonstrates that direct measurements can detect small amounts of thickness deformation that would have been very difficult to detect using indirect techniques. Figures 3.4 and 3.5 show the magnitude of $W_b$ and $W_c$ for specimens S23 and S33 at six different modes. Recall that these specimens were partially treated with different lengths of damping treatments. The results show that $|W_b|$ is not always greater than $|W_c|$. Instead, $|W_b|$ is greater than $|W_c|$ at odd numbered modes, and smaller at even numbered modes. Other specimens in groups 2 and 3 showed the same behavior.

To quantify the thickness deformation of all specimens on an equal basis, a relative thickness deformation (RTD) index is defined as $(|W_b| - |W_c|)/|W_b|$. Figure 3.6 shows RTD versus frequency for all specimens. The markers denote the experimental RTD at resonant frequencies. There are several noteworthy features in Figure 3.6. First, RTD increases as thickness of the viscoelastic layer increases. Second, partially treated specimens with shorter damping treatments have greater RTD. Third, for group 1 (i.e., fully treated specimens), frequency seems to play an influential role in the thickness deformation. RTD increases as frequency increases, implying that thickness deformation becomes more noticeable at higher frequency ranges. For partially treated specimens in groups 2 and 3, however, modes instead of frequencies, seem to dominate RTD. For example, RTD at mode 3 (near 1250 Hz) is greater than that at mode 4 (near
Figure 3.3 FRFs of specimen S13
Figure 3.4 FRFs of specimen S23
Figure 3.5 FRFs of specimen S33
Figure 3.6 RTD index for all specimens
2450 Hz) for all specimens in these two groups. Finally, vibrometer calibration ensures that our direct measurement technique can detect thickness deformation with RTD as low as 0.5%.

3.3 Theoretical Analysis

Our theoretical analysis can be divided into three parts. The first part is to normalize and rewrite the equations of motion derived by Miles and Reinhall [8] into a state-space representation. Then the method of distributed transfer functions [16] is used to compute the FRFs predicted from the TD model.

The second part is to compare the FRFs predicted from the TD model with those predicted from the MMM model. Comparison with the original Mead-Markus model is not possible, because the Mead-Markus model cannot describe the boundary conditions at the cantilevered end (Trompette et al., 1978). The third part of this section compares the theoretical predictions from both models with the experimentally measured FRFs. Modeling partially treated beams substantially increases the order of the TD model. Therefore, for the purpose of demonstrating the concept, the theoretical analysis will only focus on fully treated beams.

3.3.1 Solving Equations of Motion for the TD Model

The variable fields used in the TD model are shown in Figure 1.2. Let \( x' \) and \( t \) be the space and time variables. In addition, the transverse and longitudinal displacements of the \( j \)-th layers are \( w_j'(x', t) \) and \( u_j'(x', t) \), respectively. Furthermore, \( \tilde{w}_j'(x', s') \) and \( \tilde{u}_j'(x', s') \) are Laplace transforms of \( w_j'(x', t) \) and \( u_j'(x', t) \), where \( s' \) is the Laplace transform parameter. The subscripts \( j = 1, 2, 3 \) refer to the base beam, the viscoelastic layer, and the constraining layer, respectively. For the \( j \)-th layer, the thickness is \( H_j \), density is \( \rho_j \), Poisson’s ratio is \( \nu_j \), complex shear modulus \( G_j^* \), and complex Young’s modulus \( E_j^* \). Moreover, \( G_j^* = G_j(1+i\eta_j) \), where \( G_j \) is the storage modulus and \( \eta_j \) is the loss factor. Similarly, \( E_j^* = E_j(1+i\eta_j) \), where \( E_j = 2(1+\nu_j)G_j \). All three layers have rectangular cross sections with the same length \( L \) and width \( b \).
To derive the equation of motion, the first step is to define a dimensionless space variable \(x\) and a dimensionless Laplace transform variable \(s\) as

\[
x = \frac{x'}{L}, \quad s = s' \cdot \frac{L/V}{l/E},
\]

(3.1)

Then the variable fields in the TD model are non-dimensionalized in the Laplace transform through

\[
w_1(x,s) = \frac{\bar{w}_1(x';s')}{H_1}, \quad w_3(x,s) = \frac{\bar{w}_3(x';s')}{H_1}
\]

\[
u_1(x,s) = \bar{u}_1(x';s') \cdot \frac{L}{H_1} \sqrt{\frac{A_1}{l_1}}, \quad u_3(x,s) = \bar{u}_3(x';s') \cdot \frac{L}{H_1} \sqrt{\frac{A_1}{l_1}}
\]

(3.2)

(3.3)

With the dimensionless variables \(w_1, w_3, u_1,\) and \(u_3,\) the equations of motion derived by Miles and Reinhall (1986) can be normalized and expressed in the following matrix form

\[
\begin{bmatrix}
s^2 + C_1 + \frac{d^4}{dx^4} & -C_1 & 0 & 0 \\
-C_1 & C_1 + C_4 s^2 + C_4 \frac{d^4}{dx^4} & 0 & 0 \\
0 & 0 & C_4 s^2 - \frac{d^2}{dx^2} & 0 \\
0 & 0 & 0 & C_4 C_4 s^2 - C_4 \frac{d^2}{dx^2}
\end{bmatrix} \begin{bmatrix} w_1 \\ w_3 \\ u_1 \\ u_3 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}
\]

(3.4)
The coefficients in (3.4) are

\[ C_i = \frac{L_i^* M_i}{I_i E_i}, \quad C_\alpha = \frac{I_\alpha E_i}{I_i E_i}, \quad C_\gamma = \frac{I_\gamma}{L_i^* A_i}, \quad C_\delta = \frac{A_i E_i}{A_i E_i} \]

(3.5)

\[ B_i = \frac{T_i}{L_i}, \quad B_\alpha = \frac{T_i}{A_i}, \quad B_\gamma = \frac{I_\gamma}{\sqrt[I_i A_i H_i^2 T_i]}, \quad B_\delta = \frac{I_\delta}{\sqrt[I_i A_i H_i^2 T_i]} \]

(3.6)

\[ \xi = \frac{bG^j H_i T_i}{l_i E_i} \]

(3.7)

where

\[ A = b \cdot H, \quad I_j = \frac{b H_j}{12}, \quad j = 1, 2, 3 \]

(3.8)

\[ V_i = \rho A_i + \frac{\rho A_i}{2}, \quad V_\gamma = \rho A_\gamma + \frac{\rho A_\delta}{2} \]

and

\[ T_i = \frac{1}{2} \left( \frac{1}{3} + \frac{H_i}{H_i^2} + \frac{H_i^2}{2 H_i^2} \right), \quad T_\alpha = \frac{1}{2} \left( \frac{1}{3} + \frac{H_\alpha}{H_\alpha^2} + \frac{H_\alpha^2}{2 H_\alpha^2} \right), \quad T_\gamma = \frac{1}{2} \left( \frac{1}{3} + \frac{H_\gamma}{H_\gamma^2} + \frac{H_\gamma^2}{2 H_\gamma^2} \right) \]

(3.9)

\[ M_i = \frac{1}{2} (1 + \frac{H_i}{H_i^2}), \quad M_\alpha = \frac{1}{2} (1 + \frac{H_\alpha}{H_\alpha^2}), \quad M_\gamma = \frac{E^* A_\gamma}{H_\gamma^2} \]

(3.10)

(3.11)

To rewrite (3.4) into a state-space form, define a state vector

\[ y(x,s) = \begin{pmatrix} w_1, \frac{d^2 w_1}{dx^2}, \frac{d^4 w_1}{dx^4}, w_2, \frac{d^2 w_2}{dx^2}, \frac{d^4 w_2}{dx^4}, w_3, \frac{d^2 w_3}{dx^2}, \frac{d^4 w_3}{dx^4}, u_1, \frac{du_1}{dx}, u_2, \frac{du_2}{dx} \end{pmatrix}^T \]

(3.12)

Then equations of motion (3.4) can be rewritten as

\[ \frac{dy(x,s)}{dx} = F(s) \cdot y(x,s) \]

(3.13)
where

$$F(s) =$$

$$\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-C_1 - s^2 & 0 & E_i & 0 & C_i & 0 & \mathcal{B}_{12} & 0 & 0 & \mathcal{B}_{13} \\
0 & E_i & 0 & E_i & 0 & E_i & 0 & 0 & E_i & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
C_i, E_i & 0 & \mathcal{B}_{12} & -C_i - C_i s^2 & 0 & \mathcal{B}_{12} & 0 & 0 & \mathcal{B}_{13} & 0 & \mathcal{B}_{13} \\
C_i, E_i & 0 & \mathcal{B}_{12} & -C_i - C_i s^2 & 0 & \mathcal{B}_{12} & 0 & 0 & \mathcal{B}_{13} & 0 & \mathcal{B}_{13} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & \mathcal{B}_{12} & 0 & 0 & \mathcal{B}_{13} & 0 & 0 & -C_i s^2 + \mathcal{B}_{12} & 0 & \mathcal{B}_{13} & 0 \\
0 & E_i & 0 & E_i & 0 & E_i & 0 & -C_i s^2 + \mathcal{B}_{12} & E_i & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & \mathcal{B}_{12} & 0 & 0 & \mathcal{B}_{13} & 0 & 0 & \mathcal{B}_{13} & 0 & C_i C_i s^2 - \mathcal{B}_{13} & 0 \\
C_i, E_i & 0 & 0 & 0 & 0 & 0 & 0 & C_i, E_i & 0 & C_i, E_i & 0 \\
\end{bmatrix}$$

(3.14)

and

$$E_i' = (1 + i \cdot \eta_i), \quad E_i^* = (1 + i \cdot \eta_i)$$

Consider the boundary conditions shown in Figure 2.6 where we let the both ends of constraining layer free and cantilevered the base beam on the shaker. In addition, let $P(s)$ be the normalized displacement excitation from the shaker. We also normalized the dimension and made the length of base beam become 1. Therefore, we obtained the normalized boundary conditions in the state space form as:

$$M(s)y(0, s) + N(s)y(1, s) = g(s)$$

(3.15)

where

$$g(s) = \begin{bmatrix} P(s) \\ 0.0.0.0.0.0.0.0.0.0.0.0 \end{bmatrix}^T$$

(3.16)
and

\[
M(s) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{K_T}{E_s} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{K_T}{E_s} & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(3.17)

\[
N(s) = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{K_T}{E_s} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{K_T}{E_s} & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{K_T}{E_s} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{K_T}{E_s} & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(3.18)

In addition, \( K_I \) and \( K_J \) in (3.17) and (3.18) are

\[
K_I = \frac{bG^sL^sH^s_1}{I_sE_s}, \quad K_J = \frac{bG^sL^sH^s_2}{I_sE_s}
\]

(3.19)

According to Yang and Tan (1992), the solution of (3.13) with boundary conditions (3.15) is
\[ y(x,s) = e^{\kappa x} \cdot A^{-1}(s) \cdot g(s) \]  

(3.20)

where

\[ A(s) = M(s) + N(s) \cdot e^{\kappa x} \]  

(3.21)

In computing the FRFs of the base beam and the constraining layer, \( P(s) \) was set to 1 and the transverse displacements \( w_1 \) and \( w_2 \) are the first and the fifth element of \( y(x,s) \); see (3.12). Similarly, the matrix equations of motion of the MMM model derived by Shen (1994) can be normalized and solved to obtain the transverse displacement of the base beam.

3.3.2 Theoretical Results

The purpose of the numerical simulations was to predict the FRFs of the fully treated specimens in group 1 through the use of the TD and the MMM models. In the simulations, the storage modulus and loss factor of the viscoelastic material were obtained from the experimental data presented by Soovere and Drake (1985). The Poisson ratio of the viscoelastic layer was assumed to be a constant 0.45. The dimensions and material properties of the base beam and the constraining layer are specified in Tables 3.1 and 3.2.

Figure 3.7 shows the predicted FRF of specimen \( S_{13} \) using the TD model. The FRFs for the base beam and the constraining layer agree well in the low frequency entire frequency range (not observable from in the figures). Also, the constraining layer has a larger displacement than the base beam.

Figure 3.8 compares the FRFs predicted from the MMM and the TD models for specimen \( S_{11} \) and \( S_{13} \) (i.e., "thin" versus "thick" viscoelastic layer). The FRFs predicted from the MMM and the TD models agree well in the low frequency range, but diverge significantly in the high frequency range (especially \( S_{13} \)). The experimental results discussed in Section 3.2 and shown in Figure 3.3 are plotted again in Figure 3.8 for comparison. In general, the TD model gives better prediction of
Figure 3.7 Theoretical FRFs for specimen S13 based on the TD model
resonant frequencies when thickness deformation is present. Nevertheless, both the TD and the MMM models do not predict the resonance amplitude with high accuracy. This discrepancy is likely a result of the fact that actual properties of viscoelastic materials can often deviate substantially from published values. To evaluate this, a sensitivity analysis was done by varying the Poisson's ratio from 0.35 to 0.49, and varying the complex shear modulus $G_2^*$ from 50% to 150% of the published values. The analysis show that changes of to the Poisson ratio does not change FRFs significantly. However, as shown in Figure 3.9, increasing $G_2^*$ substantially reduces the deviation between experimental and theoretical FRFs.

The validity of the TD model is also demonstrated in Figure 3.10, which compares the theoretical and experimental RTD (Note that the MMM model always results in zero RTD). Figure 3.10 shows that the TD model adequately predicts the experimental RTD. Results from the TD model lie within the bounds from the sensitivity analysis.

3.4 Conclusions

1. A technique that allows direct measurement of thickness deformation in constrained layer treatments is demonstrated in this chapter. This direct measurement technique is feasible and can detect thickness deformation with relative thickness deformation (RTD) as low as 0.5%.

2. For the fully treated CLD beam, the experimental results indicate that RTD increases as frequency increases. For the partially treated CLD beam, the RTD can be significant at lower modes.

3. Experimental results show that RTD increases as thickness of the viscoelastic layer increases. In addition, partial treatments tend to have larger thickness deformation than full treatments.

4. The thickness deformation (TD) model predicts the FRFs better than the modified Mead-Markus (MMM) model when thickness deformation becomes noticeable. The prediction of resonance frequencies from the TD model is
Figure 3.8 FRFs for specimen S_{11} and S_{13} (base beam)
Figure 3.9 Comparison of theoretical (the TD model) and experimental FRFs for specimen S13 with 150% and 50% G2*
Figure 3.10 Comparison of theoretical (the TD model) and experimental RTD for specimen S11, S12 and S13 with 150% and 50% $G_2^*$
accurate. The prediction of resonance amplitudes from the TD model is reasonable, when uncertainties of the properties of the viscoelastic material are taken into account.
Chapter 4

UTILIZATION OF MICROCELLULAR FOAM MATERIALS IN CLD

Microcellular foam materials have been widely used as construction materials, in commercial containers, for sound absorption, and for medical purposes. In this chapter, we evaluate the possibility of using microcellular foam as damping and standoff material in constrained layer damping. In order to achieve this goal, we built a reliable test system based on the ASTM standard and used this system to evaluate dynamic properties such as shear storage modulus and loss factor of microcellular foam. The compression effect on microcellular foam was also investigated.

4.1 Microcellular Foam

The original motivation for developing microcellular foam was to reduce the amount of materials consumed in applications where plastics are used. This foam material can be thought of as a composite material consisting of a polymer matrix surrounding a large number of voids with sizes on the order of 10 μm. In general, these foams are produced in a two-stage process as illustrated in Figure 4.1. First, the polymer is saturated with non-reactive gas in a pressure vessel at a relatively high pressure. After the plastic has become saturated with gas, it is removed from the pressure vessel and then heated up in a liquid bath at the foaming temperature for a length of time to cause bubbles to nucleate and grow. By controlling the manufacturing parameters such as the saturating pressure, saturating time, foaming temperature, and foaming time in this two-stage process, foam with different densities and bubble size can be produced [19].

Based on the property of materials that are full of voids, an assumption that the compressed foam has higher loss factor was investigated. It is assumed that after the foam is compressed, the voids in the foam will be collapsed to become cracks as
A: Saturating the virgin material sample in a pressure vessel
B: Desorbing the saturated virgin material sample in air
C: Foaming the sample in heated glycerin
D: Cooling down the sample in room temperature water

**Figure 4.1** Manufacturing process for PETG microcellular foam

<table>
<thead>
<tr>
<th>Foam No.</th>
<th>Virgin Material Thickness (mm)</th>
<th>Manufacturing Parameters</th>
<th>Final Thickness (mm)</th>
<th>Final Density (Kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F₁</td>
<td>0.76</td>
<td>600</td>
<td>48</td>
<td>200</td>
</tr>
<tr>
<td>F₂</td>
<td>5.08</td>
<td>600</td>
<td>22</td>
<td>255</td>
</tr>
<tr>
<td>F₃</td>
<td>1.01</td>
<td>600</td>
<td>96</td>
<td>255</td>
</tr>
<tr>
<td>F₄</td>
<td>0.76</td>
<td>400</td>
<td>48</td>
<td>220</td>
</tr>
<tr>
<td>F₅</td>
<td>0.76</td>
<td>500</td>
<td>48</td>
<td>210</td>
</tr>
<tr>
<td>F₆</td>
<td>0.76</td>
<td>700</td>
<td>48</td>
<td>200</td>
</tr>
</tbody>
</table>
illustrated in Figure 4.2. When the compressed foam layer undergoes shear deformation, as in CLD, the sliding of cracks may create an efficient Coulomb constrained layer damper. In our research, we investigated the dynamic properties of the modified polyethylene terephthalate (PETG) foam with different densities and compression. Table 4.1 shows the manufacturing parameters for our foam specimens and their density.

4.2 Microcellular Foam as Damping Material

We investigated the dynamic properties of PETG foam with different densities. In this section, we first describe the preparation of foam including the manufacturing parameters for our foam and their densities and the manufacturing process to compress the foam. The measurement system is then described and followed by our test results.

4.2.1 Manufacturing Collapsed Microcellular Foam

To manufacture collapsed microcellular foam, the uncompressed PETG foam specimen F1 was trimmed to 25.4 x 25.4 mm² (1"x 1") pieces. Before any specimen was compressed, the thickness of the specimen was measured. The specimen was then placed in a hot-press machine to compress the foam. The compression load, compression time, and compression temperature of the hot-press machine are controllable. After the desired compression processes were completed, the thickness and the area of the specimen were measured. Then the compression thickness ratio (CTR) that is defined as the ratio of thickness of the compressed foam to the thickness of the uncompressed foam was calculated. The smaller the CTR, the thinner the compressed foam.

In this section, we evaluate four factors influencing the thickness of collapsed microcellular foam in the manufacturing process.

Compression load: The compression load was the first factor to be evaluated. Six identical F1 samples were compressed by using different loads at room
Figure 4.2 The assumptions of compressed foam
temperature (73 °F) for one minute. Note that after the load was released, the compressed foam always bounced back a little after a certain amount of time. The bouncing back behavior of the foam means that some air is still in the foam. The thickness becomes steady after approximately one day. Figure 4.3 shows the relationship between load and steady state CTR. The results show that, with a compression load of 8k lb or more, the steady state CTR are almost the same. The areas for all foams were also measured. The results show that foam cross-sectional area does not change after compression.

In order to verify that when the foam is compressed thinner, more bubbles are actually collapsed, a scanning electron microscope (SEM) was used to inspect the microstructure of the compressed foam. Figure 4.4 shows a comparison of the microstructure of an uncompressed foam and that of a foam compressed under 20k lb load at 73 °F for 3 minutes. Note that most of bubbles in the compressed foam are distorted but not totally collapsed. In order to achieve better compression, we investigated the effect of compression temperature next.

**Compression temperature:** Five identical F1 foam samples were compressed under the same load (20k lb) for three minutes at eight different temperatures. The temperature ranges from room temperature (73 °F) to glassy temperature (180 °F - 210 °F). If the compression temperature was higher than room temperature, the specimen was quenched in room temperature water for 1 minute before the thickness and cross sectional area were measured. We observed from our experiments that when the compressing temperature is increased to a certain degree, the foam will not bounce back. Figure 4.5 shows the steady-state CTR against temperature. The results demonstrate that the thinnest compressed foam can be obtained at temperature around 117 °F to 127 °F instead of in the high glassy temperature range. Similar results are also obtained in tests in which the foam was compressed for 20 minutes.
Figure 4.3 Load effect in manufacturing the compressed foam

![Graph showing CTR (%) vs Load (K lb)](image)

Figure 4.4 Microstructure of the uncompressed and compressed foam (load effect)

![Images of Foam Fi and Compressed foam Fi 20k lb/ 75°F/ 3 mins)](image)
Figure 4.6 shows the two microstructure of foams compressed at different temperatures. It shows that the bubbles are not collapsed when compressing the foam at glassy temperature. Compressing the foam at 117 °F actually results in lower CTR. However, still not all of the bubbles are collapsed.

**Compression time:** In this set of experiments, the compression time effect was evaluated. Four identical F₁ specimens were compressed under the same load (20 k lb) at the same temperature (117 °F) for different lengths of time. The compression time ranges from 3 minutes to 150 minutes. In Figure 4.7, the results show that by increasing the compression time, thinner compressed foams can be obtained. Note that CTR approaches the limit as compression time increases. Figure 4.8 shows that more bubbles are collapsed when the compression time is longer.

**Compression cyclic temperature:** Instead of compressing the foam at a constant temperature, we evaluated the compression cyclic temperature effect by varying the temperature during compression. Figure 4.9 shows the results obtained without cycle and with one and two cycles. For the one cyclic temperature compression, the foam was first compressed at a temperature of 117 °F for an hour, and then the temperature was increased to 190 °F and the foam was compressed for another hour. Finally, the foam was compressed for a third hour at a decreased temperature of 117 °F.

The results show that when cyclic temperature was used during the compression process, a thinner foam can be obtained. No significant difference in results is observed when the two cycles method is used. Figure 4.10 shows the microstructure of the foam compressed by using the cyclic temperature method. Note that most of the bubbles in the foam were collapsed. This is the optimized manufacture process to compress the foam and collapse the bubbles. In order to investigate if the same optimized compressing process applied to
Figure 4.5 Temperature effect in manufacturing the compressed foam

Figure 4.6 Microstructure of the uncompressed and compressed foam (temperature effect)
Figure 4.7 Time effect in manufacturing the compressed foam

Figure 4.8 Microstructure of the uncompressed and compressed foam (time effect)
Figure 4.9 Cyclic temperature effect in manufacturing the compressed foam

Figure 4.10 Microstructure of the uncompressed and compressed foam (cyclic temperature effect)
other foam, the foam specimen F₂ with different density and bubble size was compressed. Figure 4.11 shows the microstructure of the uncompressed and compressed foam for sample F₁ and F₂ by using cyclic temperature method. Note that after the compression cyclic temperature process, the voids in the foam became fully collapsed. The same method was also applied to compress larger pieces of foam. 101.6x101.6 mm² (4"x 4") with satisfying results. Hence, it concluded that the compression cyclic temperature process is the best method to use for collapsing voids.

4.2.2 Test System for Measuring Dynamic Properties of Materials

Our system is based on the ASTM standard with designation: E756-98 [24] which is good for testing the dynamic properties of materials such as metals, enamels, ceramics, rubbers, plastics, reinforces epoxy matrices, and woods. The basic concept behind the method is based on the principle of CLD. When a damping material is bonded between the structure's surface and an elastic constraining layer (whose relative stiffness is greater than that of the damping material), vibratory energy can be dissipated through cyclic shear deformation of the damping materials. The dynamic complex shear modulus and loss factor of the damping material can be calculated from the natural frequencies and the corresponding modal loss factor of the CLD beam by using the principle developed by Ross, Ungar, and Kerwin [3].

Our test specimen was assembled by sandwiching a damping layer into two identical base beams as shown in Figure 4.12. The base beams were made of aluminum and were integrally machined with a root. The dimensions and configurations of the beam are shown in Table 4.2. A spacer with same thickness as the damping material being tested was made to fit into the root section. The Loctite 401 cyanoacrylateester with high shear strength was applied as the adhesive between the damping layer and the base beam. Since the thickness of the adhesive is very small (around 0.005 mm), the damping effect from the adhesive can be ignored. In order to ensure that the two base beams are identical, their FRFs are carefully
Figure 4.11 Microstructure of uncompressed and compressed foam sample F₁ and F₂
Figure 4.12 Test system and the specimen

Table 4.2 Configurations of the specimen

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Materials</th>
<th>Length (mm)</th>
<th>Thickness (mm)</th>
<th>Width (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root</td>
<td>Aluminum</td>
<td>$L_2 = 33.5$</td>
<td>$H_2 = 4$</td>
<td>10</td>
</tr>
<tr>
<td>Base beam</td>
<td>Aluminum</td>
<td>$L_1 = 220$</td>
<td>$H_1 = 2$</td>
<td>10</td>
</tr>
<tr>
<td>Spacer</td>
<td>Aluminum</td>
<td>33.5</td>
<td>varying</td>
<td>10</td>
</tr>
<tr>
<td>Foam</td>
<td>PETG foam</td>
<td>220</td>
<td>varying</td>
<td>10</td>
</tr>
</tbody>
</table>
examined. In our tests, the errors of the FRFs of the two base beams are under 0.8% for all modes.

In order to determine how well the boundary conditions of the fixed end are, the loss factors for untreated base beams were evaluated. The loss factors for the base beams are 0.003% for the first and second mode and 0.001% for the higher modes. The results are very similar to the ASTM standard for steel beams. Figure 4.12 shows a schematic drawing of the system and the specimen. In the ASTM standard, the apparatus consists of a rigid fixture to clamp the specimen and an exciter transducer such as the non-contacting electromagnetic type is used to generate the excitation force. Usually, when a non-contacting type exciter is used, it will cause a static force on the beam and result in some static deformation of the beam, which causes uneven preload on the damping material. This is true if the static force has a component in the axial direction of the specimen. In this case, the natural frequencies of the specimen might be affected.

To avoid possible errors from this apparatus, we used a shaker to excite the specimen (as we used in our previous projects). A signal generator powers the shaker with Gaussian broadband noise. Two transducers are utilized. To minimize extraneous sources of damping, a non-contacting type transducer such as a laser vibrometer is used to measure the response of the specimen’s free end. An accelerometer is mounted at the base beam’s cantilevered end to measure the excitation of the specimen’s cantilevered end. Both the laser vibrometer and the accelerometer were connected to a spectrum analyzer for computing FRFs.

The ambient temperature was maintained at 73°F. We observed and recorded the FRFs of the first seven modes (0-5k Hz). In order to obtain high resolution of the FRFs, the zoom function was set, and the average times for signals collection was set to be 20 times. The FRFs were obtained by computing the transfer function between the vibrometer and accelerometer outputs. After the FRFs of each mode were obtained, the resonant frequency and half-power bandwidth can be computed.
4.2.3 Results and Discussions

In order to determine if our test system is well calibrated, two PETG foams with same density but different foam thickness are tested. Our test results show that regardless of the thickness of the damping layer, the same results of shear modulus and loss factor are obtained. Figure 4.13 shows the test results from PETG foam with thickness of 1.62 mm (foam F₁) and 3.24 mm (foam F₃). The results we obtained from this test are very consistent. This means that our system is stable and not affected by the thickness of the damping layer and the effect of the adhesive used to assemble the foam to the base beam.

Figure 4.14 shows the shear storage modulus and loss factor of five PETG foams with different densities (foam F₂, F₄, F₅, and F₆). The results show that microcellular foam with higher density has larger shear modulus. The range of the loss factor value varies from 3% to 7% and it does not seem have a direct relationship to foam density.

Figure 4.15 shows the results of PETG foam with density 40 kg/m³ (foam F₂). We compared the shear modulus and loss factor of uncompressed, compressed and partially compressed foam. The CTR of the partially compressed foam is 60% which means that the bubbles in the foam are not fully collapsed. Note that neither the shear modulus nor the loss factor of the PETG compressed foam is higher than that of the uncompressed foam. The results of partially compressed foam are located between the results obtained from the uncompressed foam and the fully compressed foam. It indicated that the more we compressed the foam, the worse the damping becomes.

In order to evaluate if the same results apply to other PETG foams, PETG foam with density 150 kg/m³ (foam F₅) was also evaluated. Figure 4.16 shows the same results that compressed foam does not improve the damping. From the microstructure of the compressed foam, we can observe that the cells of the voids are squeezed and very damaged. This may be the reason that caused the compressed foam to have lower shear modulus. Also, it may be necessary to apply a preloaded force on the compressed foam to induce the friction during the shear deformation in order to have lower loss factor.
Figure 4.13 Shear modulus and loss factor of F2 and F3

Figure 4.14 Shear modulus and loss factor of different foam
Figure 4.15 Shear modulus and loss factor of uncompressed and compressed F2

Figure 4.16 Shear modulus and loss factor of uncompressed and compressed F5
To evaluate if PETG microcellular foam may be useful for damping, we compared the results we obtained with the shear modulus and loss factors of ISD 112 (a widely used damping material in the industry). The data of ISD112 were also obtained by using our test system. Figure 4.17 shows that PETG foam $F_2$ has higher shear modulus in low frequency range. However, the loss factor of ISD 112 ranges from 103.6% to 136% and is much higher than that of the PETG foam. We can see that PETG microcellular foam is not a suitable damping material.

4.3 Microcellular Foam as Standoff Layer in CLD

In this section, we evaluate the possibility of using microcellular foam as a standoff layer in CLD. The principle of standoff CLD is first introduced. The experimental method is then described and followed by our test results.

4.3.1 Principles of Standoff CLD

Standoff CLD was first proposed by Whitter in 1959 [25]. In standoff CLD, a standoff layer is inserted between the base beam and the damping layer. The standoff layer moves the damping and constraining layer farther from the neutral axis of the vibrating structures, thereby increasing the shear angle of the damping layer and increases its energy dissipation. A good candidate for the standoff layer should have greater shear stiffness than that of the damping layer [26] and has low density to minimize the weight penalty. Foam has both the characteristics of high shear modulus and low density, making it a good candidate for use as standoff layer. In this section, we evaluate the possibility of using microcellular foam as a standoff layer in CLD.

4.3.2 Experimental Setup and Procedures

Except the specimen, the experimental setup to obtain the transfer function of the beam is similar to the measurement system as described in the previous section. We used one of the base beams in our measurement system described in the previous section. The commercial CLD tape consisting of a layer of very thin ISD 112
Figure 4.17 The comparison of ISD 112 and F₂
viscoelastic (0.13 mm thickness) and a layer of aluminum foil (0.2 mm thickness) was used in the specimen. Two foams with densities $42 \text{ kg/m}^3$ ($F_3$) and $100 \text{ kg/m}^3$ ($F_4$) were applied as the standoff layer between the base beam and the CLD tape in the specimen. The first seven modes in the frequency range from 0 Hz to 5kHz were obtained. In order to evaluate how partially treated standoff CLD has equivalent damping as fully treated CLD without standoff, different sizes of treatments applied to the center of the base beam was also investigated. We recorded the amplitude of FRFs and used half-power method to calculate the loss factor for each mode of the specimen.

### 4.3.3 Results and Discussions

Figure 4.18 shows the comparisons of FRFs for specimens with and without standoff layer. It shows that the amplitudes of seven modes have been reduced significantly if the specimens were additionally treated with standoff layer. In Table 4.3, it can be seen that amplitude reduction for specimen B can reach up to 74% for the second mode with a 2% weight penalty. For the higher modes, the amplitude reduction is around 30% to 45%. Specimen C has better performance than specimen B for all modes. Although the standoff layer used in specimen B is foam $F_3$ that has thicker thickness than that of foam $F_4$ in specimen C, however, foam $F_4$ has greater shear modulus than that of foam $F_3$.

The loss factors of the specimen with different sizes of partially treated standoff CLD were evaluated. Table 4.4 shows some experimental results. Note that specimen B with 70% partially treated standoff CLD and specimen C with 60% partially treated standoff CLD have equivalent loss factors of fully treated CLD beam (without standoff layer) for mode 1. For the other modes, we see that smaller size of standoff CLD can reach the equivalent loss factor. In the other words, by adding a very light standoff layer, we can effectively decrease the required size of the CLD treatment and still obtain the same result of vibration control as when fully treated CLD is used.
**Standoff CLD treatment**

[Diagram showing CLD components: Constrained Layer, Viscoelastic Layer, Standoff Layer, Vibrating Structure]
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- **no standoff layer;**
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- **with F2 standoff layer;**

**Figure 4.18** Comparison of FRFs of CLD and standoff CLD
### Table 3. The comparisons of FRFs' amplitude of specimens with and without standoff layer

<table>
<thead>
<tr>
<th>No</th>
<th>Standoff Materials</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
<th>Mode 5</th>
<th>Mode 6</th>
<th>Mode 7</th>
<th>Weight Penalty</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>None</td>
<td>71</td>
<td>38.19</td>
<td>22.67</td>
<td>16.42</td>
<td>16.42</td>
<td>16.51</td>
<td>15.7</td>
<td>0%</td>
</tr>
<tr>
<td>B</td>
<td>F₃</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Amplitude</td>
<td>27.47</td>
<td>10.10</td>
<td>7.86</td>
<td>9.0</td>
<td>9.88</td>
<td>11.21</td>
<td>10.53</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>Reduction</td>
<td>63%</td>
<td>74%</td>
<td>65%</td>
<td>45%</td>
<td>40%</td>
<td>32%</td>
<td>33%</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>F₄</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Amplitude</td>
<td>25.54</td>
<td>8</td>
<td>5.34</td>
<td>5.47</td>
<td>5.78</td>
<td>6.27</td>
<td>6.36</td>
<td>3%</td>
</tr>
<tr>
<td></td>
<td>Reduction</td>
<td>64%</td>
<td>79%</td>
<td>76%</td>
<td>67%</td>
<td>65%</td>
<td>62%</td>
<td>60%</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. The comparisons of loss factors of specimens with partially treated standoff layer CLD

<table>
<thead>
<tr>
<th>No</th>
<th>Standoff Materials</th>
<th>Treatment (%)</th>
<th>Loss factor (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mode 1</td>
</tr>
<tr>
<td>A</td>
<td>None</td>
<td>100</td>
<td>1.07</td>
</tr>
<tr>
<td>B</td>
<td>F₃</td>
<td>100</td>
<td>2.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>0.80</td>
</tr>
<tr>
<td>C</td>
<td>F₄</td>
<td>100</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>0.70</td>
</tr>
</tbody>
</table>
These results become very helpful in some industry such as aerospace industry where weight reduction is needed.

4.4 Conclusions

1. Test results show that damping of PETG microcellular foams ranges from 2% to 8% and is independent of foam density and thickness.
2. A thermal cycling method is developed to compress the foams and collapse the bubbles.
3. Compressed foams do not present a large damping compared with uncompressed foams.
4. Using microcellular foam as standoff layer can reduce vibration by 80% with only 2% weight penalty.
Chapter 5

CONCLUSIONS

5.1 Summary of Contributions from Current Research
In our research, we first investigated the limitations of the Mead-Markus model theoretically and experimentally. We concluded that careful attention to the boundary conditions must be exercised when predicting the behavior of the first mode using the Mead-Markus model. For certain boundary conditions, more accurate results can be obtained by using the MMM model.

We further expanded our research in chapter 2 by considering the thickness deformation of the viscoelastic layer in CLD. We proposed a technique that allows direct measurement of thickness deformation in CLD treatment. This direct measurement technique is feasible and can detect thickness deformation with relative thickness deformation (RTD) as low as 0.5%. The experimental results show that for the fully treated CLD beam, RTD increases as frequency increases. In addition, RTD increases as thickness of the viscoelastic layer increases. We also found that partially treated CLD beams tend to have larger thickness deformation than fully treated beams. When thickness deformation becomes noticeable, the TD model predicts FRFs better than the MMM model.

In our first two research topics, we analytically and experimentally verified the validity of the models for CLD beam. It seems that the TD model is the best model to use for predicting the behavior of CLD beam. However, due to the complexity of the equations of motion, the computation of the TD model is very complicated. It is not necessary to use this model if the thickness deformation of the viscoelastic layer is not considerable. Using this model in the development of other innovative CLD beam models such as standoff layer CLD or some active CLD may result in intricate equations of motion and increase the difficulty to compute the FRFs. For the same
reason, if the boundary conditions do not violate the assumptions as introduced in chapter 2, the Mead-Markus model remains a simple yet relatively accurate method for predicting the behavior of CLD beam, because the Mead-Markus model has only one equation of motion.

In chapter 4, two feasibility studies were conducted using microcellular foam in CLD applications to take advantage of its low density. Results of the feasibility studies show that the loss factor of PETG foam with densities from 42 kg/m$^3$ to 240 kg/m$^3$ is in the range of 2% to 8%. In addition, there is no significant difference in loss factor between the uncompressed and compressed foams. Also, use of microcellular foam as standoff layer can reduce vibration amplitude up to 80% with only a 2% to 3% weight penalty.

5.2 Future Work

1. In the thickness deformation of CLD study, our experimental results show that the partially treated beam has more significant RTD than that of the fully treated beam. This research work can be extended with theoretical analysis and verification of the experimental results.

2. The thickness deformation effect was only investigated in the one-dimensional condition. It will be interesting to observe the thickness deformation effect in the two-dimensional condition.

3. We developed a method to compress foam materials and collapse the bubbles. Our original motivation was to verify our assumption that compressed foam can increase damping effects. However, we did not see any improvement. Our technique can close bubbles in the microstructure foam and compressed the foam up to 20% thickness. This technique may be useful for other applications requiring compressed foam.

4. Microcellular foam has high potential to be used as standoff layer in CLD treatments. In this paper, we only evaluated the PETG foam. This work can be extended to include different types of foam. Another possible research area
is the investigation of the optimum foam density for standoff layer. The goal is to create foam with bigger bubble size without sacrificing the shear modulus.
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