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Abstract

Maximum Likelihood Estimation in Gaussian AMP Chain Graph Models and Gaussian Ancestral Graph Models

by Mathias Drton

Co-Chairs of Supervisory Committee:

Professor Michael D. Perlman
Department of Statistics

Professor Thomas S. Richardson
Department of Statistics

Graphical Markov models use graphs to represent dependencies between stochastic variables. Via Markov properties, missing edges in the graph are translated into conditional independence statements, which, in conjunction with a distributional assumption, define a statistical model. This thesis considers maximum likelihood (ML) estimation of the parameters of two recently introduced classes of graphical Markov models in the case of continuous variables with a joint multivariate Gaussian distribution. The two new model classes are the AMP chain graph models, based on chain graphs equipped with a new Markov property, and the ancestral graph models, based on a new class of graphs. Both classes generalize the widely used models based on acyclic directed graphs (Bayesian networks) and undirected graphs (Markov random fields).

In this thesis, we first show that the likelihood of AMP chain graph and ancestral graph models may be multimodal. Next, we combine existing techniques (iterative proportional fitting, generalized least squares) into an algorithm for ML estimation in AMP chain graph models. For the ancestral graphs, we develop an ML estimation algorithm based on a new iterative conditional fitting (ICF) idea, which in the considered Gaussian case can be imple-
mented using least squares regression on synthetic variables. We derive the ICF algorithm in the special case of bidirected graphs, also termed covariance graphs, and subsequently generalize it to cover arbitrary ancestral graphs.
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Chapter 1

INTRODUCTION

1.1 Graphical models

Graphical Markov models, or simply graphical models, use graphs to represent dependencies between stochastic variables. For a given graph, so-called Markov properties yield a list of conditional independence relations that, in conjunction with distributional assumptions, are used to define a statistical model. Monographs providing an overview of the field of graphical models are, for example, Pearl (1988), Whittaker (1990), Andersen et al. (1995), Cox and Wermuth (1996), Lauritzen (1996) and Edwards (2000).

Most commonly, graphical models are based either on undirected graphs, in which case the models are also referred to as Markov random fields, or on acyclic directed graphs (ADG or more commonly DAG), in which case the models are also called Bayesian networks. An undirected graph and a DAG are shown in Figure 1.1(a) and (b), respectively. In order to provide more general independence models, chain graphs, as shown in Figure 1.1(c), were introduced by Lauritzen and Wermuth (1989), Wermuth and Lauritzen (1990) and Frydenberg (1990). Their Markov property for chain graphs is also called the LWF Markov property.

![Diagram of graphs](image)

Figure 1.1: (a) An undirected graph, (b) an acyclic directed graph, and (c) a chain graph.
The distributional assumptions combined with the different types of graphs are the following. If all variables are discrete, then graphical models are based on multinomial or Poisson sampling and fall in the framework of contingency tables (see e.g. Lauritzen, 1996, §4). If all variables are continuous, then it is commonly assumed that they follow a joint multivariate Gaussian = normal distribution (for an exception see Capitanio et al., 2003). For mixed variables, i.e. some variables are discrete and others are continuous, the conditional Gaussian distribution is used (Lauritzen and Wermuth, 1989).

Graphical models have been applied in a wide range of settings. One prominent application of graphical models is in probabilistic expert systems as described in Cowell et al. (1999). Other recent applications are Caputo et al. (1999, 2003), Corradi et al. (2003), Mohamed et al. (1998), Friedman et al. (2000), Waddell and Kishino (2000), Hartemink et al. (2001), Lauritzen and Sheehan (2003), and Wang et al. (2003). The edited volume Green et al. (2003) features further applications, as does a soon to appear review paper by Jordan (2004).

1.2 AMP chain graph models

Under the original LWF Markov property the chain graph depicted in Figure 1.1(c) specifies the conditional independences

\[ 1 \perp 2, \quad 1 \perp 4 \mid (2, 3), \quad 2 \perp 3 \mid (1, 4), \quad (1.1) \]

where the labels 1, 2, 3, 4 represent some random variables \( X_1, X_2, X_3, X_4 \). If \( X_1, X_2, X_3, X_4 \) are jointly multivariate normal, then the conditional independences \( 1 \perp 4 \mid (2, 3) \) and \( 2 \perp 3 \mid (1, 4) \) do not lead to constraints that are simply interpretable in terms of regression coefficients (Andersson et al., 2001, §1). However, Andersson et al. (2001) have introduced an alternative Markov property that, for multivariate normal variables, leads to simple constraints on regression coefficients.

For the chain graph in Figure 1.1(c) this AMP Markov property specifies

\[ 1 \perp 2, \quad 1 \perp 4 \mid 2, \quad 2 \perp 3 \mid 1. \quad (1.2) \]
(These conditional independence are not specified by any undirected graph, any DAG, or any chain graph under the LWF Markov property.) Normal random variables $X_1, X_2, X_3, X_4$ satisfy the conditional independences (1.2) iff they fulfill the block-recursive regression equations (Andersson et al., 2001, Eqn. (3)):

\[
\begin{align*}
X_1 &= \varepsilon_1 \\
X_2 &= \varepsilon_2 \\
X_3 &= \beta_1 X_1 + \varepsilon_3 \\
X_4 &= \beta_2 X_2 + \varepsilon_4,
\end{align*}
\] (1.3)

where $\beta_1$ and $\beta_2$ are scalar regression coefficients and $\varepsilon_1, \varepsilon_2$ and $(\varepsilon_3, \varepsilon_4)$ are independent normally distributed residuals with zero means, $\varepsilon_1$ and $\varepsilon_2$ have arbitrary variances and $(\varepsilon_3, \varepsilon_4)$ are distributed as bivariate normal with arbitrary positive definite covariance matrix.

Block-recursive regression equations similar to the ones in (1.3) can be associated with any general Gaussian AMP chain graph model (Andersson et al., 2001, §5), which immediately yields a parameterization of the models. Methodology for statistical inference in AMP chain graph models has not yet been developed but for Gaussian AMP chain graph models the block-recursive regression equations take on a generalized form of the well-known seemingly unrelated regressions = SUR (Zellner, 1962). The generalization consists in the fact that the residuals satisfy conditional independences specified by an undirected graph.

Two chapters of this thesis are designated to likelihood inference in Gaussian AMP chain graph models. In Chapter 2, we study in detail the likelihood equations for the Gaussian AMP chain graph model associated with the graph in Figure 1.1(c). Since for this simple model the conditional distribution $(X_3, X_4 \mid X_1, X_2)$ comprises all the complexity of likelihood inference, we formulate this chapter in terms of the conditional model, which falls precisely in the conventional framework of SUR. The results of Chapter 2 are partly negative since we show that the likelihood of this simple Gaussian AMP chain graph model may be multimodal. However, the results are also constructive because we are able to show that this model may not have more than five solutions to the likelihood equations, and that the probability of multimodality vanishes asymptotically for growing sample size.

In Chapter 3, we present an algorithm for solving the likelihood equations of an arbi-
trary Gaussian AMP chain graph model. Andersson et al. (2001, §5) state that maximum likelihood estimation in Gaussian AMP chain graph models requires "iterative methods for generalized SUR and covariance selection models [= Gaussian undirected graph models]" and in fact the algorithm we present in Chapter 3 is a combination of iterative proportional fitting, used to fit Gaussian undirected graph models, and generalized least squares, used to fit SUR models.

1.3 Ancestral graph models

Ancestral graphs, introduced by Richardson and Spirtes (2002), are generalizations of undirected graphs and DAGs that are different from chain graphs. Ancestral graphs are graphs with three types of edges: undirected and directed edges are complemented by bidirected edges. An example of an ancestral graph is shown in Figure 1.2

![Figure 1.2: An ancestral graph.](image)

In general, ancestral graphs specify conditional independences that are not specified by any AMP or LWF chain graph. This is the case, for example, for the graph shown in Figure 1.2, which states that

\[ 0 \perp (2, 3, 4) \mid 1, \quad (0, 1) \perp 3, \quad (0, 1) \perp 4 \mid 2. \]  

(1.4)

However, the conditional independences stated in (1.2), which are specified by the AMP chain graph in Figure 1.1(c), are also specified by the ancestral graph in Figure 1.3(a). This implies, in particular, that the Gaussian likelihood equations analyzed in Chapter 2 also stem from Gaussian ancestral graph models. Thus, the likelihood of Gaussian ancestral graph models may be multimodal.
Besides providing a generalization of undirected graphs and DAGs, ancestral graphs are designed to be able to encode all multivariate dependence structures that may arise from a DAG under conditioning and marginalization. Thus, the causal interpretation of DAGs (Pearl, 2000; Spirtes et al., 2000; Lauritzen, 2001) allows for a causal interpretation of ancestral graphs, see Richardson and Spirtes (2003).

In this thesis, we propose a new algorithm for maximum likelihood estimation in Gaussian ancestral graph models. In Chapter 4, we develop the new iterative conditional fitting algorithm for the special case of bidirected graphs, also termed covariance graphs (illustrated in Figure 1.3(b)). Subsequently, in Chapter 5, we generalize it to cover arbitrary ancestral graphs.

1.4 Summary of the chapter organization

This thesis considers maximum likelihood (ML) estimation of the parameters of AMP chain graph models and ancestral graph models in the case of continuous variables with a joint multivariate Gaussian distribution. In Chapter 2, we show that the likelihood of Gaussian AMP chain graph and ancestral graph models may be multimodal. In Chapter 3, we combine existing techniques (iterative proportional fitting, generalized least squares) into an algorithm for ML estimation in AMP chain graph models. A new algorithm for ML estimation in Gaussian ancestral graph models is presented in Chapters 4 and 5, where Chapter 4 deals with the special case of bidirected graphs and Chapter 5 treats general ancestral graphs. Appendix A provides general results on the convergence of the iterative algorithms proposed in this thesis.
Chapter 2

MULTIMODALITY OF THE LIKELIHOOD IN THE BIVARIATE SEEMINGLY UNRELATED REGRESSIONS MODEL

In this chapter, we analyze the simplest two-equation seemingly unrelated regressions model and demonstrate that its likelihood may have up to 5 stationary points, and thus there may be up to 3 local modes. Consequently the estimates obtained via iterative estimation methods may depend on starting values. We further show that the probability of multimodality vanishes asymptotically. Monte Carlo simulations suggest that multimodality rarely occurs if the seemingly unrelated regressions model is true, but can become more frequent if the model is misspecified. The existence of multimodality in the likelihood for seemingly unrelated regressions models contradicts several claims in the literature.

2.1 Introduction

In multivariate analysis of variance, correlated regression equations all involve the same covariates. Seemingly unrelated regressions are also correlated regression equations but allow different covariates in different equations. The seemingly unrelated regressions model 'plays a central role in contemporary econometrics' (Goldberger, 1991, p. 323) but also appears for longitudinal data (Rochon, 1996a,b; Verbyla and Venables, 1988). References to literature up to the mid-1980s can be found in Srivastava and Giles (1987). More recently, seemingly unrelated regressions came up in likelihood factorizations of Gaussian graphical models (Andersson et al., 2001; Richardson and Spirtes, 2002); compare Chapter 1. Bayesian approaches are reviewed, for example, by Percy (1996).

In his pioneering work, Zellner (1962, 1963) introduced a two-stage estimator and pointed out how the consideration of the correlation between regression equations leads to a gain in efficiency; see also Binkley and Nelson (1988). The two-stage estimator is a generalized least-
squares estimator for the regression coefficients based on the covariance matrix estimator found from residuals after an initial estimation of the regression coefficients. Iterating Zellner's two-stage procedure yields a sequence of estimators that converges to a solution to the Gaussian likelihood equations; for details see Oberhofer and Kmenta (1974), Meng and Rubin (1993, 1996) and §2.4 in this chapter.

This chapter studies multimodality of the likelihood in a bivariate Gaussian seemingly unrelated regressions model with two covariates because this two-equation case is simple enough to allow a thorough study of its nonlinear likelihood equations. In §2.2, we define the model and cite simulated data with a bimodal likelihood. As shown in §2.3, the model's likelihood equations almost surely have one, three or possibly five solutions corresponding to a unimodal, bimodal or trimodal likelihood. For increasing sample size, we prove that the probability of multimodality vanishes asymptotically. In §2.4, we comment on iterative maximum likelihood estimation. The Monte Carlo study in §2.5 investigates the frequency of multimodality. The discussion in §2.6 reviews and corrects claims in the literature.

2.2 The model and the simulated data

In bivariate seemingly unrelated regressions with two covariates, the only model for which maximum likelihood estimation is not straightforward is the model in which one response variable is regressed on the first covariate and the other response variable is regressed on the second covariate; compare Andersson and Perlman (1994). This model is the focus of this chapter and may be specified as follows.

Let \((X_{1j}, X_{2j}, Y_{1j}, Y_{2j}), j = 1, \ldots, n\), be independent and identically distributed random vectors with a joint normal distribution. We group the \(X_{ij}\) and the \(Y_{ij}\) in the \(2 \times n\) random matrices \(X\) and \(Y\), respectively. Furthermore, let \(X'\) and \(Y'\) be the \(i\)th rows of \(X\) and \(Y\), respectively. Conditionally on the covariates \(X\), the response variables \(Y\) are assumed to follow the seemingly unrelated regressions model

\[
(Y \mid X) \sim N_{2 \times n} \left\{ \begin{pmatrix} \beta_1 & 0 \\ 0 & \beta_2 \end{pmatrix} X, \Sigma \otimes I_n \right\}.
\]  

(2.1)

Here \(\Sigma\) is the positive definite \(2 \times 2\) conditional covariance matrix for the columns of \(Y\)
given $X$. Since $X$ has a normal distribution in $\mathbb{R}^{2 \times n}$ it is almost surely of full rank two whenever $n \geq 2$. Hence, we can assume $X$ to be of full rank in the analysis of $(Y \mid X)$. The off-diagonal zeros in the mean parameter matrix of (2.1) imply that $X_1$ is conditionally independent of $Y_2$ given $X_2$ and $X_2$ is conditionally independent of $Y_1$ given $X_1$.

Sometimes it is convenient to rewrite the model (2.1) in terms of vec$(Y) = (Y'_1, Y'_2)$, the row-wise vectorization of $Y$ to a row-vector of length $2n$. Let $\beta' = (\beta_1, \beta_2)$ and

$$Z = \begin{pmatrix} X'_1 & 0 \\ 0 & X'_2 \end{pmatrix} \in \mathbb{R}^{2 \times 2n}.$$ 

Then (2.1) becomes

$$(\text{vec}(Y) \mid X) \sim N_{2n} \left( \beta' Z, \Sigma \otimes I_n \right).$$ (2.2)

Table 2.1 gives simulated data that, as we will show in §2.3, lead to a bimodal likelihood for model (2.1). In particular, these data demonstrate the possibility of a multimodal likelihood in Gaussian AMP chain graph models (Andersson et al., 2001) and Gaussian ancestral graph models (Richardson and Spirtes, 2002). In detail, the covariates were generated as

<table>
<thead>
<tr>
<th>$j$</th>
<th>$X_{1j}$</th>
<th>$X_{2j}$</th>
<th>$Y_{1j}$</th>
<th>$Y_{2j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.88</td>
<td>0.55</td>
<td>2.34</td>
<td>4.97</td>
</tr>
<tr>
<td>2</td>
<td>0.22</td>
<td>-2.16</td>
<td>-0.05</td>
<td>-3.26</td>
</tr>
<tr>
<td>3</td>
<td>-0.46</td>
<td>1.16</td>
<td>0.06</td>
<td>2.66</td>
</tr>
<tr>
<td>4</td>
<td>0.77</td>
<td>-0.30</td>
<td>1.82</td>
<td>-0.03</td>
</tr>
<tr>
<td>5</td>
<td>-1.03</td>
<td>1.31</td>
<td>-1.93</td>
<td>0.93</td>
</tr>
<tr>
<td>6</td>
<td>0.74</td>
<td>1.95</td>
<td>2.78</td>
<td>5.58</td>
</tr>
<tr>
<td>7</td>
<td>0.83</td>
<td>-3.11</td>
<td>0.62</td>
<td>-5.84</td>
</tr>
<tr>
<td>8</td>
<td>1.01</td>
<td>-2.39</td>
<td>-0.68</td>
<td>-2.24</td>
</tr>
</tbody>
</table>

$X \sim N_{2n} \{0, \text{diag}(1,5) \otimes I_n \}$ where diag$(1,5)$ is the $2 \times 2$ diagonal matrix with diagonal
entries 1 and 5, and the observations $Y$ were simulated conditionally on $X$ according to (2.1) with

$$
\beta' = (1, 2), \quad \Sigma = \begin{pmatrix}
1 & 0.6 \\
0.6 & 2
\end{pmatrix}.
$$

(2.3)

### 2.3 Maximization of the likelihood

#### 2.3.1 The likelihood equations

The log-likelihood of (2.1), conditionally upon $X$, is

$$
\ell(\beta, \Sigma) = -n \log(2\pi) - \frac{n}{2} \log |\Sigma| - \frac{1}{2} \text{tr} \left[ \Sigma^{-1} \{ Y - \text{diag}(\beta)X \} \{ Y - \text{diag}(\beta)X \}' \right].
$$

(2.4)

If we use the form (2.2), the log-likelihood can be rewritten as

$$
\ell(\beta, \Sigma) = -n \log(2\pi) - \frac{n}{2} \log |\Sigma| - \frac{1}{2} \left\{ \text{vec}(Y) - \beta'Z \right\} \left( \Sigma^{-1} \otimes I_n \right) \left\{ \text{vec}(Y) - \beta'Z \right\}'.
$$

(2.5)

Taking the derivatives with respect to $\beta$ in (2.5) and the precision matrix $\Sigma^{-1}$ in (2.4), we obtain the likelihood equations

$$
\beta' = \text{vec}(Y) \left( \Sigma^{-1} \otimes I_n \right) Z' \left\{ Z \left( \Sigma^{-1} \otimes I_n \right) Z' \right\}^{-1},
$$

(2.6)

$$
\Sigma = \frac{1}{n} \{ Y - \text{diag}(\beta)X \} \{ Y - \text{diag}(\beta)X \}'.
$$

(2.7)

As is readily seen, the constrained log-likelihood $\ell_{\Sigma} : \beta \mapsto \ell(\beta, \Sigma)$ is strictly concave for any fixed positive definite $\Sigma$. Hence, (2.6) gives $\beta$ which maximizes $\ell_{\Sigma}$. Conversely, the constrained log-likelihood $\ell_{\beta} : \Sigma \mapsto \ell(\beta, \Sigma)$ is strictly concave in the precision matrix $\Sigma^{-1}$. Thus, (2.7) yields the maximizer of $\ell_{\beta}$, which we call $\hat{\Sigma}(\beta)$. In particular, this implies that the log-likelihood $\ell(\beta, \Sigma)$ has no local minimum.

#### 2.3.2 The profile likelihood

Since the parameter $\beta$ is only two-dimensional we can plot the profile log-likelihood

$$
\ell(\beta) = \max \{ \ell(\beta, \Sigma) : \Sigma \text{ positive definite} \} = \ell\{ \beta, \hat{\Sigma}(\beta) \}.
$$

(2.8)
Figure 2.1: Data in Table 2.1. (a) Three-dimensional plot and (b) contour plot of the profile log-likelihood. The contour levels are at -48, -46, -44, ..., -30, -29, -28.31, -27.9, and -27.53.
For the data in Table 2.1, the profile log-likelihood exhibits two local maxima, as can be seen in the three-dimensional plot and the contour plot in Figure 2.1.

The profile log-likelihood of a seemingly unrelated regressions model is of a simple form since, with \( \beta \) fixed, it is the maximized log-likelihood for multivariate normal observations with known mean. In more detail, plugging \( \hat{\Sigma}(\beta) \) into the log-likelihood (2.4) yields

\[
\ell(\beta) = -n \log(2\pi) - \frac{n}{2} \log |\hat{\Sigma}(\beta)| - n. \tag{2.9}
\]

Since the constrained log-likelihood \( \ell_{\beta} \) is strictly concave for all \( \beta \), the profile log-likelihood preserves all stationary points of the log-likelihood.

**Lemma 2.1.** The parameter \((\beta, \Sigma)\) is a stationary point of the log-likelihood if and only if \( \beta \) is a stationary point of the profile log-likelihood and \( \Sigma = \hat{\Sigma}(\beta) \). Further, local maxima of the log-likelihood correspond to local maxima of the profile log-likelihood and vice versa.

The maximum likelihood estimator \((\hat{\beta}, \hat{\Sigma})\) can be found by maximizing the profile log-likelihood to obtain \(\hat{\beta}\) and using (2.7) to find \(\hat{\Sigma} = \hat{\Sigma}(\hat{\beta})\). By (2.9), maximizing \(\ell(\beta)\) is equivalent to minimizing the determinant \(|\hat{\Sigma}(\beta)|\), which is a bivariate polynomial:

\[
|\hat{\Sigma}(\beta)| \cdot n^2 = (a_{22} \beta_2^2 - 2a_{21} \beta_2 + a_{20}) \beta_1^2
- (a_{12} \beta_2^2 - a_{11} \beta_2 + a_{10}) 2\beta_1 + (a_{02} \beta_2^2 - 2a_{01} \beta_2 + a_{00}),
\]

where

\[
a_{22} = |X X'|, \quad a_{21} = \begin{vmatrix} X_1^\prime \end{vmatrix} X', \quad a_{20} = \begin{vmatrix} X_1^\prime \end{vmatrix} \begin{vmatrix} X_1^\prime \end{vmatrix}',
\]

\[
a_{12} = \begin{vmatrix} Y_1^\prime & Y_2^\prime \end{vmatrix} X', \quad a_{11} = |Y X'| + \begin{vmatrix} X_1^\prime \end{vmatrix} \begin{vmatrix} Y_1^\prime \end{vmatrix}', \quad a_{10} = Y \begin{vmatrix} X_1^\prime \end{vmatrix}',
\]

\[
a_{02} = \begin{vmatrix} Y_1^\prime \end{vmatrix} \begin{vmatrix} Y_2^\prime \end{vmatrix}', \quad a_{01} = Y \begin{vmatrix} Y_1^\prime \end{vmatrix}', \quad a_{00} = |Y Y'|.
\]

This polynomial is of fourth degree since \(a_{22} > 0\) because \(X\) is of full rank. The coefficients \(a_{ij}\) do not range freely but are related through a number of inequalities that stem from the
fact that, if $A$ and $B$ are two $k \times n$ matrices, $k < n$, then $|AA'| \geq 0$ and $|AB'|^2 \leq |AA'||BB'|$. The latter inequality follows from the Cauchy-Binet determinant formula (Edwards, 1994, p. 326) and the Cauchy-Schwarz inequality. With probability one, the inequalities are strict, and thus, for example, $a_{22}, a_{20}, a_{02}$ and $a_{00}$ are positive, and $a_{21}^2 < a_{22}a_{20}, a_{12}^2 < a_{22}a_{02}, a_{10}^2 < a_{20}a_{00}$, and $a_{01}^2 < a_{02}a_{00}$.

The derivatives of $|\hat{\Sigma}(\beta)|$ with respect to $\beta_1$ and $\beta_2$ are linear in $\beta_1$ and $\beta_2$, respectively. Hence, we can determine the root of one derivative and plug it into the other derivative. The equation $\partial|\hat{\Sigma}(\beta)|/\partial \beta_2 = 0$ has the solution

$$\hat{\beta}_2(\beta_1) = \frac{a_{21}\beta_1^2 - a_{11}\beta_1 + a_{01}}{a_{22}\beta_1^2 - 2a_{12}\beta_1 + a_{02}}.$$ (2.11)

Plugging (2.11) into $\partial|\hat{\Sigma}(\beta)|/\partial \beta_1$ gives

$$\left. \frac{\partial|\hat{\Sigma}(\beta)|}{\partial \beta_1} \right|_{\beta=(\beta_1, \hat{\beta}_2(\beta_1))} = \frac{2}{n^2} \cdot \frac{f(\beta_1)}{(a_{22}\beta_1^2 - 2a_{12}\beta_1 + a_{02})^2}.$$ 

Here $f$ is a polynomial of degree five which does not seem to have an explicit factorization:

$$f(x) = x^5a_{22}(a_{20}a_{22} - a_{21}^2) + x^4(2a_{22}a_{21}a_{11} - a_{10}a_{22}^2 - 4a_{22}a_{20}a_{12} + 3a_{21}^2a_{12}) + x^3(4a_{22}a_{10}a_{12} + 2a_{22}a_{20}a_{02} - 4a_{21}a_{11}a_{12} - 2a_{01}a_{02}^2 + 4a_{22}a_{12}^2) + x^2(2a_{21}a_{01}a_{12} - 2a_{22}a_{10}a_{11} - 2a_{22}a_{10}a_{02} - 4a_{20}a_{12}a_{02} - 4a_{10}a_{12}^2 + a_{01}^2a_{12} + 3a_{21}a_{11}a_{02}) + x(a_{01}a_{22} - a_{11}a_{02}^2 - 2a_{21}a_{01}a_{02} + a_{20}a_{02}^2 + 4a_{10}a_{12}a_{02}) + (a_{01}a_{11}a_{02} - a_{01}a_{12} - a_{10}a_{02}^2).$$ (2.12)

If $\beta_1$ is one of possibly five real roots of $f$ then (2.11) gives a stationary point $(\beta_1, \hat{\beta}_2(\beta_1))$ of the profile log-likelihood. The type of a stationary point is determined by the Hessian of $|\hat{\Sigma}(\beta)|$, which is the symmetric matrix

$$\frac{\partial^2|\hat{\Sigma}(\beta)|}{\partial \beta^2} = \frac{2}{n^2} \begin{pmatrix} \beta_2^2a_{22} - 2\beta_2a_{21} + a_{20} & 2\beta_1\beta_2 a_{22} - 2\beta_1 a_{21} - 2\beta_2 a_{12} + a_{11} \\ \ast & \beta_1^2 a_{22} - 2\beta_1 a_{12} + a_{02} \end{pmatrix}.$$ (2.13)

The polynomial $f$ for the data from Table 2.1 is plotted in Figure 2.2. It has three roots.
\[ \beta_1(j), \ j = 1, 2, 3, \] which we cite in Table 2.2 with the corresponding values of \( \hat{\beta}_2(\beta_1) \) and the profile log-likelihood. The Hessian (2.13) is positive definite for \( \beta_1(1) \) and \( \beta_1(3) \) and indefinite for \( \beta_1(2) \). Hence, for \( j = 1, 3 \), we get the two local maxima and \( j = 2 \) gives us the saddle point of the log-likelihood. Since, almost surely, the entry (2,2) in the Hessian (2.13) is positive for all \( \beta_1 \) we maximize \( \ell((\beta_1, \beta_2)) \) for a given \( \beta_1 \) by setting \( \beta_2 = \hat{\beta}_2(\beta_1) \), i.e.

\[
\ell(\beta_1) = \ell((\beta_1, \hat{\beta}_2(\beta_1))) = \max\{\ell((\beta_1, \beta_2)) : \beta_2 \in \mathbb{R}\}. \tag{2.14}
\]

An analog to Lemma 2.1 applies also to this ‘profile profile’ log-likelihood \( \ell(\beta_1) \), which as a smooth univariate function has a local minimum between two local maxima. Furthermore,
local minima of $\ell(\beta_1)$ correspond to saddle points of the likelihood. This establishes the following result.

**Theorem 2.2.** The two-equation seemingly unrelated regressions model (2.1) almost surely has one, three or five solutions to the likelihood equations. They are determined by the real roots of the fifth degree polynomial $f$ defined in (2.12). Given a real root $\beta_1$ of $f$ the solution to the likelihood equations can be completed by setting $\beta_2 = \hat{\beta}_2(\beta_1)$ from (2.11) and $\Sigma = \hat{\Sigma}(\beta)$ from (2.7). If $\{\beta_1(j)\}$ are the ordered real roots of $f$ then the roots for odd $j$ lead to local maxima of the likelihood and the roots for even $j$ to saddle points.

**Remark 1.** Sugiura and Gupta (1987) prove a similar result involving a third degree polynomial in the Behrens-Fisher problem of estimating a common mean of two normal populations with unequal unknown variances.

### 2.3.3 Large sample size asymptotics

The following theorem asserts that the number of solutions to the likelihood equations converges almost surely to one. This suggests that multimodality of the likelihood predominantly occurs with small sample sizes, when the model is correct.

**Theorem 2.3.** If $X \sim N_{2n}(0, \Sigma^X \otimes I_n)$ has a centered normal distribution and $(Y \mid X)$ follows the two-equation seemingly unrelated regressions model (2.1) then the number of solutions to the likelihood equations of (2.1) converges almost surely to one.

**Proof.** To avoid notational confusion, let $\text{var}(Y \mid X) = \Sigma^Y \otimes I_n$ in (2.1). Furthermore, let $\Lambda \otimes I_n = \text{var}(X, Y)$ be the joint covariance matrix which can be easily reconstructed from $\Sigma^X, \Sigma^Y$ and $\beta$. The law of large numbers applied to the coefficients $a_{ij}$ from (2.10) yields that, as $n$ goes to infinity, $a_{ij}/n^2$ converges almost surely to the determinant of the submatrix of $\Lambda$ which corresponds to $a_{ij}$. Thus, for example, $a_{22}/n^2 \rightarrow |\Lambda_{(12), (12)}| = |\Sigma^X|$ almost surely. If we plug all the almost sure limits for the $a_{ij}$ into the polynomial $f$ from (2.12) then we obtain that $f(x)/n^2$ converges almost surely to

$$f_{n^2}(x) = (x - \beta_1) \left[ \sigma_{11}^X \sigma_{22}^Y \{ |\Sigma^X|(x - \beta_1)^2 + \sigma_{12}^X \}^2 - \sigma_{11}^Y \sigma_{22}^X (\sigma_{12}^X)^2 (\sigma_{12}^Y)^2 \right]. \quad (2.15)$$
Obviously, $f^{asy}(x)$ has the real root $\beta_1$. The other four roots are complex because $|\Sigma^X| > 0$ and $|\Sigma^Y| > 0$. Since the locations of the complex roots of a polynomial depend continuously on its coefficients, the number of real roots of $f(x)$ converges to one almost surely.  \[ \square \]

Remark 2. This result seems at first sight obvious but it does not follow from general theory. For a related result in the Cauchy location family, see Reeds (1985).

### 2.4 Iterative maximum likelihood estimation

The maximum likelihood estimator $(\hat{\beta}, \hat{\Sigma})$ can be found by iterating Zellner’s two-stage procedure, i.e. by iteratively solving (2.6) and (2.7) for fixed $\Sigma$ and $\beta$, respectively. By definition, a fixed point of the resulting algorithm solves the likelihood equations, and, since (2.6) and (2.7) correspond to maximizing a constrained log-likelihood, the iteration steps never decrease the log-likelihood. Moreover, if the sample size $n$ is larger than or equal to the number of response variables plus the number of covariates, here if $n \geq 4$, then with probability one the observations are such that the set

$$
\Theta = \{ (\beta, \Sigma) \mid \beta \in \mathbb{R}^2, \Sigma \in \mathbb{R}^{2 \times 2} \text{ positive definite}, \ell(\beta, \Sigma) \geq \ell(\beta^{(0)}, \Sigma^{(0)}) \} 
$$

is compact. Here $\beta^{(0)}$ and $\Sigma^{(0)}$ are arbitrary starting values. Therefore, the sequence of estimators remains in the compact set $\Theta$ and all its accumulation points are solutions to the likelihood equations that all have the same likelihood. In fact, Corollary A.5 in Appendix A yields that the sequence of estimators converges because we have shown that the likelihood equations for the model (2.1) may have only finitely many solutions. This convergence property appears contrary to a remark by Cox and Wermuth (1996, p. 130) that there is no guarantee of convergence.

Two starting values are traditionally used. The identity matrix as initial estimate of $\Sigma$ results in the ‘restricted’ iterative seemingly unrelated regressions estimate ISURR; the estimate of $\Sigma$ from the multivariate analysis of variance model

$$
(Y \mid X) \sim N_{2n} \left\{ \begin{pmatrix} \beta_{11} & \beta_{12} \\ \beta_{21} & \beta_{22} \end{pmatrix} X, \Sigma \otimes I_n \right\} 
$$

(2.16)
yields the ‘unrestricted’ estimate ISURU. The name ‘unrestricted’ reflects that $\beta_{12}$ and $\beta_{21}$ are not restricted to zero; the term ‘restricted’ contrasts this. Note that the first estimate of $\beta$ in the restricted approach is the estimate obtained by applying ordinary least squares separately to the two regressions ($Y_1 \mid X_1$) and ($Y_2 \mid X_2$).

For the data in Table 2.1, the sequences of restricted and unrestricted estimates converge to the local maxima based on $\beta_1(1)$ and $\beta_1(3)$ from Table 2.2, respectively. Figure 2.3 illustrates the sequences generated by ISURR and ISURU. The covariance matrices are estimated to be

$$
\hat{\Sigma}_{\text{ISURR}} = \begin{pmatrix} 1.35 & 1.17 \\ 1.17 & 3.62 \end{pmatrix}, \quad \hat{\Sigma}_{\text{ISURU}} = \begin{pmatrix} 3.34 & -3.77 \\ -3.77 & 5.24 \end{pmatrix}.
$$

Hence, the mean parameters and the variances are estimated to quite different values and the estimated covariances even have different signs. The global maximum is found by the unrestricted method but when compared to the true parameters (2.3) the estimate from the restricted method is preferable.
Theoretically, the algorithm could also converge to the saddle point; for example starting in the saddle point it would never leave it. However, in practice the finite accuracy in computer calculations seems to prevent convergence to a saddle point.

2.5 Monte Carlo study

Theorem 2.2 permits us to investigate the finite-sample probability of multimodality in Monte Carlo simulations. We repeatedly simulate covariates \( X \sim N_{2n} \{0, \text{ diag} (1, 5) \otimes I_n\} \) and response variables \( Y \) conditionally upon \( X \) according to (2.1) with the same parameters as in (2.3) with the exception of covariance \( \sigma_{12} \) which we vary to take on the values \( \{0, \pm 0.6, \pm 1.3\} \) corresponding to the correlation coefficients \( \rho \in \{0, \pm 0.42, \pm 0.92\} \). Table 2.3 summarizes the results of 10,000 simulations, which show that multimodality is relatively rare and predominantly occurs with small sample sizes, as Theorem 2.3 suggested. For example, for \( n = 8 \), the chance of bimodality is about 1 in 1000. Trimodality occurred only once for \( n = 5 \) and \( \rho = 0.92 \). The iterative restricted and unrestricted estimators converge to different modes in roughly one third of the multimodal cases.

Sometimes, however, the data might not come from seemingly unrelated regressions but from a misspecified model. It could for example be the case that the true model is the MANOVA model (2.16) which is a super-model of the seemingly unrelated regressions model (2.1). We simulate the covariates again as \( X \sim N_{2n} \{0, \text{ diag} (1, 5) \otimes I_n\} \) but now the observations \( Y \) conditionally upon the covariates are simulated as \( N_{2n} (BX, \Sigma \otimes I_n) \) where \( B \) is a \( 2 \times 2 \) mean parameter matrix of our choice. We choose the values

\[
B = \begin{pmatrix}
\beta_{11} & \beta_{12} \\
\beta_{21} & \beta_{22}
\end{pmatrix} = \begin{pmatrix}
1 & 0.4 \\
1.8 & 2
\end{pmatrix},
\]

which are motivated by the maximum likelihood estimates in the MANOVA model (2.16) for the observations in Table 2.1. Further, we fix the (conditional) variances \( \sigma_{11} = 1 \), and \( \sigma_{22} = 2 \), but again vary the covariance \( \sigma_{12} \) to take on the values \( 0, \pm 0.6, \pm 1.3 \).

Table 2.4 summarizes the results of 10,000 simulations. The chance of encountering multimodality in this mis-specification setting is of the order 1 in 10. Trimodality remains rare with only 3 observed examples. Since trimodality is so rare, we cite the observations
Table 2.3: Frequencies $N_b$ of bimodality and $N_i$ of the occurrence of unequal restricted and unrestricted estimates in 10,000 simulations from the seemingly unrelated regressions model (2.1). One trimodal likelihood function for $n = 5$ and $\rho = 0.92$, indicated by ‘+1’.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\rho = -0.92$</th>
<th>$\rho = -0.42$</th>
<th>$\rho = 0$</th>
<th>$\rho = 0.42$</th>
<th>$\rho = 0.92$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$N_b$</td>
<td>$N_i$</td>
<td>$N_b$</td>
<td>$N_i$</td>
<td>$N_b$</td>
</tr>
<tr>
<td>5</td>
<td>261</td>
<td>80</td>
<td>297</td>
<td>127</td>
<td>328</td>
</tr>
<tr>
<td>6</td>
<td>79</td>
<td>21</td>
<td>97</td>
<td>49</td>
<td>120</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>7</td>
<td>38</td>
<td>17</td>
<td>44</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>5</td>
<td>14</td>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

we found for $n = 5$ and $\rho = 0.92$ in Table 2.5. Figure 2.4 shows a three-dimensional plot and a contour plot of the profile log-likelihood for these observations.

2.6 Related work and discussion

In §§2.2–2.5, we showed that the likelihood of a simple two-equation seemingly unrelated regressions model can be multimodal. We believe this holds true also for more complex seemingly unrelated regressions models since the profile log-likelihood will still be a monotone transformation of a multivariate polynomial in the mean parameters. It is surprising that the literature on seemingly unrelated regressions makes no clear statement about the possibility of multimodality.

In a recent textbook, for example, Greene (1997, p. 686) states incorrectly that `the
Figure 2.4: Data in Table 2.5. (a) Three-dimensional plot and (b) contour plot of the profile log-likelihood. The contour levels are at -25, -23, -21, -20, -19.5, -19.05, -17, -15, -13, -11.2, -11, and -10.7.
Table 2.4: Frequencies $N_b$ of bimodality and $N_i$ of the occurrence of unequal restricted and unrestricted estimates in 10,000 simulations from the MANOVA (2.16). Three trimodal likelihood functions indicated as "+1" and "+2".

<table>
<thead>
<tr>
<th>$\rho = -0.92$</th>
<th>$\rho = -0.42$</th>
<th>$\rho = 0$</th>
<th>$\rho = 0.42$</th>
<th>$\rho = 0.92$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$N_b$</td>
<td>$N_i$</td>
<td>$N_b$</td>
<td>$N_i$</td>
</tr>
<tr>
<td>5</td>
<td>2803</td>
<td>1363</td>
<td>3228+1</td>
<td>1231</td>
</tr>
<tr>
<td>6</td>
<td>2095+2</td>
<td>1032</td>
<td>2957</td>
<td>1022</td>
</tr>
<tr>
<td>7</td>
<td>1721</td>
<td>830</td>
<td>2563</td>
<td>839</td>
</tr>
<tr>
<td>8</td>
<td>1448</td>
<td>717</td>
<td>2421</td>
<td>813</td>
</tr>
<tr>
<td>9</td>
<td>1253</td>
<td>563</td>
<td>2200</td>
<td>723</td>
</tr>
<tr>
<td>10</td>
<td>994</td>
<td>446</td>
<td>2217</td>
<td>732</td>
</tr>
<tr>
<td>11</td>
<td>831</td>
<td>382</td>
<td>2033</td>
<td>664</td>
</tr>
<tr>
<td>12</td>
<td>691</td>
<td>309</td>
<td>1949</td>
<td>623</td>
</tr>
<tr>
<td>13</td>
<td>599</td>
<td>255</td>
<td>1909</td>
<td>638</td>
</tr>
<tr>
<td>14</td>
<td>544</td>
<td>224</td>
<td>1717</td>
<td>520</td>
</tr>
<tr>
<td>15</td>
<td>402</td>
<td>153</td>
<td>1659</td>
<td>532</td>
</tr>
</tbody>
</table>

log-likelihood [of a seemingly unrelated regressions model] is globally concave’ which is contradicted by our results. The claim would hold in a regular exponential family but, since seemingly unrelated regressions are defined by linear restrictions on the mean parameters and not on the natural parameters of the multivariate normal distribution, it forms only a curved exponential family; compare van Garderen (1997). This claim does not appear in the 2003 edition of the textbook but Greene does not go on to make any explicit statement about the possibility of a multimodal likelihood.

In §2.4, we showed that, for the simulated data from Table 2.1, the iterative version of Zellner’s two-stage estimator converges to the two different local maxima depending on which one of the two usual starting values is used. Both of these starting values are consistent, if the starting value for $\Sigma$ in the restricted approach is taken to be the estimate of $\Sigma$ after one iteration. The fact that starting from two consistent estimates the algorithm yields
Table 2.5: Simulated data with a trimodal likelihood.

<table>
<thead>
<tr>
<th>j</th>
<th>$X_{1j}$</th>
<th>$X_{2j}$</th>
<th>$Y_{1j}$</th>
<th>$Y_{2j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.65</td>
<td>-0.04</td>
<td>0.14</td>
<td>0.52</td>
</tr>
<tr>
<td>2</td>
<td>-0.80</td>
<td>-1.18</td>
<td>-0.73</td>
<td>-1.93</td>
</tr>
<tr>
<td>3</td>
<td>1.34</td>
<td>1.98</td>
<td>1.40</td>
<td>3.02</td>
</tr>
<tr>
<td>4</td>
<td>-1.03</td>
<td>-2.42</td>
<td>-2.29</td>
<td>-6.67</td>
</tr>
<tr>
<td>5</td>
<td>-1.08</td>
<td>-3.75</td>
<td>-3.30</td>
<td>-9.94</td>
</tr>
</tbody>
</table>

two different estimates contradicts a claim of Srivastava and Giles (1987, p. 157) who state that the algorithm's limit is unique if the initial estimate is consistent. Similarly, this fact contradicts Magnus (1978, Lemma 2), who states that the root of the likelihood equations produced by the iterations is the unique maximum likelihood estimator. The maximum likelihood estimator is trivially almost surely unique when defined by the global maximum of the likelihood. Solutions to the likelihood equations, however, are not necessarily unique. To justify their claims, Magnus (1978, Lemma 2) and Srivastava and Giles (1987, p. 157) both refer to general maximum likelihood estimation theory, the former to Cramér (1999) and Dhrymes (1970, §3), and the latter to Rao (1973, §5), that obviously cannot provide the required uniqueness.

Our study suggests that, in order to explore the likelihood as fully as possible, one should always try different starting values for iterative procedures. Note that Wu and Perlman (2000) find improved starting values, compare also Andersson and Perlman (1994), though in our simple two-equation model (2.1) their idea reduces to the restricted approach. Detecting the multimodality is especially important in likelihood ratio testing since finding a local, but not global, maximum of the likelihood would favor the larger model that is hypothesized against the seemingly unrelated regressions model. For model search, our results suggest first searching among a class of models in which multimodality does not arise in order to avoid stopping the procedure erroneously because of a seemingly poor fit of a seemingly unrelated regressions model caused by multimodality. Note also that
in Bayesian inference of seemingly unrelated regressions the posterior distribution might inherit multimodality from the likelihood.

In our Monte Carlo study multimodality occurred only rarely even for small sample sizes. However, this may not be true in more complex situations. Moreover, we observed that data from misspecified models can lead to a multimodal likelihood at higher frequencies; compare also Cox and Wermuth (1996, pp. 102-3). We conducted further Monte Carlo experiments in the correctly-specified model to determine whether or not one of the solutions to the likelihood equations is preferable in terms of mean square error, but no clear pattern emerged: the global maximum was preferable for a strong correlation of the two seemingly unrelated regression equations but for weak or no correlation the saddle point in between the local and the global maximum was preferable.
Chapter 3

FITTING GAUSSIAN AMP CHAIN GRAPH MODELS

The AMP Markov property is a recently proposed alternative Markov property for chain graphs (Andersson et al., 2001). In the case of continuous variables with a joint multivariate Gaussian = normal distribution, it is the AMP rather than the earlier introduced LWF Markov property that is coherent with data-generation by natural block-recursive regressions. This chapter considers Gaussian AMP chain graph models, for which we show that maximum likelihood estimation can be performed by combining generalized least squares and iterative proportional fitting to an iterative algorithm.

3.1 Introduction

Let $G = (V, E)$ be a graph with vertex set $V$ and edge set $E$, where $E$ comprises directed ($\rightarrow$) and/or undirected edges ($-$) such that there is at most one edge between any pair of vertices $i, j \in V$. Such a graph is called a chain graph if it has no partially directed cycles, which are paths from one vertex to itself in which there is at least one directed edge and all directed edges point in the same direction. A chain graph is shown in Figure 3.1.

![Diagram of a chain graph](image)

Figure 3.1: A chain graph with chain components $\{0\}$, $\{1, 2\}$ and $\{3, 4, 5, 6\}$. 
Chain graphs have been introduced to provide conditional independence models that are more general than the ones obtained from undirected graphs or DAGs. The original LWF Markov property for chain graphs is due to Lauritzen and Wermuth (1989), Wermuth and Lauritzen (1990) and Frydenberg (1990). The parameterization of Gaussian LWF chain graph models is described in Wermuth (1992) and Lauritzen (1996, §5.4.1), and the maximum likelihood estimator (MLE) can be obtained by using the iterative proportional fitting algorithm (Speed and Kiiveri, 1986; Whittaker, 1990, pp.182–185). More precisely, iterative proportional fitting is applied multiple times to undirected graphs over overlapping subsets of the vertex set; compare Lauritzen (1996, §6.5.2).

The LWF chain graph approach is discussed, for example, in Didelez et al. (2002), Edwards (2000, §7.2) and Lauritzen and Richardson (2002). Examples of applications of LWF chain graph modelling are Mohamed et al. (1998) and Caputo et al. (1999, 2003).

Recently, Andersson et al. (2001) have proposed an alternative Markov property for chain graphs. In the case of continuous variables with a joint multivariate Gaussian = normal distribution, it is their AMP rather than the earlier introduced LWF Markov property that is coherent with data-generation by natural block-recursive regressions (Andersson et al., 2001, §§1 and 5). However, methodology for statistical inference in AMP chain graph models has not yet been developed. As a first step, this chapter provides an algorithm for ML estimation in Gaussian AMP chain graph models.

The chapter uses the notation of Andersson et al. (2001) and is organized as follows. We review the AMP Markov property and the parameterization of the associated Gaussian models in §§3.2 and 3.3, respectively. In §3.4, we derive the likelihood equations, which immediately suggest an iterative algorithm for ML estimation as described in §3.5. This algorithm combines generalized least squares and iterative proportional fitting. We conclude in §3.6.

### 3.2 The AMP Markov property for chain graphs

For a chain graph $G = (V, E)$, let $G^\wedge$ be the undirected graph obtained by deleting all directed edges in $G$. Let $\mathcal{T}$ be the set of connected components of $G^\wedge$. An element $\tau \in \mathcal{T}$ is
called a *chain component* of $G$. Clearly, the chain components form a partition of the vertex set $V = \bigcup(\tau \mid \tau \in T)$. For the graph in Figure 3.1, for example, the chain components are $\tau_1 = \{0\}$, $\tau_2 = \{1, 2\}$ and $\tau_3 = \{3, 4, 5, 6\}$.

Associated with a chain graph $G$ is an acyclic directed graph (ADG = DAG) over the chain components, i.e., a DAG $D = D(G)$ with vertex set $T$. The DAG $D$ comprises a directed edge $\tau \to \tau'$ if there exist vertices $i$ and $j$ in $V$ such that $i \in \tau$, $j \in \tau'$, and $i \to j$ in $G$. The DAG $D$ for the chain graph $G$ from Figure 3.1 is shown in Figure 3.2.

![Figure 3.2: The DAG $D(G)$ for $G$ from Figure 3.1.](image)

For a vertex $i \in V$, let $\text{pa}_G(i) = \{j \in V \mid j \to i \in G\}$ be the *parents* of $i$ in $G$. For a chain component $\tau \in T$, let $\text{pa}_D(\tau) = \bigcup(\text{pa}_G(i) \mid i \in \tau)$ be the parents of $\tau$ in $D$. We write $\tau < \tau'$ if there exists a directed path $\tau \to \cdots \to \tau'$ in $D$; otherwise we write $\tau \nless \tau'$. The *non-descendants* of $\tau$ in $D$ are defined as $\text{nd}_D(\tau) = \{\tau' \mid \tau \nless \tau'\}$.

Now we can state the AMP Markov property in its block-recursive form.

**Definition 3.1 (Andersson et al., 2001, Def. 5).** The AMP block-recursive Markov property specifies:

C1: $\forall \tau \in T : \quad \tau \perp (\text{nd}_D(\tau) \setminus \text{pa}_D(\tau)) \mid \text{pa}_D(\tau)$;

C2: $\forall \tau \in T : \quad \text{the conditional distribution } (\tau \mid \text{pa}_D(\tau)) \text{ is globally Markov with respect to the undirected subgraph } G_\tau$;

C3: $\forall \tau \in T, \forall \sigma \subseteq \tau : \quad \sigma \perp (\text{pa}_D(\tau) \setminus \text{pa}_G(\sigma)) \mid \text{pa}_G(\sigma)$.

The conditional independences in Definition 3.1 are stated in terms of sets of vertices, but in the sequel the vertices will be identified with random variables translating the statements in terms of vertices into proper conditional independence statements. For the graph $G$ shown in Figure 3.2, the AMP block-recursive Markov property states, for example:
(3, 4, 5, 6) ≡ 0 \mid (1, 2) \text{ from C1;}

3 \perp 5 \mid (1, 2, 4, 6) \text{ and } 4 \perp 6 \mid (1, 2, 3, 5) \text{ from C2;}

3 \perp 2 \mid 1, \ (4, 5) \perp 1 \mid 2 \text{ and } 6 \perp (1, 2) \text{ from C3.}

A pairwise and a global version of the AMP Markov property are defined in Andersson et al. (2001) and Levitz et al. (2001, 2003), but in the Gaussian case considered subsequently these are all equivalent to the block-recursive Markov property stated in Definition 3.1. Here, two Markov properties are equivalent if for any graph the two sets of normal distributions satisfying the conditional independences stated by the respective Markov property are equal.

### 3.3 Gaussian AMP chain graph models

Let $X = (X_i \mid i \in V) \in \mathbb{R}^V$ be a random vector distributed according to the multivariate normal distribution $\mathcal{N}_V(0, \Sigma)$ where $\Sigma$ is the unknown positive definite $V \times V$ covariance matrix. If we identify vertex sets $A \subseteq V$ with the random vector $X_A = (X_i \mid i \in A)$, then the statements of the AMP block-recursive Markov property become meaningful conditional independence statements imposing restrictions on $\Sigma$.

For a chain graph $G = (V, E)$, let $P(G)$ be the set of all positive definite covariance matrices $\Sigma$ that are such that $X \sim \mathcal{N}_V(0, \Sigma)$ satisfies all the conditional independences stated by the AMP block-recursive Markov property. The *Gaussian AMP chain graph model* is the family of normal distributions

$$
\mathcal{N}(G) = (\mathcal{N}_V(0, \Sigma) \mid \Sigma \in P(G)).
$$

(3.1)

Now assume that we observe an i.i.d. sample $X^{(k)}$, $k \in N = \{1, \ldots, n\}$, from the Gaussian AMP chain graph model $\mathcal{N}(G)$ defined in (3.1). Let the vectors $X^{(k)}$ in the sample be the columns of the $V \times N$ random matrix $Y$, which then is distributed as

$$
Y \in \mathbb{R}^{V \times N} \sim \mathcal{N}_{V \times N}(0, \Sigma \otimes I_N).
$$

(3.2)

Here, $I_N$ is the $N \times N$ identity matrix and $\otimes$ is the Kronecker product. The $i$-th row $Y_i \in \mathbb{R}^N$ of the matrix $Y$ contains the observations for variable $i \in V$, made i.i.d. on all the subjects in $N$. The sample size is $n = |N|$ and the number of variables is $p = |V|$. 
Since our model assumes a zero mean, the empirical covariance matrix, which is a sufficient statistic, is defined to be
\[
S = \frac{1}{n} Y Y' \in \mathbb{R}^{V \times V}. \tag{3.3}
\]
We shall assume that \( n \geq p \) such that \( S \) is positive definite with probability one. The case where the model also includes an unknown mean vector \( \mu \in \mathbb{R}^V \) can be treated by estimating \( \mu \) by the empirical mean vector \( \bar{Y} \in \mathbb{R}^V \), i.e. the vector of row means of \( Y \). The empirical covariance matrix would then be replaced by the matrix
\[
\tilde{S} = \frac{1}{n} (Y - \bar{Y} \otimes 1_N)(Y - \bar{Y} \otimes 1_N)' \in \mathbb{R}^{V \times V}, \tag{3.4}
\]
where \( 1_N = (1, \ldots, 1) \in \mathbb{R}^N \). However, in this case only \( n \geq p + 1 \) would ensure that \( \tilde{S} \) is positive definite with probability one.

The definition of the model \( \mathbf{N}(G) \) in (3.1) is implicit. An explicit parameterization of \( \mathbf{N}(G) \) is described in Andersson et al. (2001, §5). This parameterization associates one parameter with each vertex in \( V \) and each edge in \( E \). Let \( \Lambda = (\lambda_{ij}) \) be a positive definite \( V \times V \) matrix such that \( \lambda_{ij} \neq 0 \) only if \( i = j \) or \( i - j \). Let \( B = (\beta_{ij}) \) be an arbitrary real \( V \times V \) matrix such that \( \beta_{ij} \neq 0 \) only if \( j \rightarrow i \). With the parameter matrices \( B \) and \( \Lambda \), we can define the covariance matrix
\[
\Sigma = \Sigma(B, \Lambda) = (I_V - B)^{-1}\Lambda^{-1}((I_V - B)^{-1})', \tag{3.5}
\]
which is obviously positive definite. The matrices \( B \) and \( \Lambda \) parameterize the model \( \mathbf{N}(G) \) since \( \mathcal{N}_V(0, \Sigma) \in \mathbf{N}(G) \) iff there exist \( B \) and \( \Lambda \) such that \( \Sigma = \Sigma(B, \Lambda) \), compare (3.11) and Andersson et al. (2001, eqn. (25)).

The directed graph \( \mathcal{D} \) of chain components, defined in §3.2, is acyclic and, by C1 in Definition 3.1, the density of \( X \sim \mathcal{N}_V(0, \Sigma) \in \mathbf{N}(G) \) can be factored into a product of conditional densities as
\[
f(x) = \prod \left( f(x_\tau \mid x_{\text{pa}_\mathcal{D}(\tau)}) \mid \tau \in \mathcal{T} \right), \quad x \in \mathbb{R}^V, \tag{3.6}
\]
compare Andersson et al. (2001, eqn. (20)). The conditional distribution of \( (X_\tau \mid X_{\text{pa}_\mathcal{D}(\tau)}) \) is
\[
(X_\tau \mid X_{\text{pa}_\mathcal{D}(\tau)}) \sim \mathcal{N}(\beta_{\tau}X_{\text{pa}_\mathcal{D}(\tau)}, \Lambda_\tau), \quad \tau \in \mathcal{T}, \tag{3.7}
\]
which is a “block-regression” for the “block” of variables $\tau$. In (3.7), $\beta_\tau$ is the $\tau \times \tau_{\text{paD}(\tau)}$ submatrix of $B$ and

$$
\Lambda_\tau = \Sigma_{\tau, \tau} - \Sigma_{\tau, \text{paD}(\tau)}(\Sigma_{\text{paD}(\tau), \text{paD}(\tau)})^{-1}\Sigma_{\text{paD}(\tau), \tau}
$$

is the $\tau \times \tau$ conditional covariance matrix. Note that $\Lambda_\tau$ is indeed equal to the $\tau \times \tau$ submatrix of $\Lambda$. The family of conditional parameters $((\Lambda_\tau, \beta_\tau) \mid \tau \in T)$ are called the family of $G$-parameters of $\Sigma \in P(G)$.

The parameter space for the $G$-parameter $\beta_\tau$ is the set $B_\tau(G)$ of all matrices $\beta_\tau$ that satisfy the condition

$$
i, j \in \tau, j \in \text{paD}(\tau) \setminus \text{pa}_G(i) \implies (\beta_\tau)_{ij} = 0.
$$

Similarly the parameter space for the $G$-parameter $\Lambda_\tau$ is the set $P(G_\tau)$ of all positive definite matrices $\Lambda_\tau$ that satisfy the condition

$$
i, j \in \tau, i \neq j \text{ in } G \implies \lambda_\tau^{ij} = (\Lambda_\tau^{-1})_{ij} = 0.
$$

As stated in Andersson et al. (2001, eqn. (25)), the parameter space of $N(G)$ factors into a Cartesian product of parameter spaces for the $G$-parameters according to the bijection

$$
P(G) \rightarrow \times(P(G_\tau) \times B_\tau(G) \mid \tau \in T)
$$

$$
\Sigma \mapsto ((\Lambda_\tau, \beta_\tau) \mid \tau \in T).
$$

This parameter space factorization in conjunction with the density factorization (3.6) yields that the MLE of $(B, \Lambda)$ can be obtained by separately computing the MLE for the parameters $\beta_\tau$ and $\Lambda_\tau$ in the block-regression (3.7).

### 3.4 Likelihood equations for a block-regression

The log-likelihood function $\ell(\beta_\tau, \Lambda_\tau)$ for the block-regression model from (3.7) can be expressed as

$$
\ell(\beta_\tau, \Lambda_\tau) = -\frac{n}{2} \log(2\pi) + \frac{n}{2} \log |\Lambda_\tau^{-1}| - \frac{n}{2} \text{tr}\{\Lambda_\tau^{-1} S(\beta_\tau)\},
$$

(3.12)
where

\[
S(\beta_\tau) = S_{r,\tau} - \beta_\tau S_{\text{pad}(\tau),\tau} - S_{r,\text{pad}(\tau)} \beta_\tau^r + \beta_\tau S_{\text{pad}(\tau),\text{pad}(\tau)} \beta_\tau^r. 
\] (3.13)

Let \(i, j \in \tau\) such that \(i \neq j\) in \(G\). It follows immediately from (3.12) that

\[
\frac{\partial \ell(\beta_\tau, \Lambda_\tau)}{\partial \lambda_{ij}^y} = \frac{n}{2} \left( (\Lambda_\tau)_{ij} - S(\beta_\tau)_{ij} \right), 
\] (3.14)

where \(\lambda_{ij}^y\), \((\Lambda_\tau)_{ij}\), and \(S(\beta_\tau)_{ij}\) are the \(ij\)-th entries in \(\Lambda_\tau^{-1}\), \(\Lambda_\tau\), and \(S(\beta_\tau)\), respectively.

Let

\[
d_\tau = |\{(i, j) | i \in \tau, j \in \text{pad}(\tau), j \rightarrow i\}| 
\] (3.15)

be the number of directed edges between \(\text{pad}(\tau)\) and \(\tau\). Furthermore, let

\[
b_\tau = (\beta_{ij} | i \in \tau, j \in \text{pad}(\tau), j \rightarrow i) \in \mathbb{R}^{d_\tau} 
\] (3.16)

be the column vector comprising all non-vanishing components of \(\beta_\tau\). In order to compute the derivative of \(\ell(\beta_\tau, \Lambda_\tau)\) with respect to \(b_\tau\), we use the vec-operator of column-wise vectorization to rewrite

\[
\text{tr}(\Lambda_\tau^{-1} \beta_\tau S_{\text{pad}(\tau),\tau}) = \text{vec}(\Lambda_\tau^{-1} S_{r,\text{pad}(\tau)})^T \text{vec}(\beta_\tau), 
\] (3.17)

compare Harville (1997, eqn. (16.2.14)). Furthermore, using Harville (1997, eqn. (16.2.15)),

\[
\text{tr}(\Lambda_\tau^{-1} \beta_\tau S_{\text{pad}(\tau),\text{pad}(\tau)} \beta_\tau^r) = \text{vec}(\beta_\tau)^T (S_{\text{pad}(\tau),\text{pad}(\tau)} \otimes \Lambda_\tau^{-1}) \text{vec}(\beta_\tau). 
\] (3.18)

Now let \(i \in \tau, j \in \text{pad}(\tau)\) be such that \(j \rightarrow i\). Then by plugging the expressions from (3.17) and (3.18) into (3.12), we obtain that

\[
\frac{\partial \ell(\beta_\tau, \Lambda_\tau)}{\partial \beta_{ij}} = -\frac{n}{2} \left[ 2 \times \frac{\partial}{\partial \beta_{ij}} \{\text{vec}(\Lambda_\tau^{-1} S_{r,\text{pad}(\tau)})^T \text{vec}(\beta_\tau)\} 
\right. 
\left. \quad - \frac{\partial}{\partial \beta_{ij}} \{\text{vec}(\beta_\tau)^T (S_{\text{pad}(\tau),\text{pad}(\tau)} \otimes \Lambda_\tau^{-1}) \text{vec}(\beta_\tau)\} \right]. 
\] (3.19)

It follows that

\[
\frac{\partial \ell(\beta_\tau, \Lambda_\tau)}{\partial b_\tau} = -n \left[ \text{vec}(\Lambda_\tau^{-1} S_{r,\text{pad}(\tau)})^T - \text{vec}(\beta_\tau)^T (S_{\text{pad}(\tau),\text{pad}(\tau)} \otimes \Lambda_\tau^{-1}) \right] \frac{\partial \text{vec}(\beta_\tau)}{\partial b_\tau}, 
\] (3.20)
which is a row vector with $d_\tau$ components. Let $\pi_\tau$ be the derivative matrix

$$\pi_\tau = \frac{\partial \text{vec}(\beta_\tau)}{\partial b_\tau} \in \mathbb{R}^{d_\tau \times \text{pad}(\tau) \times d_\tau}, \quad (3.21)$$

which does not depend on $b_\tau$ and has entries in $\{0, 1\}$. This matrix clearly satisfies

$$\text{vec}(\beta_\tau) = \pi_\tau b_\tau, \quad \forall b_\tau \in \mathbb{R}^{d_\tau}, \quad (3.22)$$

and in fact, each row of $\pi_\tau$ has precisely one entry equal to one and the remaining entries equal to zero. From (3.20), (3.21), and (3.22), we obtain that

$$\frac{\partial \ell(\beta_\tau, \Lambda_\tau)}{\partial b_\tau} = -n \left[ \text{vec}(\Lambda_\tau^{-1} S_{\text{pad}(\tau)}') - \pi_\tau' \pi_\tau (S_{\text{pad}(\tau)} \otimes \Lambda^{-1}_\tau) \right] \pi_\tau. \quad (3.23)$$

Setting the derivatives in (3.14) and (3.23) equal to zero, we obtain the likelihood equations

$$b_\tau = \left[ \pi_\tau' (S_{\text{pad}(\tau)} \otimes \Lambda^{-1}_\tau) \pi_\tau \right]^{-1} \pi_\tau' \text{vec}(\Lambda^{-1}_\tau S_{\text{pad}(\tau)}) \quad (3.24)$$

and

$$(\Lambda_\tau)_{ij} = S(\beta_\tau)_{ij}, \quad \forall i, j \in \tau, \, i \neq j \text{ in } G. \quad (3.25)$$

3.5 **Maximum likelihood estimation by generalized least squares and iterative proportional fitting**

The condition $n \geq p$ implies the almost sure positive definiteness of the sample covariance matrix $S$ from (3.3). A positive definite sample covariance matrix implies in turn the existence of the global maximum of $\ell(\Sigma)$ over $\mathbf{P}(G)$. This condition is not necessary in general but we are not aware of any results in the literature which provide a necessary and sufficient condition. In general, the likelihood function $\ell(\beta_\tau, \Lambda_\tau)$ may exhibit more than one local maximum, and the likelihood equations (3.24) and (3.25) may admit more than one solution; compare Chapter 2. Here, we propose a simple iterative algorithm, which generates a sequence of estimates of $(\beta_\tau, \Lambda_\tau)$, whose accumulation points solve the likelihood equations. This algorithm is immediately suggested by the form of the likelihood equations.

First, consider the problem of solving equation (3.25) while fixing the mean parameters $\beta_\tau \in \mathbf{B}_\tau(G)$. Clearly, (3.25) constitutes the likelihood equations for an undirected graph
model for $G_r$ with the synthetic sample covariance matrix $S(\beta_r)$, which is the sample covariance matrix of the residuals in the block-regression (3.7). It follows from Lauritzen (1996, Thm. 5.3) that for fixed $\beta_r$ there exists a unique solution $\hat{A}_r(\beta_r) \in \mathbf{P}(G_r)$ to equation (3.25), which can be computed by the iterative proportional fitting algorithm (Whittaker, 1990, pp.182–185). Moreover, $\hat{A}_r(\beta_r)$ is the unique maximizer in the maximization problem

$$\max\{\ell(\beta_r, A_r) \mid A_r \in \mathbf{P}(G_r)\}. \quad (3.26)$$

Second, it is obvious that equation (3.24), which is in a generalized least squares form, admits a unique solution for fixed $A_r \in \mathbf{P}(G_r)$. We denote this solution by $\hat{b}_r(A_r)$ and let

$$\hat{\beta}_r(A_r) = \pi_r \hat{b}_r(A_r). \quad (3.27)$$

Clearly, $\hat{\beta}_r(A_r)$ is the unique maximizer in the maximization problem

$$\max\{\ell(\beta_r, A_r) \mid \beta_r \in \mathbf{B}_r(G)\}. \quad (3.28)$$

These partial maximization properties suggest to solve the likelihood equations by choosing a starting value $\beta_r^{(0)} \in \mathbf{B}_r(G)$ or $A_r^{(0)} \in \mathbf{P}(G_r)$ and iteratively computing

$$A_r^{(i+1)} = \hat{A}_r(\beta_r^{(i)}),$$

$$\beta_r^{(i+1)} = \hat{\beta}_r(A_r^{(i)}). \quad (3.29)$$

A simple starting value $A_r^{(0)} \in \mathbf{P}(G_r)$ is the identity matrix $I_r$. The iterative algorithm in (3.29) is a partial maximization algorithm based on maximizations over sections in the parameter space that admit unique solutions. Thus, whenever the data are such that the sample covariance matrix is positive definite and that there are only finitely many solutions to the likelihood equations that fall in the same contour of the likelihood, then Corollary A.5 in Appendix A implies that, regardless of the choice of a feasible starting value, the algorithm in (3.29) generates a sequence of estimates $(A_r^{(i)}, \beta_r^{(i)})$ that converges to a local maximum or saddle point of the likelihood function.

### 3.6 Conclusion

We have described an algorithm for solving the likelihood equations in Gaussian AMP chain graph models. This algorithm is a combination of generalized least squares and iterative
proportional fitting. As an iterative partial maximization algorithm it is guaranteed to converge to a solution of the likelihood equations if the data are such that there exist only finitely many solutions to the likelihood equations at which the likelihood takes on the same value.
Chapter 4

ITERATIVE CONDITIONAL FITTING FOR COVARIANCE GRAPH MODELS

Graphical models with bidirected edges (↔) represent marginal independence: the absence of an edge between two vertices indicates that the corresponding variables are marginally independent. In this chapter, we consider maximum likelihood estimation in the case of continuous variables with a Gaussian joint distribution, sometimes termed a covariance graph model. We present a new fitting algorithm which exploits standard regression techniques and establish its convergence properties. Moreover, we contrast our procedure to existing estimation algorithms. We give the new algorithm the name Iterative Conditional Fitting since in each step of the procedure, a conditional distribution is estimated, subject to constraints, while a marginal distribution is held fixed. This approach is in duality to the well-known iterative proportional fitting algorithm, in which marginal distributions are fitted while conditional distributions are held fixed.

4.1 Introduction

Graphical models are commonly based on undirected graphs, DAGs, or chain graphs in which the absence of an edge between two vertices indicates some conditional independence between the associated variables. However, there has also been interest in graphical models in which the variables associated with two non-adjacent vertices are marginally independent. These models for marginal independence may naturally be represented with bidirected edges (↔) via a natural extension of d-separation. These models correspond to the special case of ancestral graph models (Richardson and Spirtes, 2002) where the ancestral graph has bidirected edges only. The case of jointly Gaussian variables has also been termed covariance graph models by Cox and Wermuth (1993, 1996) who use dashed lines rather than
bidirected edges. Besides being interesting models in their own right, graphical models for marginal independence are also interesting in the context of DAGs since certain DAGs with hidden variables induce marginal independences amongst the observed variables that can be represented by a bidirected graph (see §4.2).

For undirected graphs, DAGs and chain graphs, parameter learning procedures are well developed, see e.g. Lauritzen (1996) or Whittaker (1990), and many methods are implemented in the software package MIM (Edwards, 2000). This is not the case, however, for graphical models for marginal independence and covariance graph models in particular. For instance, MIM does not permit maximum likelihood (ML) estimation in covariance graph models but permits fitting only by a heuristic method due to Kauermann (1996), which is based on a “dual likelihood”; see also Edwards (2000, §7.4) and Banerjee and Richardson (2003).

This chapter presents a new iterative algorithm for ML estimation in covariance graph models. In §4.2 we describe and motivate graphical models for marginal independence in general, and in §4.3 we turn to the Gaussian case of covariance graph models. In particular, we review and critique Anderson’s ML estimation algorithm. In §4.4 we present our new algorithm which converges to a solution of the likelihood equations for almost every value of the observations. In §4.5 we show the estimates for an example data set and in §4.6 we outline future extensions to our algorithm and comment on related literature.

4.2 Graphical models for marginal independence

Suppose that we observe the set of variables \( V \) in the random vector \( X = (X_i \mid i \in V) \). Let \( G = (V, E) \) be a graph with the variable set \( V \) as vertex set and the edge set \( E \subseteq V \times V \) consisting exclusively of bidirected edges \( (i, j), i \neq j, i, j \in V \), denoted by \( i \leftrightarrow j \).

4.2.1 Global Markov property for bidirected graphs

In the bidirected graph \( G \), a path between vertices \( i, j \in V \) is said to \( m \)-connect given \( S \subseteq V \) if there is a path between \( i \) and \( j \) on which every non-endpoint vertex is in \( S \). Disjoint non-empty sets of vertices \( A \) and \( B \) are \( m \)-connected given \( S \) in \( G \) if for some \( i \in A \) and \( j \in B \)
there exists an m-connecting path between i and j given S in G. Otherwise, A and B are m-separated given S where S is allowed to be empty. The distribution of X satisfies the global Markov property for G if \( X_A \perp X_B \mid X_S \) holds whenever A is m-separated from B given S. Here, \( X_A = (X_i \mid i \in A) \), etc. Note that the global Markov property implies the pairwise Markov property consisting of the marginal independences \( X_i \perp X_j \) for all \( i \neq j \). If X has a Gaussian distribution then the pairwise Markov property also implies the global Markov property but this does not need to hold for an arbitrary probability distribution.

In the graph shown in Figure 4.1(a), the path \( 1 \leftrightarrow 3 \leftrightarrow 4 \leftrightarrow 2 \) m-connects 1 and 2 given \( Z = \{3, 4\} \), but 1 and 2 are m-separated given any proper subset of \( \{3, 4\} \). The global Markov property for this graph requires that \( 1 \perp (2, 4) \) and \( 2 \perp (1, 3) \). Note that these conditional independences are also stated by the AMP Markov property for the chain graph in Figure 1.1(c).

![Figure 4.1: (a) Bidirected graph. (b) DAG with hidden variables u_{13}, u_{34}, u_{24} (§4.2.3).](image)

In a bidirected graph, there are no directed paths, and every non-endpoint vertex on a path is a collider, i.e. two arrow-heads point to the vertex. Therefore, the definition of m-connection given above is the natural extension of Pearl’s (1988) d-connection criterion to graphs containing bidirected edges. Richardson and Spirtes (2002) define m-connection for a larger class of graphs called ancestral graphs, which may contain directed, undirected and bidirected edges. The definition for ancestral graphs reduces to the definition given
here in the case where all edges are bidirected (compare Chapter 5).

4.2.2 Connected set Markov property

A set $C$ in a bidirected graph $G$ is said to be connected if for every pair of vertices $i, j \in C$ there is a path between $i$ and $j$ involving only vertices in $C$. Let the spouses of $i \in V$ be $\text{sp}(i) = \{ j \mid i \leftrightarrow j \}$ and the non-spouses $\text{nsp}(i) = V \setminus (\text{sp}(i) \cup \{i\})$. For a set $C \subseteq V$, we define $\text{sp}(C) = \bigcup_{i \in C} \text{sp}(i)$ and $\text{nsp}(C) = \bigcap_{i \in C} \text{nsp}(i)$. Then the distribution of $X$ satisfies the connected set Markov property for $G$ if $X_C \independent X_{\text{nsp}(C)}$ for every connected set $C$. In words, every connected set is marginally independent of all other variables other than those adjacent to some element in the set. Richardson (2003) proves that an arbitrary probability distribution obeys the connected set Markov property iff it obeys the global Markov property. The connected set Markov property for the graph in Figure 4.1(a) requires: $1.\independent(2,4)$, $2.\independent(1,3)$.

4.2.3 Relation to DAG models with hidden variables

Graphical models for marginal independence can be motivated by the following consideration (see also Pearl and Wermuth, 1994). Suppose that there is DAG $D$ with vertex set $V \cup U$, where the variables in $V$ are observed, and those in $U$ are unobserved. Suppose further that observed variables $i \in V$ have no children in the graph, i.e. $\text{ch}_D(i) = \{ j \in V \cup U \mid i \rightarrow j \} = \emptyset$. Models of this kind are used in psychology and the social sciences (see e.g. Bollen, 1989, §6).

From the DAG $D$, construct the induced bidirected graph $G(D)$ over $V$ by including the bidirected edge $i \leftrightarrow j$, $i, j \in V$, if $\text{an}_D(i) \cap \text{an}_D(j) \neq \emptyset$, where $\text{an}_D(i) = \{ j \in V \mid j \rightarrow \ldots \rightarrow i \text{ or } j = i \}$ are the ancestors of $i$ in $D$. Note that $\text{an}_D(i) \cap \text{an}_D(j) \subseteq U$. It then follows as a special case of Theorem 4.18 in Richardson and Spirtes (2002) that $G(D)$ represents the Markov structure induced by $D$ on the observed variables.

**Proposition 4.1.** Let $D$ be a DAG with vertex set $V \cup U$ such that $\text{ch}_D(i) = \emptyset$ for all $i \in V$, and let $G(D)$ be the bidirected graph with vertex set $V$ defined above. Then for any
disjoint sets \(A, B, S \subseteq V\), with \(A, B \neq \emptyset\),

\[A \text{ and } B \text{ are } d\text{-separated given } S \text{ in } D\]
\[\iff A \text{ and } B \text{ are } m\text{-separated given } S \text{ in } G(D).\]

Figure 4.1(b) shows a DAG \(D\) with \(G(D)\) equal to the graph shown in Figure 4.1(a).

DAGs with hidden variables that satisfy the conditions of Proposition 4.1 induce an independence structure over the observed variables that can be represented by a bidirected graph. However, further (non-independence) restrictions can hold in the hidden variable model such that it is only a submodel of the bidirected graph model (Richardson and Spirtes, 2002, §7.3.1, §8.6).

### 4.3 Covariance graph models

Suppose now that the variables \(V\) are continuous with a centered Gaussian \(\equiv\) normal joint distribution, i.e. \(X \sim \mathcal{N}(0, \Sigma) \in \mathbb{R}^V\) where \(\Sigma = (\sigma_{ij}) \in \mathbb{R}^{V \times V}\) is the unknown positive definite covariance matrix. The normal distribution of \(X\) is pairwise and globally Markov for the bidirected graph \(G = (V, E)\) iff

\[X_i \perp \!\!\!\perp X_j \iff \sigma_{ij} = 0 \iff i \not\equiv j.\]  (4.1)

Let \(P(V)\) be the cone of all positive definite \(V \times V\) matrices and let \(P(G)\) be the cone of all matrices \(\Sigma \in P(V)\) which fulfill the linear restrictions in (4.1). Then the covariance graph model based on \(G\) is the family of all normal distributions

\[N(G) = \left\{ \mathcal{N}(0, \Sigma) \mid \Sigma \in P(G) \right\}.\]

(4.2)

This chapter considers the estimation of the unknown parameter \(\Sigma\) based on a sample of i.i.d. observations \(X^{(k)}, k \in N = \{1, \ldots, n\}\), from the covariance graph model (4.2). The set \(N\) can be interpreted as indexing the subjects on which we observe the variables in \(V\). We group the vectors in the sample as columns in the \(V \times N\) random matrix \(Y\) which is distributed as

\[Y \in \mathbb{R}^{V \times N} \sim \mathcal{N}_{V \times N}(0, \Sigma \otimes I_N).\]  (4.3)
Here, $I_N$ is the $N \times N$ identity matrix, $\Sigma \in \mathbf{P}(G)$ is the unknown positive definite covariance matrix, and $\otimes$ is the Kronecker product. Thus the $i$-th row $Y_i = Y_i \in \mathbb{R}^N$ of the matrix $Y$ contains the i.i.d. observations for variable $i \in V$ on all the subjects in $N$ and the $k$-th column $Y_k = X^{(k)}$ holds all the observations made on the subject $k \in N$. Finally, the sample size is $n = |N|$ and the number of variables is $p = |V|$.

Since our model assumes a zero mean, the empirical covariance matrix is defined to be

$$S = \frac{1}{n}YY' \in \mathbb{R}^{V \times V}.$$  \hspace{1cm} (4.4)

We shall assume that $n \geq p$ such that $S$ is positive definite with probability one.

Note that the case where the model also includes an unknown mean vector $\mu$ can be treated by estimating $\mu$ by the empirical mean vector $\bar{Y} \in \mathbb{R}^V$, i.e., the vector of the row means of $Y$. The empirical covariance matrix would then be the matrix

$$\tilde{S} = \frac{1}{n}(Y - \bar{Y} \otimes 1_N)(Y - \bar{Y} \otimes 1_N)' \in \mathbb{R}^{V \times V},$$  \hspace{1cm} (4.5)

where $1_N = (1, \ldots, 1) \in \mathbb{R}^N$. However, we would have to assume that $n \geq p + 1$ to ensure that $\tilde{S}$ is positive definite with probability one.

4.3.1 Maximum likelihood estimation

The density function of $Y$ with respect to the Lebesgue measure is the function $f_\Sigma : \mathbb{R}^{V \times N} \rightarrow \mathbb{R}$ given by

$$f_\Sigma(y) = (2\pi)^{-np/2}|\Sigma|^{-n/2}\exp\left\{-\frac{1}{2}\sum_{k \in N} y_k'\Sigma^{-1}y_k\right\}.$$  \hspace{1cm} (4.6)

Considered as a function of the unknown parameters for fixed data $y$ this gives the likelihood function of the covariance graph model $\mathbf{N}(G)$ as the mapping $L : \mathbf{P}(G) \rightarrow \mathbb{R}$ where $L(\Sigma) = f_\Sigma(y)$. In ML estimation, the parameter $\Sigma$ is estimated by the element of $\mathbf{P}(G)$ which maximizes the likelihood $L$ or more conveniently the log-likelihood $\ell(\Sigma) = \log L(\Sigma)$.

The log-likelihood $\ell(\Sigma)$ can be expressed as

$$\ell(\Sigma) = -\frac{np}{2}\log(2\pi) - \frac{n}{2}\log|\Sigma| - \frac{n}{2}\text{tr}\{\Sigma^{-1}S\},$$  \hspace{1cm} (4.7)
see e.g. Edwards (2000, §3.1). The condition \( n \geq p \) implies the almost sure existence of the global maximum of \( \ell(\Sigma) \) over \( P(G) \). This condition is not necessary in general but we are not aware of any results in the literature which provide a necessary and sufficient condition.

Besides existence, there is also the issue of uniqueness of the ML estimates, i.e. whether the likelihood has a unique local maximum which is then global. The model \( N(G) \) is a curved but not regular exponential family, thus, the log-likelihood need not be concave. In fact, the log-likelihood can have multiple local maxima (compare Chapter 2). For a large enough sample size, a multimodal likelihood seems not to arise often in practice assuming the model assumptions hold but might still arise if the model assumptions do not hold (see also Cox and Wermuth, 1996, p. 102f).

### 4.3.2 The likelihood equations

The likelihood equations are the estimating equations obtained by setting the derivatives of the log-likelihood \( \ell(\Sigma) \) with respect to \( \sigma_{ij} \), \( i = j \) or \( i \leftrightarrow j \), to zero. From Anderson and Olkin (1985, §2.1.1) it follows that the likelihood equations are

\[
(\Sigma^{-1})_{ij} = (\Sigma^{-1} S \Sigma^{-1})_{ij}
\]

for \( i = j \) and \( i \leftrightarrow j \). The full matrix \( \Sigma \) is then determined by \( \sigma_{ij} = 0 \) for \( i \not\equiv j \).

### 4.3.3 Anderson’s algorithm

Anderson (1969, 1970) studied general linear hypotheses on the covariance matrix \( \Sigma \) which contain covariance graph models as a special case. In Anderson (1973), he developed an iterative algorithm to solve specifically the likelihood equations under linear hypotheses on \( \Sigma \). We refer to this estimation procedure as Anderson’s algorithm.

The iterations in Anderson’s algorithm consist of solving a system of linear equations built from the current estimate of \( \Sigma \). In the case of a covariance graph model, the linear equations are solved for the vector of unrestricted elements in \( \Sigma \), i.e. for \( \sigma = (\sigma_{ij} \mid (i, j) \in F) \) where \( F = \{ij \equiv (i, j) \mid i \leftrightarrow j \lor i = j\} \), and the algorithm can be specified as follows. We
denote $\sigma^{ij} = (\Sigma^{-1})_{ij}$ and define $A = A_\Sigma$ to be the $F \times F$ matrix with
\begin{align*}
A_{(ij, kk)} &= \sigma^{ik} \sigma^{jk} & \forall i, j \in F, k \in V, \\
A_{(ij, \ell \ell)} &= \sigma^{ik} \sigma^{j\ell} + \sigma^{jk} \sigma^{i\ell} & \forall i, j \in F, k \leftrightarrow \ell.
\end{align*}

Furthermore, we set the $F \times 1$ vector $b = b_\Sigma$ to
\begin{equation}
 b_{ij} = (\Sigma^{-1} S \Sigma^{-1})_{ij} \quad \forall i, j \in F.
\end{equation}

It can be shown that $\Sigma \in P(G)$ solves $A_\Sigma \sigma = b_\Sigma$ iff $\Sigma$ solves the likelihood equations (4.8).

Anderson’s algorithm updates the current estimate $\Sigma^{(r)}$ to $\Sigma^{(r+1)}$ determined by the linear equations
\begin{equation}
 A_{\Sigma^{(r)}} \sigma^{(r+1)} = b_{\Sigma^{(r)}}.
\end{equation}

Thus, a fixed point of Anderson’s algorithm is a solution to the likelihood equations (4.8).

As starting value, Anderson suggests the identity matrix, i.e. $\Sigma^{(0)} = I_V$. In the first step, his algorithm constructs the empirical estimate $\Sigma^{(1)}$ with $\sigma^{(1)}_{ij} = S_{ij}$, $ij \in F$. However, neither $\Sigma^{(1)}$ nor any subsequent estimate of $\Sigma$ has to be positive (semi-) definite and thus may not be a valid covariance matrix. Moreover, at any given stage, the likelihood may decrease, and convergence of Anderson’s algorithm cannot be guaranteed.

Therefore, we propose an alternative algorithm for ML estimation which constructs a sequence of estimates in $P(G)$ with never decreasing likelihood which converges to a solution of the likelihood equations for almost every data matrix $y$. Note that our new algorithm only fits covariance graph models and cannot treat the wide range of models covered by Anderson’s algorithm.

### 4.4 Iterative conditional fitting

#### 4.4.1 The idea

Let $i$ be a variable index in $V$ and set $-i = V \setminus \{i\}$. For $A, B \subseteq V$, $\Sigma_{A, B}$ denotes the $A \times B$ submatrix of $\Sigma$ and $Y_A$ denotes the $A \times N$ submatrix of $Y$. The conditional distribution of $Y_i$ given $Y_{-i}$ is the normal distribution
\begin{equation}
 (Y_i \mid Y_{-i}) \sim \mathcal{N}_{\{i\} \times N}(B_i Y_{-i}, \lambda_i I_N) \in \mathbb{R}^{\{i\} \times N},
\end{equation}

\begin{equation}
 \hat{\lambda}_i Y_{-i} = b_i.
\end{equation}
where

\[ B_i = \Sigma_{i,-i} \Sigma_{-i,-i}^{-1} \in \mathbb{R}^{(i) \times -i} \]  \hspace{1cm} (4.14)  

is the \( i \times -i \) matrix of regression coefficients and

\[ \lambda_i = \sigma_{ii} - \Sigma_{i,-i} \Sigma_{-i,-i}^{-1} \Sigma_{-i,i} \in \mathbb{R} \]  \hspace{1cm} (4.15)  

is the conditional variance. The joint density function for \( Y \) can be factored into the product of the marginal density function for \( Y_{-i} \) and the conditional density function of \( Y_i \) given \( Y_{-i} \):

\[ f_Y(y) = f_{(B_i, \lambda_i)}(y_i | y_{-i}) f_{\Sigma_{-i,-i}}(y_{-i}). \]  \hspace{1cm} (4.16)  

Our idea for an iterative ML estimation algorithm is then to treat \( \Sigma_{-i,-i} \) as if it were known from a current feasible estimate of \( \Sigma \), to estimate \( B_i \) and \( \lambda_i \) from the regression (4.13), and to then update \( \Sigma \) according to (4.14) and (4.15) using the three pieces \( \Sigma_{-i,-i} \), \( B_i \), and \( \lambda_i \). Of course, this step needs to be carried out in turn for all \( i \in V \).

The subtlety with this idea is that we need to respect the restriction \( \Sigma \in \mathcal{P}(G) \) when estimating \( B_i \) and \( \lambda_i \). If the graph \( G \) was the complete graph \( \overline{G} \) in which an edge joins any pair of vertices then the mapping

\[ \mathcal{P}(\overline{G}) = \mathcal{P}(V) \rightarrow (0, \infty) \times \mathbb{R}^{(i) \times -i} \times \mathcal{P}(-i), \]

\[ \Sigma \mapsto (\lambda_i, B_i, \Sigma_{-i,-i}) \]  \hspace{1cm} (4.17)  

would be bijective and the regression in (4.13) a standard normal regression. For a general graph \( G \), this will not be the case. Fortunately, our covariance restrictions are linear and so simple that we will be able to find equivalent restrictions on the regression coefficients \( B_i \) which will lead to an equivalent standard normal regression based, however, on altered variables which we name pseudo-variables.

4.4.2 An example

Before we develop our idea to a generally applicable algorithm, we illustrate it by the example of the graph shown in Figure 4.1(a). This graph imposes the marginal independences
1.1 (2, 4) and 2.1 (1, 3) which imply the conditional independences 3.1 2 | 1 and 4.1 1 | 2. Thus the joint density can be decomposed as

\[
f(y) = f(y_3, y_4 \mid y_1, y_2)f(y_2)f(y_1). \tag{4.18}
\]

In this factorization the term \(f(y_3, y_4 \mid y_1, y_2)\) corresponds to the bivariate seemingly unrelated regression model considered in Chapter 2.

Here, however, we do not want to make use of the factorization (4.18) which holds in this special example but we wish to demonstrate how our algorithm proceeds in the general setting. Because of the symmetry of the graph we only describe the regressions \((Y_1 \mid Y_2, Y_3, Y_4)\) and \((Y_3 \mid Y_1, Y_2, Y_4)\). The remaining two regressions for \(Y_2\) and \(Y_4\) are the obvious analogs obtained by exchanging the indices 1 and 2, as well as 3 and 4.

**Update Step For Variable 1**

Let the *spouses* of \(i \in V\) be \(\text{sp}(i) = \{j \mid i \leftrightarrow j\}\) and the *non-spouses* \(\text{nsp}(i) = V \setminus (\text{sp}(i) \cup \{i\})\). For \(i = 1\), we find \(\text{sp}(1) = 3\) and \(\text{nsp}(1) = 24\) where the shorthand \(ij\) denotes the set \(\{i, j\}\). The bijection (4.17) suggests that we can improve our current estimate of \(\Sigma\) by holding the block \(\Sigma_{234,234}\) fixed and using the regression (4.13) to find improved estimates of \(B_i, \lambda_i\) and hence of \(\Sigma_{11234} = \Sigma'_{1234,1}\). However, we need to respect the two restrictions \(\sigma_{12} = \sigma_{14} = 0\). Since these are restrictions of marginal independence they do not translate into restricting some of the regression coefficients in \(B_1\) to zero (as would be the case with an undirected graphical model). Instead some coefficients in \(B_1\) will be a linear combination of the remaining entries in \(B_1\).

More specifically, let \(\beta_{ij}\) and \(\beta_{i,j,K}\) denote the regression coefficient for \(Y_j\) in the regressions \((Y_i \mid Y_j)\) and \((Y_i \mid Y_{(j)} \cup K)\), respectively. It follows from (4.14) that

\[
B_i \Sigma_{234,234} = \Sigma_{1,234} = (0, \sigma_{13}, 0).
\tag{4.19}
\]

Since \(B_1 = (\beta_{12,34}, \beta_{13,24}, \beta_{14,23})\) this implies

\[
\beta_{13,24} \Sigma_{3,24} + (\beta_{12,34}, \beta_{14,23}) \Sigma_{24,24} = (0, 0).
\tag{4.20}
\]
Thus,
\[
(\beta_{12.34}, \beta_{14.23}) = -\beta_{13.24} \Sigma_{3.24} \Sigma_{24.24}^{-1} = -\beta_{13.24}(\beta_{32.4}, \beta_{34.2}).
\] (4.21)

From (4.21), it follows that \(B_1 Y_{234} = \beta_{13.24} Z_1\) where the pseudo-variable \(Z_1\) equals
\[
Z_1 = Y_3 - \beta_{32.4} Y_2 - \beta_{34.2} Y_4 \in \mathbb{R}^{(1) \times N}.
\] (4.22)

The regression (4.13) then becomes
\[
(Y_1 | Y_2, Y_3, Y_4) \sim \mathcal{N}(\beta_{13.24} Z_1, \lambda_1 I_N).
\] (4.23)

Since we hold \(\hat{\Sigma}_{234,234}\) fixed it can be used to compute current estimates of the regression coefficients \(\hat{\beta}_{32.4}\) and \(\hat{\beta}_{34.2}\) which are plugged into (4.22) to yield the estimate \(\hat{Z}_1\) of \(Z_1\). We use \(\hat{Z}_1\) in the regression (4.23) and find from the usual least squares formulas:
\[
\hat{\beta}_{13.24} = Y_1 \hat{Z}_1' (\hat{Z}_1 \hat{Z}_1')^{-1},
\]
\[
\hat{\lambda}_1 = \frac{1}{n} Y_1 (I_N - \hat{Z}_1' (\hat{Z}_1 \hat{Z}_1')^{-1} \hat{Z}_1) Y_1'.
\] (4.24)

Using (4.21) we can compute \(\hat{\beta}_{12.34}\) and \(\hat{\beta}_{14.23}\) to complete the estimate \(\hat{B}_1\).

With the new estimates, we update \(\hat{\Sigma}\) as follows. The block \(\hat{\Sigma}_{234,234}\) remains unchanged. From (4.14) and (4.15), we obtain \(\hat{\Sigma}_{1,234} = \hat{B}_1 \hat{\Sigma}_{234,234}\) and \(\hat{\Sigma}_{234,1} = \hat{\Sigma}_{1,234}'\). Finally, we update \(\hat{\sigma}_{11}\) to \(\hat{\sigma}_{11} = \hat{\lambda}_1 + \hat{B}_1 \hat{\Sigma}_{234,1}\).

**Update Step For Variable 3**

For \(i = 3\), sp(3) = 14 and nsp(3) = 2. In regression (4.13), we must now respect \(\sigma_{32} = 0\) which, by a similar calculation as in §4.4.2, translates into
\[
\beta_{32.14} = -\beta_{31.24} \beta_{12} - \beta_{34.12} \beta_{42}.
\] (4.25)

Therefore the regression (4.13) is now
\[
(Y_3 | Y_1, Y_2, Y_4) \sim \mathcal{N}((\beta_{31.24}, \beta_{34.12}) Z_3, \lambda_3 I_N)
\] (4.26)
with the pseudo-variables

\[
Z_3 = \begin{pmatrix} Y_1 - \beta_{12} Y_2 \\ Y_4 - \beta_{42} Y_2 \end{pmatrix} \in \mathbb{R}^{(1,4) \times N}.
\] (4.27)

We fix $\hat{\Sigma}_{124,124}$ and compute from it the regression coefficients $\hat{\beta}_{12}$ and $\hat{\beta}_{42}$ yielding $\hat{Z}_3$ by (4.27). Using $\hat{Z}_3$ in the regression (4.26), we obtain the least squares estimates

\[
\begin{pmatrix} \hat{\beta}_{31,24}, \hat{\beta}_{34,12} \end{pmatrix} = Y_3 \hat{Z}_3' (\hat{Z}_3 \hat{Z}_3')^{-1},
\]
\[
\hat{\lambda}_3 = \frac{1}{n} Y_3 (I_N - \hat{Z}_3' (\hat{Z}_3 \hat{Z}_3')^{-1} \hat{Z}_3) Y_3'.
\] (4.28)

Using (4.25) we can compute $\hat{\beta}_{32,14}$ to complete the estimate $\hat{B}_3$. In the resulting update of $\hat{\Sigma}$, the submatrix $\hat{\Sigma}_{124,124}$ remains unchanged but we set $\hat{\Sigma}_{3,124} = \hat{B}_3 \hat{\Sigma}_{124,124}$ and $\hat{\Sigma}_{124,3} = \hat{\Sigma}_{3,124}$. The remaining variance $\hat{\sigma}_{33}$ is updated to $\hat{\sigma}_{33} = \hat{\lambda}_3 + \hat{B}_3 \hat{\Sigma}_{124,3}$.

The Iteration

Figure 4.2 illustrates one full iteration in our algorithm in this example.

The algorithm cycles in arbitrary order through the four regressions $(Y_i \mid Y_{-i})$, $i = 1, 2, 3, 4$. In Figure 4.2, a filled circle represents variables in the conditioning set $-i$, and an unfilled circle stands for the variable $i$ forming the response variable in the considered regression. The thick directed edges coincide with bidirected edges in the original graph shown in Figure 4.1. Thin edges do not have a corresponding bidirected edge in the original graph. Regression coefficients label the edges. It can be seen that the regression coefficients at thin edges are linear combinations of the regression coefficients at thick edges where the weights in the linear combinations are decorated with "hats" as $\hat{\beta}$ to remind the reader that they are computed from $\hat{\Sigma}_{-i,-i}$, the block remaining unchanged in the $i$-step of the iteration. Regression coefficients without "hat" are estimated by regression on appropriate pseudo-variables as illustrated in Figure 4.3.

A Criticism

Our algorithm does not make use of any available likelihood factorization. For example, (4.18) implies that the components $\hat{\sigma}_{11}$ and $\hat{\sigma}_{22}$ of a solution to the likelihood equations
must coincide with the corresponding empirical quantities $S_{11}$ and $S_{22}$, respectively. Thus the pseudo-variable regressions ($Y_1 \mid Y_2, Y_3, Y_4$) and ($Y_2 \mid Y_1, Y_2, Y_4$) need not be carried out, and the algorithm's convergence is sped up considerably. Hence, the algorithm may be improved by systematically employing information on which submatrices of a solution to the likelihood equations must coincide with their empirical counterparts, but this requires further work.

4.4.3 Pseudo-variable regression

We now describe the general algorithm. Let $\hat{\Sigma}^* \in \mathbf{P}(G)$ be a feasible estimate of $\Sigma$. Suppose we wish to update $\hat{\Sigma}^*$ to a new estimate $\hat{\Sigma} \in \mathbf{P}(G)$ by setting $\hat{\Sigma}_{-i,-i} = \hat{\Sigma}^*_{-i,-i}$ and using the regression ($Y_i \mid Y_{-i}$) to obtain $\hat{\Sigma}_{i,V}$. For $A \subseteq V$, define $\mathbf{P}_A(G)$ to be the set of all $A \times A$ submatrices of matrices in $\mathbf{P}(G)$. Then a matrix $\Sigma \in \mathbf{P}(G)$ iff $\Sigma$ fulfills the two conditions

1. $\Sigma_{-i,-i} \in \mathbf{P}_{-i}(G)$,
Figure 4.3: Illustration of the pseudo-variable regressions.

(2) \((B_i \Sigma_{-i,j})_{ij} = \sigma_{ij} = 0\) \(\forall i \neq j\); compare (4.14).

Since \(\hat{\Sigma}_{-i,j} = \hat{\Sigma}_{-i,j}\) condition (1) is fulfilled by \(\hat{\Sigma}\) because \(\hat{\Sigma}^* \in \mathbf{P}(G)\) by assumption. The remaining condition (2) can be rewritten as \(B_i \Sigma_{-i,nsp(i)} = 0\) and further as

\[B_{i,sp(i)} \Sigma_{sp(i),nsp(i)} + B_{i,nsp(i)} \Sigma_{nsp(i),nsp(i)} = 0. \quad (4.29)\]

Hence, the regression coefficients for the non-spouses of \(i\) are linear combinations of the regression coefficients for the spouses:

\[B_{i,nsp(i)} = -B_{i,sp(i)} \Sigma_{sp(i),nsp(i)} \Sigma_{nsp(i),nsp(i)}^{-1} \Sigma_{nsp(i),nsp(i)} \]

\[= -B_{i,sp(i)} B_{sp(i),nsp(i)} \quad (4.30)\]

where

\[B_{sp(i),nsp(i)} = \Sigma_{sp(i),nsp(i)} \Sigma_{nsp(i),nsp(i)}^{-1} \quad (4.31)\]
are the regression coefficients in \((Y_{sp(i)} \mid Y_{nsp(i)})\). From (4.30), we obtain that the mapping
\[
\mathbf{P}(G) \rightarrow (0, \infty) \times \mathbb{R}^{i \times sp(i)} \times \mathbf{P}_{-i}(G),
\]
\[
\Sigma \mapsto (\lambda_i, B_{i,sp(i)}, \Sigma_{-i,-i})
\]
is bijective. Hence, for restricted \(\Sigma \in \mathbf{P}(G)\) the submatrix \(\Sigma_{-i,-i}\) does not restrict the range of variation of \(\lambda_i\) and \(B_{i,sp(i)}\) in the maximization of the likelihood factor \(f_{(B_i,\lambda_i)}(y_i \mid y_{-i})\) in (4.16). Moreover, for \(\Sigma \in \mathbf{P}(G)\), the regression (4.13) can be rewritten as
\[
(Y_{i} \mid Y_{-i}) \sim \mathcal{N}_{(i)\times N}(B_{i,sp(i)} Z_i, \lambda_i I_N) \in \mathbb{R}^{i \times N},
\]
where the pseudo-variables \(Z_i\) are the residuals in the regression \((Y_{sp(i)} \mid Y_{nsp(i)})\), i.e.
\[
Z_i = Y_{sp(i)} - B_{sp(i),nsp(i)} Y_{nsp(i)} \in \mathbb{R}^{sp(i) \times N}. \tag{4.34}
\]
Since \(sp(i) \subseteq -i\) and \(nsp(i) \subseteq -i\) the regression coefficients \(\hat{B}_{sp(i),nsp(i)}\) can be calculated from \(\hat{\Sigma}_{-i,-i}^*\). These can be plugged into (4.34) to find estimates \(\hat{Z}_i\) of the pseudo-variables. The pseudo-variable regression (4.33) yields new estimates \(\hat{B}_{i,sp(i)}\) and \(\hat{\lambda}_i\) from which we can calculate \(\hat{B}_{i,nsp(i)}\) using (4.30). Thus, we can form the estimate \(\hat{\Sigma}_i\) from which we can reconstruct \(\hat{\Sigma}_{-i,-i}\) using (4.14) and \(\hat{\sigma}_{ii}\) using (4.15).

### 4.4.4 The algorithm

These considerations lead to the following algorithm where \(\hat{\Sigma}^{(r)}\) denotes the estimated value of \(\Sigma\) after the \(r\)-th iteration, and \(\hat{\Sigma}^{(r,i)}\) is the estimated value of \(\Sigma\) after the \(i\)-th step of the \(r\)-th iteration, i.e. after regressing \(Y_i\) on \(Y_{-i}\).

1. Set the iteration counter \(r = 0\), and choose a starting value \(\hat{\Sigma}^{(0)} \in \mathbf{P}(G)\), e.g. the identity matrix \(\hat{\Sigma}^{(0)} = I_V\).

2. Order the variables in \(V\) as \(V = \{1, \ldots, p\}\), set \(\hat{\Sigma}^{(r,0)} = \hat{\Sigma}^{(r)}\), and repeat the following steps for all \(i = 1, \ldots, p:\)

   a. Let \(\hat{\Sigma}^{(r,i)}_{-i,-i} = \hat{\Sigma}^{(r,i-1)}_{-i,-i}\) and calculate from this submatrix the regression coefficients \(\hat{B}_{sp(i),nsp(i)}\) according to (4.31). Construct the pseudo-variables \(\hat{Z}_i\) by plugging \(\hat{B}_{sp(i),nsp(i)}\) into (4.34).
(b) Compute the MLE of $B_{i, \text{sp}(i)}$ and $\lambda_i$ in the linear regression (4.33):

$$\hat{B}_{i, \text{sp}(i)} = \hat{Y}_i (\hat{Z}_i \hat{Z}_i')^{-1},$$

$$\hat{\lambda}_i = \frac{1}{n} \hat{Y}_i (I_N - \hat{Z}_i' (\hat{Z}_i \hat{Z}_i)^{-1} \hat{Z}_i) \hat{Y}_i'.$$ (4.35)

(c) Use (4.30) to compute $\hat{B}_{i, \text{isp}(i)}$ which completes $\hat{B}_i$. Inverting (4.14) and (4.15), reconstruct $\hat{\Sigma}_{i, -i}^{(r, i)} = \hat{B}_i \hat{\Sigma}_{-i, i}^{(r, i)}$, set $\hat{\Sigma}_{-i, i}^{(r, i)}$ equal to the transpose of $\hat{\Sigma}_{i, -i}^{(r, i)}$, and complete $\hat{\Sigma}^{(r, i)}$ by setting $\hat{\sigma}_{ii}^{(r, i)} = \hat{\lambda}_i + \hat{B}_i \hat{\Sigma}_{-i, i}^{(r, i)}$.

(3) Set $\hat{\Sigma}^{(r+1)} = \hat{\Sigma}^{(r, p)}$. Increment the counter $r$ to $r + 1$. Go to (2).

The iterations can be stopped according to a criterion such as “the estimate of $\Sigma$ is not changed” (in some pre-determined accuracy).

4.4.5 Convergence

The key to prove convergence properties of the algorithm in §4.4.4 is to recognize that the algorithm consists of iterated partial maximizations over sections of the parameter space $P(G)$; compare Lauritzen (1996, Appendix A.4) and Appendix A. More accurately, we will consider the parameter space

$$\Theta = \{ \Sigma \in P(G) \mid \ell(\Sigma) \geq \ell(\hat{\Sigma}^{(0)}) \}$$ (4.36)

which contains the global maximizer of $\ell(\Sigma)$. The set $\Theta$ is closed, and under the condition $n \geq p$ almost surely bounded. Thus, ignoring a null set of observations, $\Theta$ is compact.

The section $\Theta_i(\hat{\Sigma}) \subseteq \Theta$ is defined by

$$\Theta_i = \{ \Sigma \in \Theta \mid \Sigma_{-i, -i} = \hat{\Sigma}_{-i, -i} \}.$$ (4.37)

The bijection (4.32) implies that the algorithm steps (2a)-(2c) maximize the log-likelihood partially over the section $\Theta_i(\hat{\Sigma}^{(r, i-1)})$, i.e.

$$\hat{\Sigma}^{(r, i)} = \arg \max \{ \ell(\Sigma) \mid \Sigma \in \Theta_i(\hat{\Sigma}^{(r, i-1)}) \}.$$ (4.38)

Hence, the sequence $\ell(\hat{\Sigma}^{(r)})$ is non-decreasing and bounded and thus converges, i.e.

$$\lim_{r \to \infty} \ell(\hat{\Sigma}^{(r)}) = \ell^{(\infty)}.$$ (4.39)
Since $\Theta$ is compact the sequence $\hat{\Sigma}^{(r)}$ must have a convergent subsequence $\hat{\Sigma}^{(r_i)}$ with limit $\hat{\Sigma}^{(\infty)}$. By (4.38), $\hat{\Sigma}^{(\infty)}$ maximizes the log-likelihood in particular over every section of $\Theta$ defined by fixing all but one single entry $\sigma_{ij}$ of $\Sigma$. This implies that $\hat{\Sigma}^{(\infty)}$ solves the likelihood equations. Moreover, (4.38) shows that $\hat{\Sigma}^{(\infty)}$ is either a saddle point or a local maximum of the log-likelihood. Finally, (4.39) implies that $\ell(\hat{\Sigma}^{(\infty)}) = \ell^{(\infty)}$.

The results in Appendix A yield that if the likelihood equations have only finitely many solutions then our algorithm converges to a local maximum or saddle point of the likelihood. The following theorem summarizes our results.

**Theorem 4.2.** Suppose the sequence $(\hat{\Sigma}^{(r)})$ is constructed by the algorithm from §4.4.4. Then all accumulation points of $(\hat{\Sigma}^{(r)})$ are saddle points or local maxima of the log-likelihood. Moreover, all accumulation points have the same likelihood value. In particular, if the likelihood equations have only finitely many solutions, then $(\hat{\Sigma}^{(r)})$ converges.

In practice, the finite accuracy used in computer calculations seems to prevent convergence to a saddle point.

### 4.4.6 Remark on complexity

The new algorithm can be restated only in terms of the empirical covariance matrix $S$ defined in (4.4). For example in (4.24), $Y_1 \hat{Z}_1 = S_{13} - \hat{\beta}_{32.4} S_{12} - \hat{\beta}_{34.2} S_{14}$ and the remaining quantities can be expressed similarly. Thus, the sample size does not affect the complexity of the algorithm. The complexity of one of the algorithm’s pseudo-variable regression steps is dominated by the solution of the systems of nsp(i) and sp(i) linear equations in (4.30) and (4.35), respectively.

### 4.5 Example data

Table 4.1 presents data on $p = 4$ variables measured on $n = 39$ patients; see Cox and Wermuth (1993, Table 7) and Kauermann (1996, Table 1). If we index the variables in this data set by $W = 1$, $V = 2$, $X = 3$, and $Y = 4$ then the covariance graph model fitted by Kauermann is the one illustrated in Figure 4.1(a). We use the observed marginal correlations and standard deviations to reconstruct the empirical covariance matrix. Then we fit the
Table 4.1: Observed marginal correlations and standard deviations.

<table>
<thead>
<tr>
<th></th>
<th>W</th>
<th>V</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>0.060</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>-0.460</td>
<td>0.042</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>-0.071</td>
<td>-0.404</td>
<td>-0.334</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>5.72</td>
<td>92.00</td>
<td>7.86</td>
<td>2.07</td>
</tr>
</tbody>
</table>

model from Figure 4.1(a) by our new algorithm for ML estimation. Table 4.2 shows that
the ML estimates and Kauermann’s dual estimates are very similar in this example.

Table 4.2: Marginal correlations and standard deviations from ML (lower half & 6th row)
and Kauermann’s dual estimation (upper half & 5th row).

<table>
<thead>
<tr>
<th>ML\dual</th>
<th>W</th>
<th>V</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>0</td>
<td>-0.479</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>0</td>
<td>0</td>
<td>-0.373</td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>-0.475</td>
<td>0</td>
<td>-0.351</td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>0</td>
<td>-0.378</td>
<td>-0.342</td>
<td></td>
</tr>
<tr>
<td>SD_{dual}</td>
<td>5.70</td>
<td>91.6</td>
<td>7.92</td>
<td>2.04</td>
</tr>
<tr>
<td>SD_{ML}</td>
<td>5.72</td>
<td>92.0</td>
<td>7.93</td>
<td>2.05</td>
</tr>
</tbody>
</table>

4.6 Conclusion/extensions

The new Iterative Conditional Fitting (ICF) algorithm finds ML estimates in covariance
graph models using only standard least squares tools. Thus its implementation is straight-
forward. Moreover, with probability one, the new algorithm converges to a saddle point or
local maximum of the likelihood.

Besides the modification discussed in §4.4.2, another modification which potentially
speeds up ICF consists in using multivariate regressions instead of the univariate regressions \((Y_i \mid Y \setminus i)\). The multivariate regressions would be of the form \((Y_C \mid Y_{V \setminus C})\) for some subset \(C \subseteq V\). If the subset \(C\) is complete with respect to \(G\), i.e. every pair of vertices in \(C\) is adjacent, then the conditional distribution \((Y_C \mid Y_{V \setminus C})\) has the form of seemingly unrelated regressions. ML estimation in seemingly unrelated regressions itself generally requires iterative algorithms but if the current estimate of \(\Sigma\) is used as a starting value then a single step in such an algorithm would be sufficient for the extension of our algorithm. Following this idea, one could perform edge-wise updates, i.e. \(|C| = 2\), but it might possibly be better to perform updates for cliques \(C\).

Importantly, ICF exploits regression techniques, and not directly the likelihood equations. Hence, it may lend itself to generalization; for example, to the case of a graphical model for marginal independence in which the variables are discrete.

The ICF algorithm has similarities with the Iterative Conditional Modes (ICM) algorithm of Besag (1986). However, ICM obtains maximum \textit{a posteriori} estimates in a Bayesian framework, whereas our ICF maximizes a likelihood function. The difference in the update steps is that in the updates of ICM conditional density functions are maximized, whereas in the updates of ICF one maximizes conditional likelihood functions.

Another related algorithm is the Conditional Iterative Proportional Fitting (CIPF) algorithm of Cramer (1998, 2000). CIPF can be used to fit a model that comprises joint distributions for which a set of conditional distributions are set equal to prescribed conditionals. However, CIPF differs from ICF for covariance graphs because the update steps of ICF do not simply equate a conditional distribution with a prescribed conditional, but rather find a conditional distribution by maximizing a conditional likelihood function. In particular, these maximizers will generally not be the same in two different iterations of ICF.
Chapter 5

ITERATIVE CONDITIONAL FITTING FOR GAUSSIAN
ANCESTRAL GRAPH MODELS

Ancestral graph models, introduced by Richardson and Spirtes (2002), generalize both Markov random fields and Bayesian networks. A key feature of ancestral graph models is that the global Markov property is closed under conditioning and marginalization. The conditional independence structures that can be encoded by ancestral graphs coincide with the structures that can arise from a Bayesian network with selection and unobserved variables. Thus, association structures learned via ancestral graph models may be interpreted causally. In this chapter, we consider Gaussian ancestral graph models and present an algorithm for maximum likelihood estimation. We call this new algorithm iterative conditional fitting since as in Chapter 4, each step of the procedure fits a conditional distribution subject to constraints, while a marginal distribution is held fixed.

5.1 Introduction

Markov random fields or equivalently undirected graph models as well as Bayesian networks or equivalently directed acyclic directed graph (DAG) models have found wide-spread application. Well-known generalizations of both undirected graph models and DAG models are the chain graph models, which can be equipped with two alternative Markov properties (Andersson et al., 2001). A different generalization is obtained from ancestral graphs, introduced by Richardson and Spirtes (2002). Whereas chain graphs allow both undirected and directed edges, ancestral graphs have edges of three possible types: undirected and directed edges are complemented by bidirected edges.

In ancestral graphs, $m$-separation, a natural extension of $d$-separation, yields a global Markov property that is closed under conditioning and marginalization. Interpreted via this
Markov property, ancestral graphs can encode any conditional independence structures that can arise from a Bayesian network with selection and unobserved variables (Richardson and Spirtes, 2002). Marginalization (forming the marginal distribution of the observed variables) is associated with introducing bi-directed edges; conditioning (on selection variables) is associated with introducing undirected edges. Due to this connection between ancestral graphs and underlying DAGs, ancestral graph models not only generalize undirected graph and DAG models, but also lead to conditional independence structures that could have arisen from DAGs and hence are causally interpretable.

This chapter is a first step towards making ancestral graph methodology available for use in applications. The problem we consider is the problem of estimating or learning the parameters of a given ancestral graph model by maximum likelihood. We restrict ourselves to the Gaussian case, for which Richardson and Spirtes (2002) provided a parameterization, and propose a new estimation algorithm, which extends the algorithm described in Chapter 4. We give this new algorithm the name “iterative conditional fitting” (ICF) since in each step of the procedure, a conditional distribution is estimated, subject to constraints, while a marginal distribution is held fixed. This approach is in duality to the well-known iterative proportional fitting algorithm (Whittaker, 1990, pp. 182–185), in the steps of which a marginal distribution is fitted for a fixed conditional distribution.

The remainder of this chapter is organized as follows. In §5.2 and §5.3 we define ancestral graphs and their global Markov property, and in §5.4 we introduce Gaussian ancestral graph models. In §5.5 we present the ICF algorithm. We implemented the algorithm in a function library for the statistical programming system R. Its use is demonstrated in an example session in §5.6. We conclude in §5.7.

### 5.2 Ancestral graphs

Consider a graph $G = (V, E)$ with the vertex set $V$ and the edge set $E$ containing three types of edge, undirected $(-)$, directed $(\rightarrow)$ and bidirected $(\leftrightarrow)$. However, the graph $G$ is not allowed to have an edge from a vertex to itself or more than one edge between a given pair of vertices. We use the following terminology to describe relations between two vertices
For vertex sets \( A \subseteq V \), we define \( \text{ne}(A) = \bigcup \{ \text{ne}(i) \mid i \in A \} \) and similarly \( \text{sp}(A), \text{pa}(A) \).

A sequence of edges between two vertices \( i \) and \( j \) in \( G \) is an ordered (multi)set of edges \( \langle e_1, \ldots, e_m \rangle \), such that there exists a sequence of vertices (not necessarily distinct) \( \langle i = i_1, \ldots, i_{n+1} = j \rangle \), where edge \( e_k \) has endpoints \( i_k, i_{k+1} \). A sequence of edges for which the corresponding sequence of vertices contains no repetitions is called a path. A path of the form \( i \rightarrow \cdots \rightarrow j \), on which every edge is of the form \( \rightarrow \), with the arrowheads pointing toward \( j \), is a directed path from \( i \) to \( j \). A directed path from a vertex \( i \) to a vertex \( j \) followed by the edge \( j \rightarrow i \) is called a (fully) directed cycle. A special case of the ancestral graphs defined below are directed acyclic graphs (DAG), in which all edges are directed, and there are no directed cycles.

A vertex \( i \) is said to be an ancestor of a vertex \( j \), denoted \( i \in \text{an}(j) \), if either there is a directed path \( i \rightarrow \cdots \rightarrow j \) from \( i \) to \( j \), or \( i = j \). For a vertex set \( A \subseteq V \), we define \( \text{an}(A) = \bigcup \{ \text{an}(i) \mid i \in A \} \).

**Definition 5.1 (Richardson and Spirtes, 2002, §3).** A graph \( G = (V, E) \) with undirected, directed and bidirected edges is an ancestral graph if for all \( i \in V \) it holds that

1. if \( \text{ne}(i) \neq \emptyset \) then \( \text{pa}(i) \cup \text{sp}(i) = \emptyset \);
2. \( i \not\in \text{an}(\text{pa}(i) \cup \text{sp}(i)) \).

In words, condition (1) states that if there is an undirected edge with endpoint \( i \) then there may not exist a directed or bidirected edge with an arrowhead at \( i \), and condition (2) states that there may not be a directed path from a vertex \( i \) to one of its parents or spouses. Condition (2) may be restated equivalently as (1) there are no directed cycles, and (2) no spouses are ancestors.
An example of an ancestral graph with vertex set $V = \{0, 1, 2, 3, 4\}$ is given in Figure 5.1. Additional examples can be found in (Richardson and Spirtes, 2002, e.g. Fig. 3, 6, 7 and 12). Note also that any DAG and any undirected graph is an ancestral graph.

![Ancestral Graph](image)

Figure 5.1: An ancestral graph.

Condition (1) implies that an ancestral graph can be decomposed into an undirected part and a part with only directed and bidirected edges (Richardson and Spirtes, 2002, §3.2). Let $\text{un}_G = \{i \in V \mid \text{pa}(i) \cup \text{sp}(i) = \emptyset\}$. Then the subgraph $G_{\text{un}_G} = [\text{un}_G, E \cap (\text{un}_G \times \text{un}_G)]$ induced by $\text{un}_G$ is an undirected graph, and any edge between $i \in \text{un}_G$ and $j \notin \text{un}_G$ is directed as $i \rightarrow j$. Furthermore, the induced subgraph $G_{V \setminus \text{un}_G}$ contains only directed and bidirected edges. In Figure 5.1, $\text{un}_G = \{0, 1\}$.

### 5.3 Global Markov property

Pearl's (1988) $d$-separation criterion for DAGs can be extended to ancestral graphs. A nonendpoint vertex $i$ on a path is a **collider on the path** if the edges preceding and succeeding $i$ on the path have an arrowhead at $i$, that is, $\rightarrow i \leftrightarrow$, $\rightarrow i \leftrightarrow$, $\leftrightarrow i \rightarrow$, $\leftrightarrow i \leftrightarrow$. A nonendpoint vertex $i$ on a path which is not a collider is a **noncollider on the path**. A path between vertices $i$ and $j$ in an ancestral graph $G$ is said to be **$m$-connecting given a set $C$** (possibly empty), with $i, j \notin C$, if:

1. every noncollider on the path is in $C$, and

2. every collider on the path is in an($C$).
If there is no path \( m \)-connecting \( i \) and \( j \) given \( C \), then \( i \) and \( j \) are said to be \( m \)-separated given \( C \). Sets \( A \) and \( B \) are \( m \)-separated given \( C \), if for every pair \( i, j \), with \( i \in A \) and \( j \in B \), \( i \) and \( j \) are \( m \)-separated given \( C \) (\( A, B, C \) are disjoint sets; \( A, B \) are nonempty). This is an extension of Pearl's \( d \)-separation criterion to ancestral graphs in that in a DAG, a path is \( d \)-connecting if and only if it is \( m \)-connecting.

Let \( G = (V, E) \) be an ancestral graph whose vertices \( V \) are identified with random variables \( (Y_i \mid i \in V) \) and let \( P \) be the joint probability distribution of \( (Y_i \mid i \in V) \). If \( Y_A \perp Y_B \mid Y_C \) whenever \( A \) and \( B \) are \( m \)-separated given \( C \), then \( P \) is said to satisfy the \textit{global Markov property} for \( G \), or to be \textit{globally Markov} with respect to \( G \). Here \( Y_A = (Y_i \mid i \in A) \) for \( A \subseteq V \). For the joint distribution \( P \) to be globally Markov with respect to the graph \( G \) in Figure 5.1, the conditional independences \( Y_0 \perp Y_{234} \mid Y_1, Y_1 \perp Y_3, Y_1 \perp Y_4 \mid Y_2 \) must hold. The global Markov property in addition implies for example \( Y_1 \perp Y_3 \mid Y_0 \) and \( Y_1 \perp Y_4 \mid Y_0 \) but these are consequences of the previous conditional independences.

In this example, if two vertices \( i \) and \( j \) are not adjacent, then some conditional independence \( Y_i \perp Y_j \mid Y_C, C \subseteq V \), holds. Ancestral graphs for which this is true are called \textit{maximal} (Richardson and Spirtes, 2002, \S 3.7). In fact, by adding bidirected edges, any non-maximal ancestral graph can be converted into a unique maximal ancestral graph without changing the independence model implied by the global Markov property.

The main motivation for considering ancestral graphs is that they can encode conditional independence structures arising from DAGs with selection and unobserved variables. We illustrate this by an example. Consider the DAG in Figure 5.2. Assume that the variables \( u_{23} \) and \( u_{34} \) are unobserved and that variable \( s_{01} \) is a selection variable. If we form the conditional distribution \((0 \ 1 \ 2 \ 3 \ 4 \mid s_{01})\), with unobserved variables marginalized out and selection variables conditioned on, then the conditional independences holding in \((0 \ 1 \ 2 \ 3 \ 4 \mid s_{01})\) are exactly those implied by the global Markov property of the graph \( G \) from Figure 5.1. For details on this connection between DAGs and ancestral graphs see Richardson and Spirtes (2002), who also discuss the relationship between ancestral graphs and related graphical concepts such as the MC-graphs of Koster (1999, 2002) and the summary graphs of Cox and Wermuth (1996).
5.4 Gaussian ancestral graph models

Suppose now that the variables \((Y_i \mid i \in V)\) jointly follow a centered Gaussian \(\mathcal{N}_V(0, \Sigma) \in \mathbb{R}^V\), where \(\Sigma = (\sigma_{ij}) \in \mathbb{R}^{V \times V}\) is the unknown positive definite covariance matrix. Let \(\mathbf{P}(V)\) be the cone of all positive definite \(V \times V\) matrices and let \(\mathbf{P}(G)\) be the subcone of all matrices \(\Sigma \in \mathbf{P}(V)\) such that \(\mathcal{N}_V(0, \Sigma)\) is globally Markov with respect to the given ancestral graph \(G\). The Gaussian ancestral graph model based on \(G\) is the family of all normal distributions

\[
\mathbf{N}(G) = \{\mathcal{N}_V(0, \Sigma) \mid \Sigma \in \mathbf{P}(G)\}.
\]  

(5.1)

As shown in Richardson and Spirtes (2002, §8.4), the model \(\mathbf{N}(G)\) forms a curved exponential family.

5.4.1 Parameterization

Richardson and Spirtes (2002, §8) provide a parameterization of the Gaussian ancestral graph model \(\mathbf{N}(G)\). This parameterization associates one parameter with each vertex in \(V\) and each edge in \(E\). Let \(\Lambda = (\lambda_{ij})\) be a positive definite \(\text{un}_G \times \text{un}_G\) matrix such that \(\lambda_{ij} \neq 0\) only if \(i = j\) or \(i \rightarrow j\). Recall that \(i, j \in \text{un}_G\) can only be adjacent by an undirected edge. Let \(\Omega = (\omega_{ij})\) be a positive definite \((V \setminus \text{un}_G) \times (V \setminus \text{un}_G)\) matrix such that \(\omega_{ij} \neq 0\) only if \(i = j\) or \(i \leftrightarrow j\). Finally, let \(B = (\beta_{ij})\) be a \(V \times V\) matrix such that \(\beta_{ij} \neq 0\) only if \(j \rightarrow i\). Note that the \(\text{un}_G \times V\) submatrix of \(B\) must be zero, i.e. \(B_{\text{un}_G, V} = 0\), because no vertex in \(\text{un}_G\)
has a parent. With the parameter matrices \( \Lambda, B, \Omega \), we can define the covariance matrix

\[
\Sigma = (I_V - B)^{-1} \begin{pmatrix} \Lambda^{-1} & 0 \\ 0 & \Omega \end{pmatrix} (I_V - B)^{-1}',
\]

which satisfies \( \Sigma \in \mathbf{P}(G) \). Equivalently said, the normal distribution \( \mathcal{N}_V(0, \Sigma) \) is globally Markov with respect to the considered ancestral graph \( G \). If \( G \) is maximal, then for any \( \Sigma \in \mathbf{P}(G) \) there exist unique \( \Lambda, \Omega, B \) of the above type such that (5.2) holds.

The population interpretation of the parameters is the following: First, the parameter matrix \( \Lambda \) clearly forms an inverse covariance matrix for the undirected graph \( G_{\text{unc}} \). Second, just as for Gaussian DAG models, the parameter \( \beta_{ij} \), associated with a directed edge \( j \to i \) is the regression coefficient for variable \( j \) in the regression of variable \( i \) on its parents \( \text{pa}(i) \). Third, the parameter \( \omega_{ii} \) is the conditional variance of the conditional distribution \( (Y_i \mid Y_{\text{pa}(i)}) \), or equivalently \( \omega_{ii} = \text{Var}[\varepsilon_i] \), where

\[
\varepsilon_i = Y_i - \sum_{j \in \text{pa}(i)} \beta_{ij} Y_j.
\]

The parameter \( \omega_{ij} \) for \( i \leftrightarrow j \) is the covariance between the residuals \( \varepsilon_i \) and \( \varepsilon_j \). We illustrate the parameterization by showing in Figure 5.3 the parameters for the graph from Figure 5.1.

![Figure 5.3: Parameters of a Gaussian ancestral graph model.](image)

### 5.4.2 Maximum likelihood estimation

This chapter considers the estimation of the unknown parameter \( \Sigma \), or equivalently \( \Lambda, \Omega, B \), of a Gaussian ancestral graph model \( \mathbf{N}(G) \) based on a sample of i.i.d. observations from
\( N(G) \). We assume that \( G \) is maximal. Let the i.i.d. copies in the sample be indexed by the set \( N \), which can be interpreted as indexing the subjects on which we observed the variables in \( V \). Then we can group the observed random vectors in the sample as columns in the \( V \times N \) matrix \( Y \), which means that \( Y_{im} \) represents the observation of the \( i \)-th variable on the \( m \)-th subject. Finally, the sample size is \( n = |N| \) and the number of variables is \( p = |V| \).

Since our model assumes a zero mean, the empirical covariance matrix is defined to be

\[
S = \frac{1}{n} Y Y' \in \mathbb{R}^{V \times V}. \tag{5.4}
\]

We shall assume that \( n \geq p \) such that \( S \) is positive definite with probability one. Note that the case where the model also includes an unknown mean vector \( \mu \in \mathbb{R}^V \) can be treated by estimating \( \mu \) by the empirical mean vector \( \bar{Y} \in \mathbb{R}^V \), i.e. the vector of the row means of \( Y \). The empirical covariance matrix would then be the matrix

\[
\tilde{S} = \frac{1}{n} (Y - \bar{Y} \otimes 1_N)(Y - \bar{Y} \otimes 1_N)' \in \mathbb{R}^{V \times V}, \tag{5.5}
\]

where \( 1_N = (1, \ldots, 1) \in \mathbb{R}^N \) and \( \otimes \) is the Kronecker product. Estimation of \( \Sigma \) would proceed in the same way as in the centered case by using \( \tilde{S} \) instead of \( S \); the only change being that \( n \geq p + 1 \) ensures almost sure positive definiteness of \( \tilde{S} \).

The density function of \( Y \) with respect to the Lebesgue measure is the function \( f_\Sigma : \mathbb{R}^{V \times N} \to \mathbb{R} \), which can be expressed as

\[
f_\Sigma(y) = (2\pi)^{-np/2} |\Sigma|^{-n/2} \exp\left\{-\frac{1}{2} \text{tr}(\Sigma^{-1}yy')\right\} = (2\pi)^{-np/2} |\Sigma|^{-n/2} \exp\left\{-\frac{n}{2} \text{tr}(\Sigma^{-1}S)\right\}, \tag{5.6}
\]

see e.g. Edwards (2000, §3.1). Considered as a function of the unknown parameters for fixed data \( y \) this gives the likelihood function of the Gaussian ancestral graph model \( N(G) \) as the mapping \( L : \mathcal{P}(G) \to \mathbb{R} \) where \( L(\Sigma) = f_\Sigma(y) \). In ML estimation, the parameter \( \Sigma \) is estimated by the maximizer \( \hat{\Sigma} \) of the likelihood \( L \). Usually, one considers more conveniently the maximization of the log-likelihood \( \ell = \log L \), which, ignoring an additive constant, takes the form

\[
\ell(\Sigma) = -\frac{n}{2} \log |\Sigma| - \frac{n}{2} \text{tr}(\Sigma^{-1}S). \tag{5.7}
\]

Positive definiteness of \( S \) guarantees the existence of the global maximum of \( \ell(\Sigma) \) over \( \mathcal{P}(G) \) but there may be multiple local maxima (compare Chapter 2).
5.4.3 Employing the decomposition of an ancestral graph

As described in Richardson and Spirtes (2002, §8.5), the decomposition of an ancestral graph \( G \) into an undirected and a directed-bidirected part is accompanied by a factorization of the density function of a distribution in the associated model \( \mathcal{N}(G) \). More precisely, if \( \Sigma \in \mathcal{P}(G) \), then

\[
 f_\Sigma(y) = f_\Lambda(y_{\text{un}_G})f_{B,\Omega}(y_{V \setminus \text{un}_G} \mid y_{\text{un}_G}). \tag{5.8}
\]

Here \( f_\Lambda(y_{\text{un}_G}) \) is the marginal density of \( Y_{\text{un}_G} \), and \( f_{B,\Omega}(y_{V \setminus \text{un}_G} \mid y_{\text{un}_G}) \) is the conditional density of \( (Y_{V \setminus \text{un}_G} \mid Y_{\text{un}_G}) \). From (5.8) and variation independence of \( \Lambda \) and \( (B, \Omega) \) it follows that we can find the MLE of \( \Lambda \) by maximizing the marginal likelihood function \( L(\Lambda) = f_\Lambda(y_{\text{un}_G}) \). Since \( Y_{\text{un}_G} \sim \mathcal{N}(0, \Lambda) \), this is precisely fitting an undirected graph model based on the graph \( G_{\text{un}_G} \) using only the observations for variables in \( \text{un}_G \), that is \( Y_{\text{un}_G,\mathcal{N}} \). Thus, the MLE \( \hat{\Lambda} \) of \( \Lambda \) can be obtained by iterative proportional fitting, as described for example in Whittaker (1990, pp. 182–185).

In order to find the MLE \( (\hat{B}, \hat{\Omega}) \) of \( (B, \Omega) \) we can maximize the conditional likelihood function

\[
 L(B, \Omega) = f_{B,\Omega}(y_{V \setminus \text{un}_G} \mid y_{\text{un}_G}). \tag{5.9}
\]

It is easy to see that the global Markov property for the graph \( G \) implies that

\[
 L(B, \Omega) = f_{B,\Omega}(y_{V \setminus \text{un}_G} \mid y_{\text{pa}(V \setminus \text{un}_G) \cap \text{un}_G}). \tag{5.10}
\]

Thus, only a subset \( \text{db}_G = [V \setminus \text{un}_G] \cup \text{pa}(V \setminus \text{un}_G) \) of the variables is needed for estimating \( (B, \Omega) \); i.e. we are using the observations \( Y_{\text{db}_G,\mathcal{N}} \). The set \( \text{db}_G \) is the set of all vertices \( i \) in \( G \) that are the endpoint of at least one directed or bidirected edge, i.e. there is an edge \( i \to j, i \leftarrow j \) or \( i \leftrightarrow j \). For the graph \( G \) from Figure 5.1, the induced subgraph \( G_{\text{db}_G} \) is shown in Figure 5.4.

In the next section, we present an algorithm for estimating \( (B, \Omega) \). This algorithm extends the idea developed in Chapter 4 of this thesis, which in fact considers ancestral graphs with bidirected edges only. The idea is to iteratively fit a conditional distribution for a fixed marginal distribution. Thus we call this algorithm iterative conditional fitting.
Note the duality with the iterative proportional fitting algorithm, in which, cycling through a list of cliques, the marginal distribution over a clique $C \subseteq V$ is fitted while fixing the conditional distribution $(Y_{V \setminus C} \mid Y_C)$.

5.5 Iterative conditional fitting

5.5.1 The general algorithm

Let $G$ be a maximal ancestral graph. The idea of iterative conditional fitting (ICF) is to repeatedly iterate through all vertices $i \in V$, and

(1) Fix the marginal distribution for $Y_{-i} = Y_{V \setminus \{i\}}$.

(2) Fit the conditional distribution $(Y_i \mid Y_{-i})$ under the constraints implied by the Gaussian ancestral graph model $\mathbf{N}(G)$.

(3) Find a new estimate of $\Sigma$ from the estimated parameters of the conditional distribution $(Y_i \mid Y_{-i})$ and the fixed parameters of the marginal distribution of $Y_{-i}$.

In Chapter 4, where the graph $G$ only contained bidirected edges, the problem of fitting $(Y_i \mid Y_{-i})$ under constraints could be rephrased as a least squares regression problem. Here, however, where $G$ also contains directed edges, the consideration of $(Y_i \mid Y_{-i})$ is complicated. Fortunately, we can “remove” directed edges by forming residuals as in (5.3), and considering the conditional distribution $(Y_i \mid \varepsilon_{-i})$ as presented in the following. Such a residual trick can already be found in Telser (1964).
Before formulating ICF for ancestral graphs, we note two facts. First, the maximization of \( L(B, \Omega) \) from (5.9) is by (5.8) equivalent to maximizing \( L(\Sigma) = L(\Lambda, B, \Omega) \) with holding \( \Lambda \) fixed to some feasible value \( \Lambda_0 \), which could be, for example, the identity matrix or the matrix found by iterative proportional fitting as described in §5.4.3. Second, fixing \( \Lambda = \Lambda_0 \), the matrix \( \varepsilon = (I_\mathcal{V} - B)Y \) has \( i \)-th row equal to the residual \( \varepsilon_i \) defined in (5.3) and each column of \( \varepsilon \) has covariance matrix \( \Psi = (\psi_{ij}) \) equal to

\[
\Psi = \begin{pmatrix}
\Lambda_0^{-1} & 0 \\
0 & \Omega
\end{pmatrix}.
\] (5.11)

From this and the fact \( B_{\text{unc}, \mathcal{V}} = 0 \) we see that, in order to estimate \( (B, \Omega) \) we need only cycle through the vertices \( i \notin \text{un}_{\mathcal{G}} \).

Next we compute the conditional distribution \( (Y_i \mid \varepsilon_{-i}) \) for \( i \notin \text{un}_{\mathcal{G}} \). This distribution is obviously Gaussian and its conditional variance equals

\[
\text{Var}[Y_i \mid \varepsilon_{-i}] = \omega_{ii, -i},
\] (5.12)

which is defined as

\[
\omega_{ii, -i} = \omega_{ii} - \Omega_{ii, -i}(\Omega_{-i, -i})^{-1}\Omega_{-i, i}.
\] (5.13)

Equation (5.12) holds because, for \( i \notin \text{un}_{\mathcal{G}} \)

\[
\text{Var}[Y_i \mid \varepsilon_{-i}] = \text{Var}[\varepsilon_i \mid \varepsilon_{-i}]
= \psi_{ii} - \Psi_{i, -i}(\Psi_{-i, -i})^{-1}\Psi_{-i, i}
= \omega_{ii} - \Omega_{ii, -i}(\Omega_{-i, -i})^{-1}\Omega_{-i, i}.
\] (5.14)

Note that when writing \( \Omega_{-i, -i} \) we mean the \( [V \setminus (\text{un}_{\mathcal{G}} \cup \{i\})] \times [V \setminus (\text{un}_{\mathcal{G}} \cup \{i\})] \) submatrix of \( \Omega \). The normal distribution \( (Y_i \mid \varepsilon_{-i}) \) is now specified by (5.12) and the conditional expectation, which equals

\[
E[Y_i \mid \varepsilon_{-i}] = \sum_{j \in \text{pa}(i)} \beta_{ij} E[Y_j \mid \varepsilon_{-i}] + E[\varepsilon_i \mid \varepsilon_{-i}]
= \sum_{j \in \text{pa}(i)} \beta_{ij} Y_j + \sum_{k \in \text{sp}(i)} \omega_{ik} Z_k,
\] (5.15)
where the pseudo-variable $Z_k$ is equal to the $k$-th row in

$$Z_{sp(i)} = [(\Omega_{-i,-i})^{-1}]_{sp(i),-i} \varepsilon_{-i}. \quad (5.16)$$

The derivation of (5.15) relies on two facts. First, for any $j \in \text{pa}(i)$, $Y_j$ is a function of $\varepsilon_{\text{an}(i) \setminus \{i\}}$ and thus, $E[Y_j \mid \varepsilon_{-i}] = Y_j$. Second, for $i \notin \text{un}_G$ the residual covariance $\psi_{ij} = 0$ if $i \neq j$. Thus, $\Psi_{i,\text{insp}(i)} = 0$, which implies that for $i \notin \text{un}_G$:

$$E[\varepsilon_i \mid \varepsilon_{-i}] = \Psi_{i,-i}(\Psi_{-i,-i})^{-1} \varepsilon_{-i}$$

$$= \Psi_{i,sp(i)}[\Psi_{-i,-i}]_{sp(i),-i} \varepsilon_{-i}$$

$$= \Omega_{i,sp(i)}[\Omega_{-i,-i}]^{-1}_{sp(i),-i} \varepsilon_{-i}$$

$$= \sum_{k \in \text{sp}(i)} \omega_{ik} Z_k. \quad (5.17)$$

After this preparation we are now ready to formulate ICF for ancestral graphs to find the MLE $(\hat{B}, \hat{\Omega})$. Until convergence, for each $i \notin \text{un}_G$:

1. Fix $\Omega_{-i,-i}$ and all $B_{j,\text{pa}(j)} = (\beta_{j\ell} \mid \ell \in \text{pa}(j))$ for $j \neq i$;

2. Use the fixed $\beta_{j\ell}$ to compute the residuals $\varepsilon_j$ for $j \neq i$ from (5.3);

3. Use the fixed $\Omega_{-i,-i}$ to compute the pseudo-variables $Z_k$ for $k \in \text{sp}(i)$;

4. Carry out a least squares regression with response variable $Y_i$ and covariates $Y_j$, $j \in \text{pa}(i)$, and $Z_k$, $k \in \text{sp}(i)$ to obtain estimates of $\beta_{ij}$, $j \in \text{pa}(i)$, $\omega_{ik}$, $k \in \text{sp}(i)$, and $\omega_{ii,-i}$;

5. Compute an estimate of $\omega_{ii}$ using the new estimates and the fixed parameters from the relation $\omega_{ii} = \omega_{ii,-i} + \Omega_{i,-i}(\Omega_{-i,-i})^{-1} \Omega_{-,i}$, compare (5.13).

After steps (1)-(5), we move on to the next vertex in $V \setminus \text{un}_G$. The procedure is continued until convergence.
5.5.2 Convergence

It is easy to see that this ICF algorithm is an iterative partial maximization algorithm (compare Appendix A) since in the i-th step we maximize the conditional likelihood \( L(B, \Omega) \) from (5.9) over the section in the parameter space defined by fixing the parameters \( \Omega_{-i, -i} \) and \( B_{j, \pa(j)}, j \neq i \). The same reasoning as in Chapter 4, §4.4.5 applies and we can deduce that for any feasible starting value the algorithm produces a sequence of estimates, for which each accumulation point is a local maximum or a saddle point of the likelihood. Furthermore, evaluating the likelihood at each accumulation point must give the same value.

5.5.3 Applying ICF to DAGs

It is well known that the MLE of the parameters of a Gaussian DAG model can be found by carrying out a finite number of regressions (see e.g. Wermuth (1980), Goldberger (1991), or Andersson and Perlman (1998)). DAG models form a special case of ancestral graph models so we can also apply ICF to a Gaussian DAG model. If the graph \( G \) is a DAG then \( \text{sp}(i) = \emptyset \) for all \( i \in V \). Therefore, the conditional distribution of \( (Y_i \mid \varepsilon_{-i}) \) is fitted by regressing solely on the parents \( Y_j, j \in \pa(i) \); compare (5.15). Thus the least squares regression carried out in the i-th step of ICF is always the same \( (Y_i \mid Y_{\pa(i)}) \) since it involves no pseudo-variables, which could change from one iteration to the other. This means that ICF reduces to the standard approach of fitting Gaussian DAG models if the ancestral graph under consideration is in fact a DAG.

5.5.4 ICF in an example

We illustrate estimation of \( (B, \Omega) \) by ICF in the example of the ancestral graph depicted in Figure 5.1. The set \( \text{un}_G \) equals \( \{0, 1\} \) and in fact only the variables \( \text{db}_G = \{1, 2, 3, 4\} \) are relevant for estimating \( (B, \Omega) \), compare Figure 5.4. The iteration steps, described in items (1)-(5) in §5.5.1, have to be carried only for \( i \in V \ \setminus \ \text{un}_G = \{2, 3, 4\} \). In Figure 5.5, we show the response variable \( Y_i \) in the i-th ICF update step as a filled circle. The remaining variables are depicted as unfilled circles. A vertex labelled by a number \( j \) represents the
random variable $Y_j$ and a vertex labelled by $Z_j$ represents the pseudo-variable defined in (5.16). Finally, we use directed edges pointing from a covariate $Y_j$ or $Z_j$ to the response $Y_i$ to indicate the structure of the least squares regression that has to be performed in the $i$-th ICF step. Note that we suppress the irrelevant variable 0.

![Diagram showing ICF update steps]

Figure 5.5: Illustration of the ICF update steps.

5.6 *An implementation*

The statistical programming language R (Ihaka and Gentleman, 1996) provides a freeware environment for programming in interpreted code building on a large number of available routines. The team of developers of R provided a framework for writing extension libraries
for R. As part of the “graphical models in R” initiative (Lauritzen, 2002), Marchetti and Drton developed a function library called ‘ggm’, which implements functions for fitting Gaussian graphical models and, in particular, provides an implementation of ICF. The package can be downloaded from http://cran.r-project.org/.

In the following, we show an example session in R using ‘ggm’ and data from the R function library ‘SIN’, which implements the model selection method described in Drton and Perlman (2004). We begin by loading ‘ggm’, ‘SIN’, and a data set on noctuid moth trapplings. The data comprise \( n = 72 \) measurements for each one of six variables: the (log-transformed) number of moths caught in a light trap in one night (moth), the minimum night temperature (min), the previous day’s maximum temperature (max), the average wind speed during night (wind), the amount of rain during night (rain), and the percentage of starlight obscured by clouds (cloud); compare for example Whittaker (1990, §10.3). We display the correlation matrix and the sample size for these data.

\[
\begin{align*}
> & \text{library(ggm)} \\
> & \text{library(SIN)} \\
> & \text{data(moth)} \\
> & \text{moth$corr}
\end{align*}
\]

\[
\begin{array}{ccccccc}
\text{min} & \text{max} & \text{wind} & \text{rain} & \text{cloud} & \text{moth} \\
\text{min} & 1.00 & 0.40 & 0.37 & 0.18 & -0.46 & 0.29 \\
\text{max} & 0.40 & 1.00 & -0.02 & -0.09 & 0.02 & 0.22 \\
\text{wind} & 0.37 & 0.02 & 1.00 & 0.05 & -0.13 & -0.24 \\
\text{rain} & 0.18 & -0.09 & 0.05 & 1.00 & -0.47 & 0.11 \\
\text{cloud} & -0.46 & 0.02 & -0.13 & -0.47 & 1.00 & -0.37 \\
\text{moth} & 0.29 & 0.22 & -0.24 & 0.11 & -0.37 & 1.00 \\
\end{array}
\]

\[
> \text{moth$n}$
\]

\[\text{[1]} \ 72\]

We concentrate on the five variables max, wind, rain, cloud, and moth to fit the model induced by the (maximal) ancestral graph from Figure 5.1. In order to do this we first define the ancestral graph by defining complete subsets for the undirected and bidirected subgraphs, and regression structures for the directed subgraph. The resulting graph is
represented by an adjacency matrix $A = (a_{ij})$ where $a_{ij} = a_{ji} = 1$ if $i \leftrightarrow j$, $a_{ij} = a_{ji} = 2$ if $i \leftrightarrow j$, and $a_{ij} = 1, a_{ji} = 0$ if $i \rightarrow j$.

```r
> mag <- makeAG(ug=UG(~wind*rain),
+       dag=DAG(cloud~rain, moth~cloud),
+       bg=UG(~max*cloud+max*moth))
> mag

max cloud moth wind rain
max  0  2  2  0  0
cloud 2  0  1  0  0
moth  2  0  0  0  0
wind  0  0  0  0  1
rain  0  1  0  1  0
```

The package 'ggm' also provides a rudimentary tool for plotting graphs.

```r
> drawGraph(mag)
```

Now we are able to fit the Gaussian ancestral graph model to the data using the function 'fitAncestralGraph', which returns $\hat{\Sigma}$ as Shat, $\hat{\Lambda}$ as Lhat, $I_V - \hat{B}$ as Bhat and $\hat{\Omega}$ as Ohat. The output also includes the deviance statistic $\text{dev}$, the degrees of freedom $\text{df}$ and the number of iterations $\text{it}$, that is, the number of full cycles through all $i \notin \text{un}_G$ during ICF. The deviance statistic is computed as

$$\text{dev} = 2\ell(S) - 2\ell(\hat{\Sigma}).$$

(5.18)

Note, however, that the ICF estimate $\hat{\Sigma}$ may only be a local maximum (compare Chapter 2).
> icf <- fitAncestralGraph(mag, moth$corr, moth$n)
> lapply( icf , round, 2 )

$Shat

<table>
<thead>
<tr>
<th></th>
<th>max</th>
<th>wind</th>
<th>rain</th>
<th>cloud</th>
<th>moth</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.23</td>
</tr>
<tr>
<td>wind</td>
<td>0.00</td>
<td>1.00</td>
<td>0.05</td>
<td>-0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>rain</td>
<td>0.00</td>
<td>0.05</td>
<td>1.00</td>
<td>-0.47</td>
<td>0.18</td>
</tr>
<tr>
<td>cloud</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.47</td>
<td>1.00</td>
<td>-0.38</td>
</tr>
<tr>
<td>moth</td>
<td>0.23</td>
<td>0.01</td>
<td>0.18</td>
<td>-0.38</td>
<td>1.01</td>
</tr>
</tbody>
</table>

$Lhat

<table>
<thead>
<tr>
<th></th>
<th>max</th>
<th>wind</th>
<th>rain</th>
<th>cloud</th>
<th>moth</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>wind</td>
<td>0.00</td>
<td>1.00</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>rain</td>
<td>0.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>cloud</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>moth</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

$Bhat

<table>
<thead>
<tr>
<th></th>
<th>max</th>
<th>wind</th>
<th>rain</th>
<th>cloud</th>
<th>moth</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>wind</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>rain</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>cloud</td>
<td>0.00</td>
<td>0.00</td>
<td>0.47</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>moth</td>
<td>0.00</td>
<td>0.00</td>
<td>0.38</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

$Chat

<table>
<thead>
<tr>
<th></th>
<th>max</th>
<th>wind</th>
<th>rain</th>
<th>cloud</th>
<th>moth</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.23</td>
</tr>
<tr>
<td>wind</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>rain</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>cloud</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.78</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>moth</td>
<td>0.23</td>
<td>0.00</td>
<td>0.00</td>
<td>0.86</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Comparing the deviance and the degrees of freedom using the asymptotic distribution of the deviance as $\chi^2$ yields a p-value of 0.07 suggesting that the model is not inappropriate. However, the inclusion of the additional directed edge wind $\rightarrow$ moth greatly improves the fit with a deviance of 2.01 over 4 degrees of freedom and an associated p-value of 0.73.

5.7 Conclusion

We have presented ICF = iterative conditional fitting, which is an iterative partial maximization algorithm for fitting Gaussian ancestral graph models. Fitting conditional distributions while fixing marginal distributions, ICF stands in duality with the iterative proportional fitting algorithm, in which marginal distributions are fitted while conditional distributions are fixed. ICF is particularly attractive since if the ancestral graph under consideration is in fact a DAG, then the likelihood is maximized in a finite number of steps performing exactly the regressions commonly used for fitting Gaussian DAG models.

A topic of future work will be using Markov equivalence of ancestral graphs for improving efficiency. As it is true for DAGs, different ancestral graphs may induce the same statistical model, in which case the graphs are called Markov equivalent. Since the update steps of the ICF algorithm depend on the graph itself, it is important to work out which graph in a whole class of Markov equivalent graphs allows for the most efficient fitting of the associated model (see also Chapter 4, §4.2.4).

Finally, ICF has the nice feature that its main idea of decomposing the complicated overall maximization problem into a sequence of simpler optimization problems seems also promising for the development of fitting methodology in the case of discrete variables. This extension will be the subject of future work.
Chapter 6

FUTURE WORK

This thesis solves the problem of maximum likelihood estimation in Gaussian AMP chain graph and Gaussian ancestral graph models. Here, “solving” stands for proposing iterative algorithms for maximizing the respective likelihood function such that convergence guarantees can be given.

The results of this thesis suggest the following future work. First, it should be investigated whether ideas such as multivariate updates in iterative conditional fitting can lead to more efficient algorithms for maximizing the Gaussian likelihood functions. Second, methodology for constructing confidence intervals should be developed to complement the point estimates that can be obtained from the proposed algorithms. Finally, discrete analogs of the Gaussian models should be studied in order to make AMP chain graph and ancestral graph modelling more widely applicable.
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Appendix A

ITERATIVE PARTIAL MAXIMIZATION

All the algorithms for maximum likelihood estimation proposed in this thesis are iterative partial maximization algorithms. Partial maximization refers to a maximization of the likelihood function over a section in the parameter space. In an iterative partial maximization algorithm, one repeatedly performs a sequence of partial maximizations. Such an algorithm is well-defined if each partial maximization problem admits a unique solution. In this appendix, we derive some general convergence results for the class of iterative partial maximization algorithms. In particular, this appendix generalizes Lauritzen (1996, Appendix A.4) by not assuming the existence of a unique local = global maximum of the likelihood function.

Let \( \ell : \Theta \to \mathbb{R} \) be a differentiable real-valued function defined over a parameter space \( \Theta \subseteq \mathbb{R}^d \). Usually \( \ell \) is a (log-)likelihood function. Let \( \theta_0 \in \Theta \) be such that

\[
\Theta_0 = \{ \theta \in \Theta : \ell(\theta) \geq \ell(\theta_0) \}
\]

is compact. Thus, as consequence of the continuity of \( \ell \) and the compactness of \( \Theta_0 \), the global maximum of \( \ell \) over \( \Theta_0 \) exists.

Let \( g_i : \Theta \to \mathbb{R}^d \), \( 1 \leq i \leq k \), be mappings defined over the parameter space \( \Theta \). For a parameter \( \theta^* \in \Theta \), the mappings \( g_i \) define sections in the parameter space as

\[
\Theta_i(\theta^*) = \{ \theta \in \Theta : g_i(\theta) = g_i(\theta^*) \}.
\]

With each section \( \Theta_i(\theta^*) \) is associated a partial maximization

\[
\max \{ \ell(\theta) : \theta \in \Theta_i(\theta^*) \}.
\]

We assume that for any \( \theta^* \in \Theta \) and \( 1 \leq i \leq k \) the partial maximization problem (A.3) has a unique solution

\[
T_i(\theta^*) = \arg \max \{ \ell(\theta) : \theta \in \Theta_i(\theta^*) \},
\]
that is,

\[ \ell(T_i(\theta^*)) > \ell(\theta), \quad \forall \theta \in \Theta_i(\theta^*), \theta \neq T_i(\theta^*). \]  

(A.5)

Furthermore, we assume that the mappings \( T_i : \Theta \rightarrow \Theta \) are continuous for all \( 1 \leq i \leq k \). Finally, we suppose that the section-defining functions \( g_i \) are such that if \( \theta^* = T_i(\theta^*) \) for all \( 1 \leq i \leq k \), then \( \theta^* \) solves the likelihood equations, i.e.,

\[ \left( \theta^* = T_i(\theta^*), \quad \forall i : 1 \leq i \leq k \right) \quad \implies \quad \frac{\partial \ell(\theta)}{\partial \theta} \bigg|_{\theta = \theta^*} = 0. \]  

(A.6)

Note that this assumption also implies that the global maximum of \( \ell \) over \( \Theta \) solves the likelihood equations. In many contexts, as for example in this thesis, it is straightforward to verify (A.6). For general conditions to check (A.6), see Meng and Rubin (1993).

In iterative partial maximization, one iteratively solves all partial maximization problems creating a sequence of parameters as follows. Let \( \theta_0 \in \Theta \) be a starting value such that \( \Theta_0 \) is compact. Define

\[ \theta_{n+1} = S(\theta_n) = T_k \cdots T_1(\theta_n), \quad n \geq 0. \]  

(A.7)

Obviously,

\[ \ell(\theta_{n+1}) \geq \ell(\theta_n), \quad \forall n, \]  

(A.8)

which implies in particular that

\[ \theta_n \in \Theta_0, \quad \forall n. \]  

(A.9)

**Lemma A.1.** The sequence \( (\ell(\theta_n))_n \) converges to a limit \( \ell_\infty \in \mathbb{R} \).

**Proof.** Due to (A.8), the sequence \( (\ell(\theta_n))_n \) is monotone. The existence of a global maximum of \( \ell \) over \( \Theta_0 \) implies that the sequence \( (\ell(\theta_n))_n \) is bounded, thus converges. \( \Box \)

**Lemma A.2.** Every accumulation point \( \theta^* \) of the sequence \( (\theta_n)_n \) is in \( \Theta_0 \), satisfies \( \ell(\theta^*) = \ell_\infty \), and solves the likelihood equations, i.e.

\[ \frac{\partial \ell(\theta)}{\partial \theta} \bigg|_{\theta = \theta^*} = 0. \]
Proof. First, since \( \Theta_0 \) is compact, (A.9) implies that every accumulation point \( \theta^* \) is in \( \Theta_0 \). Consider one such \( \theta^* \) and let \( (\theta_{nr})_r \) be a subsequence of \( (\theta_n)_n \) such that

\[
\lim_{r \to \infty} \theta_{nr} = \theta^*. \tag{A.10}
\]

By Lemma A.1, every subsequence of \( (\ell(\theta_n))_n \) converges to \( \ell_{\infty} \) and due to the continuity of \( \ell \) it holds in particular that

\[
\ell(\theta^*) = \lim_{r \to \infty} \ell(\theta_{nr}) = \lim_{r \to \infty} \ell(\theta_{nr+1}) = \ell_{\infty}. \tag{A.11}
\]

Using the continuity of \( \ell \) and the partial maximization operators \( T_i, 1 \leq i \leq k \), we obtain that

\[
\ell\{T_k \cdots T_1(\theta^*)\} = \lim_{r \to \infty} \ell\{T_k \cdots T_1(\theta_{nr})\} \overset{(A.7)}{=} \lim_{r \to \infty} \ell(\theta_{nr+1}) \overset{(A.11)}{=} \ell_{\infty}. \tag{A.12}
\]

Moreover, by definition of \( T_i, 1 \leq i \leq k \),

\[
\ell_{\infty} = \ell\{T_k \cdots T_1(\theta^*)\} \geq \ell\{T_{k-1} \cdots T_1(\theta^*)\} \geq \ldots \geq \ell\{T_1(\theta^*)\} \geq \ell(\theta^*) = \ell_{\infty}. \tag{A.13}
\]

Therefore, in particular, \( \ell\{T_1(\theta^*)\} = \ell(\theta^*) \), which means that \( \theta^* \) is a solution to the partial maximization problem (A.3) for \( i = 1 \). Since the maximizer is unique, compare (A.5), it must hold that \( T_1(\theta^*) = \theta^* \). By induction over \( i \), it follows that

\[
T_i(\theta^*) = \theta^*, \quad \forall 1 \leq i \leq k, \tag{A.14}
\]

which by (A.6) implies that \( \theta^* \) solves the likelihood equations. \qed

If the likelihood has only one stationary point, i.e., the likelihood equations only one solution, then under assumption (A.6), this stationary point has to be the global maximizer \( \tilde{\theta} \) of \( \ell \) over \( \Theta \). In this case, \( \tilde{\theta} \) is the only possible accumulation point of \( (\theta_n)_n \).

**Corollary A.3.** If there exists only one solution to the likelihood equations, then \( (\theta_n)_n \) converges to this solution to the unique solution to the likelihood equations, which equals the global maximizer of \( \ell \) over \( \Theta \).

However, the sequence \( (\theta_n)_n \) also converges under less restrictive conditions.
Proposition A.4. Let

\[ A_\infty = \{ \theta^* \in \Theta_0 : \theta^* \text{ is an accumulation point of } (\theta_n)_n \} \]

If \( A_\infty \) is a finite set, then it is in fact a singleton, \( A_\infty = \{ \theta_\infty \} \), and the sequence \( (\theta_n)_n \) converges to \( \theta_\infty \).

Proof. Let

\[ B_{\varepsilon}(\theta) = \{ \tilde{\theta} \in \Theta : \| \tilde{\theta} - \theta \| < \varepsilon \}, \quad \varepsilon > 0, \tag{A.15} \]

be the open \( \varepsilon \)-ball around \( \theta \). Let

\[ B_{\varepsilon}(A_\infty) = \bigcup \{ B_{\varepsilon}(\theta^*) : \theta^* \in A_\infty \} \tag{A.16} \]

be the union of all the \( \varepsilon \)-balls around the accumulation points of \( (\theta_n)_n \). By definition, \( A_\infty \) contains all accumulation points of \( (\theta_n)_n \). Thus, for any \( \varepsilon > 0 \), the number of elements of the sequence \( (\theta_n)_n \) that do not lie in \( B_{\varepsilon}(A_\infty) \) must be finite, i.e.,

\[ |\{ n : \theta_n \in \Theta_0 \setminus B_{\varepsilon}(A_\infty) \}| < \infty. \tag{A.17} \]

Otherwise, infinitely many \( \theta_n \in \Theta_0 \setminus B_{\varepsilon}(A_\infty) \) form a sequence in the compact set \( \Theta_0 \setminus B_{\varepsilon}(A_\infty) \). This implies that \( (\theta_n)_n \) has an accumulation point in \( \Theta_0 \setminus B_{\varepsilon}(A_\infty) \), which contradicts the definition of \( A_\infty \).

By assumption, \( A_\infty \) is a finite set, and thus, the minimum Euclidian distance between two different points in \( A_\infty \) is positive, i.e.,

\[ \delta = \min\{ \| \theta^* - \tilde{\theta}^* \| : \theta^* \neq \tilde{\theta}^* \in A_\infty \} > 0. \tag{A.18} \]

By (A.14),

\[ S(\theta^*) = T_k \cdots T_1(\theta^*) = \theta^*, \quad \forall \theta^* \in A_\infty. \tag{A.19} \]

Each partial maximization operator \( T_i \) is assumed to be continuous, which implies that the operator \( S \) defined in (A.19) is also continuous. Then since \( S \) is continuous and \( A_\infty \) is finite, we can choose \( \varepsilon \in (0, \delta/2) \) such that for all \( \theta^* \in A_\infty \),

\[ \theta \in B_{\varepsilon}(\theta^*) \implies S(\theta) \in B_{\delta/2}(\theta^*). \tag{A.20} \]
Note that $\varepsilon < \frac{\delta}{2}$ implies that all $B_{\varepsilon}(\theta^*)$, $\theta^* \in \mathcal{A}_\infty$, are pairwise disjoint and each ball $B_{\varepsilon}(\theta^*)$ contains no accumulation point of $(\theta_n)_n$ other than $\theta^*$.

Now it follows from (A.20) that

$$\theta_n \in B_{\varepsilon}(\theta^*) \implies \theta_{n+1} = S(\theta_n) \in B_{\varepsilon/2}(\theta^*), \quad \forall n.$$  \hfill (A.21)

By (A.17), we can choose $N \in \mathbb{N}$ such that

$$\theta_n \in B_{\varepsilon}(\mathcal{A}_\infty), \quad \forall n \geq N.$$  \hfill (A.22)

By definition of $\delta$ and $\varepsilon$,

$$B_{\varepsilon/2}(\theta^*) \cap B_{\varepsilon}(\mathcal{A}_\infty) = B_{\varepsilon}(\theta^*).$$  \hfill (A.23)

Thus, by (A.21) and (A.22)

$$\theta_n \in B_{\varepsilon}(\theta^*) \implies \theta_{n+1} \in B_{\varepsilon/2}(\theta^*) \cap B_{\varepsilon}(\mathcal{A}_\infty) = B_{\varepsilon}(\theta^*), \quad \forall n \geq N.$$  \hfill (A.24)

Finally, let $\theta_\infty \in \mathcal{A}_\infty$ be such that $\theta_N \in B_{\varepsilon}(\theta_\infty)$. Then by (A.24),

$$\theta_n \in B_{\varepsilon}(\theta_\infty), \quad \forall n \geq N.$$  \hfill (A.25)

Since $\theta_\infty$ is the only accumulation point of $(\theta_n)_n$ in the closure of $B_{\varepsilon}(\theta_\infty)$, we obtain that

$$\lim_{n \to \infty} \theta_n = \theta_\infty.$$  \hfill (A.26)

\[\square\]

**Corollary A.5.** If the likelihood equations have only finitely many solutions that lie in the same contour of the likelihood, i.e.

$$\left| \left\{ \theta \in \Theta : \left. \frac{\partial \ell(\theta)}{\partial \theta} \right|_{\theta = \theta^*} = 0, \quad \ell(\theta) = L \right\} \right| < \infty, \quad \forall L \in \mathbb{R},$$  \hfill (A.27)

then the sequence $(\theta_n)_n$ converges.

**Proof.** Follows immediately from Proposition A.4 since, by Lemma A.2, $\mathcal{A}_\infty$ is a subset of a set of solutions to the likelihood equations that lie on the same contour of the likelihood. \[\square\]
Proposition A.6. If \((\theta_n)_n\) does not converge, then the set \(A_\infty\) of its accumulation points is an infinite, compact and dense subset of \(\Theta_0\).

Proof. Non-convergence of \((\theta_n)_n\) is equivalently expressed as \(|A_\infty| \geq 2\). Straightforward extension of the reasoning in the proof of Proposition A.4 implies that if \(|A_\infty| \geq 2\), then there cannot exist an accumulation point \(\theta^* \in A_\infty\) such that

\[
\inf \left\{ \|\hat{\theta}^* - \theta^*\| : \hat{\theta}^* \in A_\infty \setminus \{\theta^*\} \right\} > 0. \tag{A.28}
\]

Thus, \(A_\infty\) must be infinite and the infimum in (A.28) must be zero for all \(\theta^* \in A_\infty\). Therefore, for any \(\theta^* \in A_\infty\) there must exist a sequence in \(A_\infty \setminus \{\theta^*\}\) that converges to \(\theta^*\), which makes \(A_\infty\) a dense set.

To show that \(A_\infty\) is compact, it is enough to show that \(A_\infty\) is closed, since as a subset of \(\Theta_0\) it is automatically bounded. Let \((\theta^*_n)_n\) be a sequence in \(A_\infty\) that converges to \(\theta^*_\infty \in \Theta_0\). Then for any \(\varepsilon > 0\), there exists \(n(\varepsilon) \in \mathbb{N}\) such that

\[
\theta^*_n(\varepsilon) \in B_\varepsilon(\theta^*_\infty). \tag{A.29}
\]

Since \(\theta^*_n(\varepsilon)\) is an accumulation point of \((\theta_n)_n\), we can choose \(\varepsilon > 0\) such that

\[
B_\varepsilon(\theta^*_n(\varepsilon)) \subseteq B_\varepsilon(\theta^*_\infty) \tag{A.30}
\]

and that there exists

\[
\theta_n(\varepsilon) \in B_\varepsilon(\theta^*_n(\varepsilon)) \subseteq B_\varepsilon(\theta^*_\infty). \tag{A.31}
\]

Since \(\varepsilon\) was arbitrary, \(\theta^*_\infty\) must also be an accumulation point of \((\theta_n)_n\), i.e. \(\theta^*_\infty \in A_\infty\), which establishes the closedness of \(A_\infty\). \(\square\)

Remark A.7. In this appendix, we derived convergence properties for iterative partial maximization algorithms without relying on any published results. Instead, we could have cited, for example, Wu (1983) and showed that \(\|\theta_{n+1} - \theta_n\| \to 0\) as \(n \to \infty\). Since Wu (1983) phrases his work in terms of EM-algorithms, we preferred to derive our results "from scratch." Finally, an example illustrating the result in Proposition A.6 can be found in Boyles (1983).
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