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Abstract

Development and Validation of Statistical Potential Functions for the Prediction of Protein/Nucleic-Acid Interactions from Structure

Timothy Allen Robertson

Chair of the Supervisory Committee:
Professor Gabriele Varani
Department of Biochemistry

This work outlines the development, validation and application of a series of novel statistical (knowledge-based) potential functions to the prediction of protein/nucleic-acid interactions from structure. Three methods are described: a statistical potential for the evaluation of inter-molecular hydrogen bonds at protein/nucleic-acid interfaces; an all-atom, distance-dependent statistical potential for protein-DNA interactions, based upon the naïve Bayes classifier formalism; and a similar approach, specific to the structural properties of protein-RNA interactions. These three methods are shown to be able to reliably discriminate non-native and near-native structures from native protein/nucleic-acid complexes, and are successfully demonstrated in applications to computational molecule/molecule docking (the prediction of molecular interactions from structure), rational (structure-based) protein design, and the recapitulation of experimentally determined binding energies for mutations to protein/nucleic-acid complexes. Despite their simplicity, these statistical techniques are found to be sensitive to subtle structural and chemical changes at protein/nucleic-acid interfaces, and in several cases, are demonstrated to possess performance characteristics on par with significantly more complicated, physics-based methods. These results suggest that simple, statistical potential functions can serve as a generally useful tool for the computational prediction, design and simulation of protein interactions with nucleic-acid molecules.
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PREFACE

This work comprises four separate documents, of which two have been published previously (in slightly modified forms), and two are submitted or under review for future publication. Section 2 was co-authored by Dr. Yu Chen, Dr. Tanja Kortemme, Dr. David Baker, Dr. Gabriele Varani and myself, and published in a 2004 issue of *Nucleic Acids Research* (1). Section 3 was co-authored by Dr. Gabriele Varani and myself, and was published in a 2007 issue of *Proteins: Structure, Function and Bioinformatics* (2). Section 4 was co-authored by Dr. Suxin Zheng, Dr. Gabriele Varani and myself, while Section 1 was co-authored by Dr. Gabriele Varani and myself, and will be published in 2008 as a chapter in the second edition of the book *Structural Bioinformatics* (Wiley; J. Gu and P. Bourne, editors). I wish to acknowledge these individuals for their substantial contributions to this work.
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1 An Overview of the Structure-Based Analysis of Protein/Nucleic-Acid Interactions

The specific recognition of nucleic acid sequences by nucleic acid binding proteins is of critical importance to the biological function of every living species. As a result, the phenomena responsible for this recognition process have long been of interest to biological scientists. Beginning with Seeman et al., research into sequence-specific DNA recognition focused on the search for a “recognition code” — a collection of simple rules that would pair particular amino acids to specific bases (3). However, it was soon realized that any recognition code would be degenerate (4), and a general "code" may not exist at all (5, 6).

The structural mechanisms underlying sequence-specific DNA recognition received renewed attention with the increased availability of high-resolution structures for protein-nucleic acid complexes. Computational studies of these structures have classified their interactions (7), described features of their binding sites (8-10), and the evolutionary conservation of their interface residues (11, 12). However, relatively little effort has been devoted to the application of this structural knowledge to computational models for the prediction of protein-nucleic acid interactions. In contrast, structural information has been used extensively to create potentials for prediction of protein structures (13-19), as well as protein-ligand (20-23), and protein-protein interactions (19, 22, 24, 25).

1.1 Motivations and Applications

Though it is obvious that the ability to accurately and reliably predict the sequence-specificity of nucleic-acid-binding proteins from their structures would represent a great intellectual accomplishment, any discussion of the problem is sure to encounter skepticism: what is the practical application of such a method? For example, the structure of a given protein-nucleic-acid complex represents a great deal of time and effort; it is almost certain that structurally characterized complexes have also been experimentally characterized, and that many of their preferred DNA (or RNA) binding
sites are known. Indeed, the development and testing of the methods described here have crucially depended on this fact – the performance of new methods is frequently evaluated by examining their ability to reproduce the known sequence specificities of previously solved protein-nucleic-acid structures (2, 26-30).

Given this view of the problem, the value of any structure-based method must extend from its generality: if a model can predict the preferred DNA or RNA binding sequences of a known structure, it is interesting, but not especially useful; if it can predict the binding sequences of homologous (though structurally uncharacterized) proteins, it has more value; if it can be used to develop entirely novel nucleic-acid-binding proteins (or to otherwise predict the energetic consequences of changes to a complex), it will almost certainly find wide, practical application in future research. These are analogous to the roles of structure-based models in other areas of biology: the prediction of preferred DNA/RNA-binding sequences for a protein has parallels to the problem of structure-based drug design; the prediction of nucleic-acid recognition sequences for homologous protein sequences is an obvious application of protein homology modeling; and the development of novel nucleic-acid-binding proteins is just a special case of the rational protein design problem. Even the obvious application – the structure-based identification of DNA/RNA binding sites for known protein-nucleic-acid complexes – can be useful, because many of the "known" recognition sequences of nucleic-acid-binding proteins are not absolute, or perfectly characterized (31, 32). Structure-based models may one day provide crucial insights into the range and flexibility of recognition sequences for proteins whose nucleic-acid-binding properties are not currently well-known.

1.2 Potential Functions for Protein/Nucleic-Acid Interactions

1.2.1 Physical Potentials

Because it is now routine to computationally simulate the dynamics of proteins, nucleic acids and other biopolymers, it should not be surprising that many attempts to predict the energies and specificity of protein-nucleic-acid interactions are extensions of the same techniques. In particular, the molecular dynamics (MD) simulation of nucleic-
acid molecules and protein-nucleic-acid complexes was routine long before the first efforts to computationally predict the DNA/RNA recognition sequences of proteins from structure (33-41), and MD force fields were amongst the first potential functions to be applied to the problem of predicting the energetic properties of sequence-specific, protein-nucleic-acid interactions (42-47).

The prediction of nucleic-acid-binding sequence specificity is a different, larger problem than predicting the dynamics or binding energy of a single protein-nucleic-acid complex. In one of the earliest attempts to apply a molecular dynamics force field to this problem, Pichierri et al. used the AMBER package to derive free energy, enthalpy and entropy "maps" of base-amino-acid interactions (48), a study followed by similar efforts from other groups (49, 50). By sampling protein side-chain conformations at grid points surrounding canonical nucleotide structures, these efforts were able to demonstrate energetically favorable conformations for the interaction of particular amino-acid/base-pair interactions. Somewhat later, Thayer and Beveridge applied their group's ongoing MD simulation research into sequence-dependent DNA deformation to the prediction of binding sites for the catabolite activator protein (CAP) (51). They demonstrated a hybrid approach, wherein a hidden Markov model (HMM) was trained using both binding-sequence data and nucleotide roll/tilt data obtained from MD simulation of DNA molecules, and found that the structural information tended to improve the quality of binding-site predictions. Thus, both direct and indirect recognition mechanisms have been explored using MD potentials.

Ultimately, molecular dynamics simulations are not well-suited to the prediction of cognate binding sequences for nucleic-acid binding proteins. There is no MD analogue to the process of computational base "mutation", and DNA/RNA sequence changes must be approximated through time-consuming simulations of the bound and unbound forms of the sequence variants (i.e. simulation of the thermodynamic cycle for every possible combination of nucleotide mutation); this process is computationally prohibitive for all but the smallest protein-nucleic acid complexes. As such, many applications of physics-based potentials to the problem of binding-site scanning have used molecular mechanical
techniques, wherein the intent is not to follow conformational changes over time, but to directly compute the free energies of interaction between protein and nucleic-acid molecules. For example, Paillard and Lavery used an energy minimization strategy, based on the AMBER force field, to predict the binding free energies and optimal binding sites for a set of 18 DNA-binding proteins (52). In the process, they demonstrated that the recognition of DNA sequences by proteins depends variably (i.e. in a complex-dependent manner) on both protein-DNA interactions, as well as the sequence-specific energy of DNA deformation.

Although the AMBER force field is quite commonly applied to the simulation of protein-nucleic-acid interactions, the CHARMM package has also been successfully used, particularly for MD simulations of the sequence-dependent flexibility of protein-bound DNA molecules (i.e. "indirect recognition" phenomena); given the overall similarity of these methods, their common application to the problem is not surprising (38, 39, 41, 43, 53). However, in an example of a hybrid physical/statistical potential function, Havranek et al. have extended the ROSETTA protein design potential to protein-DNA systems (28), while Chen et al. applied the method to the prediction of protein-RNA interactions (1). The ROSETTA potential function incorporates many terms common to physics-based potentials (e.g. the Lennard-Jones model of the Van der Waals force), but also makes use of a unique statistical model of hydrogen bonding geometry that appears to confer greater sensitivity to the method (54).

1.2.2 Statistical Potentials

In contrast to these examples of complex, physics-inspired potential functions, some of the earliest efforts to predict sequence-specific protein-nucleic-acid interactions from structure involved the use of simple, knowledge-based (a.k.a. "statistical") potentials, which make use of the database of known structures to derive probability-based scores that can be used to predict protein-nucleic-acid interaction energies. While there is a great deal of variation between methods in this category, all share a common theme: the database of known protein-nucleic-acid structures is assumed to adequately represent the
likely distributions of particular "features" that can be observed in any real biological structure; examples of such "features" include inter-atomic distances, torsion angles, bond lengths, and the spatial distributions of atoms and residues.

From a biophysical perspective, knowledge-based potential functions are rooted in the assumption that individual atomic structures represent low-energy molecular conformations, reflecting the optimal, real-world contributions of many different microscopic forces. If this assumption holds, then a sufficiently large (i.e. infinitely large) database of randomly sampled structures would capture the physically realistic range of any particular structural feature. Moreover, these features would be expected to occur in direct proportion to their energies, with high energy features observed far less frequently than low-energy features. The basic concept is straightforward: the more a given structure "resembles" the database of known structures (which are presumably correct), the "better" that structure is likely to be (55-57).

Broadly speaking, most statistical potential functions follow a simple formula: the structural feature of interest is quantified, this measurement is divided into bins (creating a histogram), and the "training set" (i.e. structures chosen from the Protein Data Bank specifically to represent the class of molecules being scored) is examined to see how the feature of interest is distributed. For example, if intermolecular atomic distances are being measured across a protein-DNA interface, it might make sense to divide the continuous range of realistic values (e.g. from 3 Å to 10 Å) into 10 bins with 1 Å widths. If a diverse training set of protein-DNA structures were then examined to count the number of intermolecular contacts that fell within these bins, a histogram would result, and a simple score for an atom-atom pair could be created by taking the logarithm of the likelihood of each distance bin:

\[
s(i, j, d_{ij}) = -\log \left( \frac{f_{\text{observed}}(i, j, d_{ij})}{f_{\text{expected}}(i, j, d_{ij})} \right) \quad (1.1)
\]

Here, i and j represent atom types on opposite sides of the protein-DNA interface, \(d_{ij}\) is the distance between them, and the numerator is the observed frequency of pairs between atom types i and j (separated by distance \(d_{ij}\)) in the training set. The denominator, in
contrast, represents the ideal (expected) frequency for this same value, and is commonly referred to as the "reference" state for the potential function.

Though the reference state greatly impacts score performance (55), its choice is somewhat arbitrary, and it is often impossible to know what this function should be a priori. A naïve implementation might assume that all distances are equally likely for any given atom pair (i.e., that the reference state is a uniform distribution), whereas a more realistic model might assume that the distribution of distances for any particular atom pair is reasonably well-approximated by the overall distribution of distances for all atom-atom pairs. The choice is usually justified empirically, and as a result, a large research literature has focused on the reference state, investigating its impact on score performance (2, 13, 14, 18-20, 22, 23, 30, 58).

Again, this is only a simple illustration of statistical potentials. In practice, potentials for protein-nucleic-acid interactions are more complicated, and can be broadly grouped into two categories, based on the structural features that they consider: orientation-dependent potentials (which exploit three-dimensional spatial and angular distributions), and distance-dependent potentials (which use one-dimensional data, such as inter-atomic and residue-residue distances). There are a small number of methods that do not fit cleanly into either category; these methods have thus far been targeted to specific classes of problems, such as the prediction of sequence targets for particular families of nucleic-acid binding domains.

1.2.2.1 Orientation-Dependent Statistical Potentials

Perhaps the earliest example of the application of a knowledge-based potential to protein-nucleic-acid interactions is the work of Kono and Sarai, who used the geometric regularity of the DNA double helix to create local "reference frames" for the nucleotides, which were then used to count the number of amino-acid alpha carbons in three-dimensional spatial bins surrounding the nucleotide bases (26). By converting these counts to frequencies, and using these frequencies to estimate the likelihood of new protein-nucleic-acid complex structures (generated by computationally "threading" new
base sequences onto existing complexes), they were able to successfully predict the
cognate DNA recognition sequences of a number of transcription factors. The success of
their work is largely due to the non-uniform distribution of amino acids about the DNA
bases (e.g. Lysine contacts to Guanine tend to be clustered in the major groove of B-form
DNA helices) (9), though the power of the method is striking, given its simplicity.

More recently, Chen et al. developed an orientation-dependent, hydrogen-bonding
function for protein-RNA interactions, and demonstrated its utility for predicting the
amino acid sequences of RNA-binding proteins (1). Unlike Kono and Sarai, this work
used a complex, multi-term potential function that involved a mixture of statistical and
biophysical terms, but clearly demonstrated that a database of protein-nucleic-acid
structures could be used to derive a statistical potential that measures the quality of
hydrogen bonds across the protein-RNA interface. This was achieved by observing four
structural features of hydrogen bonds (the donor-acceptor bond length, the bond angles at
the donor and the acceptor atoms, and the planarity of the bond), and using the structural
database to find the angular and distance distributions of these features (54). As in Kono
and Sarai, these distributions were converted to frequencies, and used to infer the
likelihood of new protein-RNA structures (in this case, generated by substituting new
amino acids onto the backbones of known RNA-binding proteins), in the first
demonstration of a method for the computational design of RNA-binding proteins.

1.2.2.2 Distance-Dependent Statistical Potentials

Both of the previous examples used three-dimensional features of the protein-
nucleic-acid interface to develop potential functions. More recently, several groups have
demonstrated that even simple, one-dimensional data can be sufficient to identify native-
like protein-DNA and protein-RNA structures. In particular, the inter-residue and inter-
atomic distances observed in the database of protein-nucleic-acid structures appears to
contain sufficient information to identify cognate DNA and RNA recognition sequences,
to discriminate native complex structures from sets of near-native "decoys", and even to
estimate the experimentally-determined energetics of protein-nucleic-acid binding.
Despite their simplicity, these "distance-dependent" methods are proving as powerful as the far more complicated, physically-inspired potentials discussed previously, and represent a rapidly growing area of research in the field.

A simple example of this distance-dependent approach was provided by Liu et al., who developed a potential function based on the observed separations between the beta carbons of amino acid residues and the geometric centers of nucleotide triplets (as well as doublets and single nucleotides) in protein-DNA structures (59). Liu et al. showed that their approach could successfully predict the binding energies and cognate recognition sequences of a large number of DNA-binding proteins, and theorized that the use of nucleotide triplets allowed for the capture of higher-order interactions, despite the use of one-dimensional feature data.

In a more complex example, Zhang et al. developed a statistical potential function based on the observed inter-molecular atomic distances in protein-DNA structures (22). This method mapped all of the protein and DNA atoms in protein-DNA complex structures to 19 chemically derived atom types, and determined a unique inter-molecular distance potential for each of the 361 (19^2) possible atom type pairs. Despite training this method on a set of protein-ligand complexes (instead of protein-nucleic-acid complexes), Zhang et al. demonstrated that their potential produced scores that correlate well with the experimentally determined dissociation (K_D) constants for a collection of 45 protein-DNA complexes.

Most recently, two groups have independently demonstrated that all-atom, distance dependent statistical potentials for protein-DNA interactions can achieve great predictive power. Both potentials used only the inter-molecular distances at the protein-nucleic-acid interface to achieve remarkably accurate predictions: Donald et al. showed that a quasi-chemical potential (wherein the reference state is determined by the relative frequencies of the different atom types) can accurately predict cognate DNA recognition sequences, and ΔΔG values for a large number of experimentally characterized protein-DNA complexes (30); Robertson et al. demonstrated that an all-atom, distance-dependent potential (wherein a unique distance-dependent score was defined for each of nearly
14,000 inter-molecular, atom-type pairs) can achieve cognate binding-sequence discrimination performance on par with physical potential functions (2).

1.2.2.3 Other Statistical Models

In addition to the orientation- and distance-dependent potentials discussed above, a few groups have explored the use of methods that don't fit cleanly into either category. For example, Ge et al. developed a knowledge-based method for predicting the sequence-specific binding energies of polyamide molecules to DNA double helices, based on the observed positions of water molecules and amino acid atoms in known protein-DNA structures (60). Their method clustered the atoms (either water or amino acid) observed to hydrogen-bond to DNA bases in their structure training set, and used these structural clusters to determine 3D ellipsoid regions of likely drug-DNA hydrogen-bonding interactions.

Finally, in an example of a prediction method targeted to a specific family of DNA-binding proteins, Kaplan et al. developed a knowledge-based potential for Cys$_2$His$_2$ zinc-finger proteins, and used it to scan for transcription factor binding sites in the Drosophila genome (61). The method is neither general, nor is it a true structure-based potential (it does not make direct use of structure data), but because it exploits the well-understood regularity of the Cys$_2$His$_2$ family of zinc-finger proteins to construct a probability model of DNA recognition, it nonetheless represents an interesting application of structural knowledge to the prediction of transcription-factor binding sites.

1.3 Incorporating Protein/Nucleic-Acid Interface Flexibility

An important, largely unsolved problem inherent to the structure-based prediction of protein-nucleic-acid interactions lies in the treatment of molecular flexibility. Although some simulation methods (such as molecular dynamics or gradient-based minimization techniques) allow for the representation of small motions at the protein-nucleic-acid interface, there is good reason to believe that the molecular movements involved in nucleic-acid sequence recognition are larger than can be accurately modeled using these
methods alone (62). For this reason, several groups have applied methods incorporating crude protein flexibility models to the problem of protein-DNA and protein-RNA interface prediction. For example, Endres et al. used the AMBER force field, in combination with a dead-end-elimination (DEE) algorithm for protein side-chain packing, and demonstrated that this method could be used to predict the consensus binding sequence of the Zif268 zinc-finger transcription factor (27). However, their results also suggested that the use of rotamer packing may have negatively impacted the performance of their method, leaving in question the value of the flexible model.

 meanwhile, when Havranek et al. applied the ROSETTA protein-design algorithm (63) to protein-DNA complexes, they demonstrated that their Monte-Carlo-based approach to side-chain rotamer packing could be used to predict native-like protein sequences from the structures of protein-DNA complexes (28) (indeed, they later successfully used the method to guide a limited re-design of the I-MsoI homing endonuclease protein (64)). But when Morozov et al. used the same approach to predict ΔΔG values for a large set of experimentally characterized mutations to protein-DNA complexes, they demonstrated that the performance of the method was actually negatively impacted by the introduction of protein flexibility – when side-chain packing was enabled, the ROSETTA potential did no better than a control method, which simply counted the number of intermolecular contacts observed at the protein-DNA interface; an attempt to incorporate a limited model of DNA flexibility into their software was found to further degrade the performance of the approach (29).

To date, no group has successfully demonstrated a method that improves the prediction of sequence-specific, protein-nucleic-acid interactions through the incorporation of molecular flexibility. Certainly, some techniques (such as computational protein design) are made possible through the judicious application of algorithms for the prediction of protein side-chain conformations, but even these relatively conservative methods can achieve only limited accuracy (65). Thus, the modeling of molecular flexibility represents a fertile area of future research, if our current potentials are to be reliably applied to computationally intensive problems, such as the structure-based
annotation of genome sequence, or the rational design of nucleic-acid binding proteins with entirely novel sequence specificities.

1.4 Current Applications

1.4.1 Molecular Docking

The structure-based prediction of protein-nucleic-acid interactions is a young field, and there are still relatively few examples of practical applications – particularly those with large-scale, experimentally-validated results. Nevertheless, research in the field is growing rapidly, and existing publications already offer promise that the structure-based analysis and prediction of protein-nucleic-acid interactions will become a valuable tool for biologists seeking new sources of insight and guidance for experimental design.

One straightforward application of structural analysis that has been successfully demonstrated is the prediction of protein-DNA and protein-RNA interactions through the computational docking of protein and nucleic acid structures. Computational docking is a well-established technique in the study of protein-protein and protein-small-molecule interactions, and because it is relatively easy to conduct rigid-body binding simulations of molecular structures, it was one of the earliest tests applied to protein-nucleic-acid systems. In particular, nearly a decade ago, Kneckel et al. applied their Monte-Carlo-based docking method (MONTY) to the prediction of protein-DNA interactions. Their research incorporated both protein side-chain (66) and DNA flexibility (67), but tested their methods on only a few protein-DNA complexes. Later, Aloy et al. used the innovative fast global search algorithm of FTDock to predict protein-DNA interactions for a larger number of rigid-body structures (68), and subsequently extended the method to incorporate protein side-chain flexibility at the protein-DNA interface (69). Most recently, Robertson and Varani used the FTDock rigid-body method to validate their knowledge-based potential for protein-DNA interactions, and showed that their score was able to significantly improve upon the FTDock results (2). Chen et al. also achieved good docking decoy discrimination performance for protein-RNA complexes using the ROSETTA docking method (Monte-Carlo-based, rigid-body docking, coupled with
protein side-chain flexibility (70)), in combination with their statistical hydrogen bonding potential function (1). Finally, in one of the most advanced examples of protein-nucleic-acid docking to date, Van Dijk et al. used their HADDOCK method to conduct fully flexible docking simulations of three protein-DNA complexes (71). By alternating rounds of rigid-body docking with computationally-intensive MD simulations of the best-scoring docking decoys, they were able to formulate reasonably accurate models of protein-DNA complexes starting from structures of their unbound components.

Despite these early successes, there are still practical limitations to the prediction of protein-nucleic-acid interactions using docking simulations. In particular, only a few attempts have been made to dock unbound structures of protein and DNA molecules, with mixed results; again, our understanding of molecular motion limits our ability to accurately model protein-nucleic-acid interactions. The flexible nature of DNA and RNA molecules, the prevalence of induced fit, and the importance of indirect recognition in protein-nucleic-acid binding mean that any generally useful docking method for protein-DNA or protein-RNA interactions will have to incorporate a robust model of molecular flexibility.

1.4.2 Structure Analysis and Refinement

Structural biologists have long been using computational analyses of protein-DNA and protein-RNA structures to develop and explore hypotheses about the mechanisms of protein-nucleic-acid recognition that are difficult (or impossible) to address experimentally. For example, a number of papers have explored the use of computational models to quantitatively investigate the importance of direct and indirect recognition in sequence-specific protein-nucleic-acid interactions. Direct recognition (recognition due to atomic interactions across the protein-nucleic-acid interface) can in theory be distinguished from indirect readout (recognition of larger structural features of the nucleic acid) by quantifying the relative contributions of inter- and intra-molecular interactions to protein-DNA binding free energy. Paillard and Lavery (52) and Gromiha et al. (72) have both performed large-scale analyses of this sort using different potential
functions, and found that the contributions of direct and indirect recognition vary from structure to structure. Previously, Steffen et al. showed that they could partially predict the preferred binding sites of the integration host factor (IHF) protein by examining the energies of bending for different DNA sequences (73, 74). A number of other structure-based analyses have investigated this question for different protein-DNA complexes (46, 75-79). This is an excellent example of a question that is very difficult to investigate using experimental techniques; the ability to computationally model protein-nucleic-acid complexes allows for scientific investigation that would be otherwise impractical.

For statistical potential functions in particular, another interesting, largely unexplored application lies in the refinement of protein-nucleic-acid structures. Traditionally, both crystallographic and NMR structures have been refined using physics-based potentials, but more recently, Kuszewski et al. has developed a statistical potential function (DELPHIC) that describes the relative orientations of di-nucleotide steps. They have used this potential to refine several NMR structures of DNA and RNA molecules (80, 81), and demonstrated that the potential was able to improve the quality of the refined structures, and that the use of a database-derived potential did not hinder their ability to obtain correct refinement for non-canonical nucleic acid structures. These results suggest that statistical potentials may one day be widely used for the refinement of molecular structures.

1.4.3 Structure-Based Genome Annotation

One of the most compelling applications of structure-based methods for the prediction of protein-nucleic-acid interactions is the also one of the most obvious: if it is possible to accurately predict the sequence-recognition preferences of a protein from its structure, it should be possible to use that structure to predict the binding sites of the protein within genomic sequence data. In fact, the idea of using structures of protein-nucleic-acid complexes to annotate genomes for transcription factor (and other) binding sites is so compelling that nearly every publication in the field has incorporated some sort of binding-sequence scanning experiment as a methodological test. For example, Kono
and Sarai used their statistical potential to predict the recognition sequences of 25 different DNA-binding proteins (to varying degrees of success), and also demonstrated the method’s ability to identify five of the six known binding motifs of the MAT a1/α2 protein in the upstream region of a known target gene (26). Liu et al. used their distance-dependent statistical potential to find the known binding sites of the cyclic AMP regulatory protein (CRP) in the E. coli genome (59). Paillard and Lavery used their physics-based potential to reproduce the consensus binding sites of multiple protein-DNA complexes (52), while Morozov et al. used their method to predict position weight matrices for a number of DNA-binding proteins (29), and Robertson and Varani used their statistical potential function to recapitulate the cognate recognition sequences of 52 different DNA-binding proteins (2). There are still many details to consider (for example, most of these tests did not consider interface water molecules in their analyses, and few incorporated any type of interface flexibility) but it is nonetheless clear that the structure-based genome annotation is rapidly becoming a practical application.

Moreover, some research is beginning to tackle the difficult problem of predicting nucleic-acid binding sequences from protein homology models: Morozov and Siggia recently employed a simple contact-counting method to predict the binding preferences of 57 S. cerevisiae transcription factor proteins of previously unknown structure (82). This approach represents a leap forward in the application of structural models to biological research, by expanding the number of interesting targets well beyond those proteins with high-resolution structures.

1.4.4 **Rational Protein Design**

If a structure-based model of a DNA- or RNA-binding protein is accurate enough to be used to predict the cognate nucleic-acid recognition sequences for that protein, then it might be possible to use the model to solve the converse problem – the prediction of a protein sequence that will optimally bind a given nucleic acid sequence. This is simply a restatement of the protein design problem, as applied to nucleic-acid-binding proteins. And while there has been an enormous amount of research dedicated to the structure-
based design of certain classes of nucleic-acid binding proteins (83) (particularly the zinc-finger proteins, which are a family of modular domains that can be combined to produce DNA-recognition molecules with a desired sequence-specificity (84-95)), there are still no general-purpose methods that can successfully design protein sequences that will fold into conformations with a desired DNA- or RNA-binding function. Given that designed zinc-finger proteins have already been used as therapeutic compounds for human diseases (94, 96), there are clearly many potential applications for any method that can solve this more general problem.

Recently, a few groups have been making progress toward this goal, using structure-based, protein-design algorithms. For example, Havranek et al. used the ROSETTA protein design software to recapitulate the native amino acid sequences of DNA-binding proteins given their protein backbone structures, as well as the structures of their bound DNA molecules (28); Chen et al. successfully applied the same approach to RNA-binding proteins (1). These results demonstrate that the ROSETTA potential can largely (though not perfectly) identify the native amino-acid sequences of protein-nucleic-acid complexes as optimal for their bound structures. This is a necessary – though insufficient – condition for any structure-based protein design algorithm.

To date, the ROSETTA software has been used to re-design two different nucleic-acid-binding proteins: Dobson et al. used the method to design a variant of the U1A RNA-binding protein (97), while Ashworth et al. conducted a more limited design of the l-MsoI homing endonuclease (a DNA-binding protein) (64). Dobson et al. demonstrated that the completely re-designed U1A molecule (with approximately 30% sequence identity to the wild-type protein) was able to fold into a native-like structure, but that unfortunately, the RNA-binding function of the protein was abolished. Ashworth et al. used a more conservative design strategy for the l-MsoI protein-DNA complex, making only two amino acid mutations at the protein-nucleic-acid interface, and demonstrated that the re-designed protein bound specifically to a DNA sequence with a single guanine/cytosine base-pair transversion (relative to the cognate recognition sequence).

Thus, although early tests of this method have been promising, there is still a great deal of
work to be done before it is possible to reliably design nucleic-acid-binding proteins of all classes, with arbitrary sequence specificity.

Both of these attempts at structure-based protein design relied exclusively upon structural information (coupled with the energetic analysis provided by a physical potential function) to make their predictions. However, a few groups have demonstrated a phenomenon that may be useful for a more directed type of protein design: significant correlations can be observed between patterns of protein sequence evolution within families of nucleic-acid-binding proteins, and the evolutionary patterns of the nucleic-acid recognition sequences of those same proteins (98-100). In particular, Raviscioni et al. demonstrated that for 12 different families of transcription factors, the evolutionarily most important protein residues of the families tended to interact with the most conserved base pairs of their DNA recognition sequences, and subsequently used this information to experimentally alter the sequence specificity of a zinc-finger transcription factor (100). Thus, it appears that this so-called "evolutionary trace" methodology (101) can be useful to guide the rational design of nucleic-acid-binding proteins, both by highlighting the most relevant protein residues for nucleic-acid recognition, and by suggesting protein mutations that will lead to desired changes in sequence specificity. Coupled with physics-based or statistical models of protein-DNA interactions, evolutionary trace methods may prove to be a powerful tool for the rational, structure-based design of DNA- and RNA-binding proteins.

1.5 Critical Challenges and Future Work

Thanks to steady increases in computer power, the size of the structural database, and our improved understanding of protein, DNA and RNA biochemistry, the structure-based modeling and prediction of protein-nucleic-acid interactions is rapidly becoming a realistic prospect. The field has experienced impressive advancements within the last decade: ten years ago, research into protein-nucleic-acid recognition was dominated by the search for a non-existent "recognition code", yet today we may choose between multiple successful methods to predict; design and model protein-DNA and protein-RNA
interactions at an atomic level. Nevertheless, a great deal of work remains, if the promise of this research is to be fulfilled. In particular, there are three major areas of research that must be advanced, if the modeling of protein-nucleic-acid interactions is to become a widely used tool: the field must improve its ability to simulate molecular flexibility of protein, DNA and RNA molecules; must account for missing details in models of the molecular interface (such as water, ions, etc.); and improve the accuracy of the potential functions used to conduct these simulations.

As noted above, the best current methods for simulating protein-nucleic-acid interactions can capture only small amounts of molecular flexibility, such as protein side-chain rearrangements, or (in the case of molecular dynamics methods) small-scale molecular motions. However, even these limited techniques take prohibitive amounts of computer time, and thus far have been unable to significantly improve simulation results in most circumstances. When one considers that protein-DNA and (particularly) protein-RNA interactions are often dominated by large-scale conformational rearrangements of both protein and nucleic acid molecules, the need for improved conformational simulation techniques is all the more acute. Clearly, new methods need to be developed to accurately sample or simulate the motions of protein and nucleic-acid molecules as they interact. Moreover, these new methods must be computationally tractable for large-scale simulations, if they are to be usefully applied to problems such as structure-based genome annotation.

In addition to limitations in the ability of current techniques to simulate molecular motion, it is clear that many of today's models are missing important details of the protein-nucleic-acid interface – for example, few of the methods discussed here explicitly consider the role of interface water molecules or metal ions at the protein-nucleic-acid interface, despite the fact that nearly every known protein-DNA and protein-RNA complex depends on the precise positioning of these molecules to mediate sequence specificity and enzyme function. The associated questions are numerous: how do water molecules position themselves in the protein-nucleic acid interface? What are the enthalpic, entropic and free-energy consequences of water- or ion-mediated interactions
with nucleic acid molecules? Can interactions with highly conserved interface water molecules be displaced through the careful re-design of hydrogen-bonding networks? And yet, this is just one area for which our understanding of the details of protein-nucleic-acid recognition is poor; from the importance of cation-pi interactions, to the role of conformational entropy in binding free energy, there are many other important, unanswered questions remaining to be explored.

Finally, as we advance our understanding of the dynamics and details of protein-nucleic-acid recognition, we will almost certainly uncover deficiencies in our understanding of the forces and interactions involved in these processes. For now, it appears that even the simplest statistical potentials perform as well as complicated molecular dynamics force fields in many situations, but will this continue to be true as simulations increase in complexity and detail? Will more complicated models of electrostatics, solvent effects, and hydrogen bonding be necessary to accurately model detailed interactions at molecular interfaces? Or, is it possible that database-derived potentials can implicitly capture these effects as well as the best physics-based methods?

Ultimately, the structure-based modeling of protein-DNA and protein-RNA interactions is an vibrant, interesting field, with many interesting and relevant scientific implications; nevertheless, it is not without real challenges. Within the last decade, the field has witnessed great advancements in understanding the mechanisms responsible for sequence-specific, protein/nucleic-acid recognition, and a number of practical applications have been demonstrated, despite the use of relatively simple techniques. Yet there are many unsolved problems in this area, and the promise exists for significant advances in the future. As these open questions are addressed, it seems probable that the computational prediction of protein/nucleic-acid interactions will emerge as an important, widely used application of structural bioinformatics technology.
2 A Statistical Hydrogen-Bonding Potential for Protein-RNA Complexes Predicts Specific Contacts and Discriminates Decoys

2.1 Introduction

The interaction of DNA- and RNA-binding proteins with nucleic acids plays a critical role in gene expression and its regulation. If we had available proteins that could control these interactions at will, it would be possible to interfere with gene expression pathways and gain a much better understanding of the architecture of gene expression networks. Combinatorial methods such as phage display have been used to engineer DNA-binding proteins with altered specificity, but these methods have limitations (102, 103) and have met with only limited success when they have been applied to RNA-binding proteins (104, 105). Given a better understanding of the principles of nucleic acid recognition, it might be possible to use rational approaches to design new RNA- and DNA-binding proteins. By establishing a design cycle involving both computational design and experimental validation, we would also be able to examine the molecular origin of recognition. Thus, the development of a physical models capable of reliably quantifying the molecular interactions responsible for affinity and specificity between proteins and nucleic acids is critical to the development of computational tools to design new RNA-binding proteins.

The recent spectacular increase in the number of structures of protein-nucleic acid complexes provides unprecedented opportunities. A number of authors have analyzed protein-nucleic acid interfaces computationally using visualization and statistical tools analogous to those used with proteins (5, 8, 9, 11, 106-115). In these important studies, common interaction patterns between amino acids and nucleotides were reported. The relative roles of packing, hydrogen bonding and electrostatic interactions in molecular recognition were described as well. In some cases, it was possible to attribute interaction propensities (e.g. Arginine-Guanine etc.) to specific patterns of hydrogen bonding and electrostatic interactions (9, 107). However, no systematic attempt has been made to
correlate these geometrical preferences with quantitative estimates of the relative contribution of each interaction to the total free energy of binding. Computational studies of protein-nucleic acid interactions remain very few when compared to the body of theoretical and experimental work dedicated to understanding interactions within protein cores and at protein-protein interfaces, and to redesigning new protein structures and interfaces (16, 63, 116-126). In other words, the knowledge encoded in the ever-growing database of protein-nucleic acid structures remains to be exploited in the quantitative dissection of energetic features responsible for affinity and specificity and in the development of predictive tools to be used in specificity redesign.

The strong orientational character of hydrogen-bonding interactions (127) makes them particularly important in determining the specificity of protein recognition and folding (128). Protein-nucleic acid interfaces are significantly more polar compared to most protein-protein interfaces and to protein cores (108): interactions involving ion pairs and hydrogen bonds should play a correspondingly greater role in dictating interaction specificity between proteins and nucleic acids (8, 106, 107, 115). However, the quantitative description of the geometric features of hydrogen bonding interactions from first principles is not straightforward. The direction of the lone electron pair cannot simply be assumed by the hybridization of the acceptor, because hydrogen bond formation may perturb the hybridization state of the acceptor atom (129, 130). In fact, most current force fields used in molecular dynamics simulations describe hydrogen bonds through a combination of Coulomb electrostatics and Lennard-Jones interactions with refined atomic charges, and thus lack explicit directionality (35, 131, 132).

Furthermore, bulk physical models cannot easily capture differences in entropy costs associated with freezing exposed and buried side-chains or solvent-dependent effects.

An attractive approach to the description of hydrogen bonding interactions relies on the statistical examination of hydrogen bonds observed in high-resolution crystal structures (133-135). The statistical preferences observed experimentally can then be converted into a mean field potential by inverting Boltzmann statistics (136). The mean-field potentials relate the probabilities of occurrence of atom-atom interactions in a
database to the energies of these interactions (13, 55, 136-138) and implicitly incorporate environmental effects such as solvation and side-chain entropy. While theoretical limitations of this approach have been described (139), the technique has been shown to be quite effective, in practice (54, 140). Indeed, the physical basis for such a potential has been demonstrated by its striking correspondence, at least for protein side-chains, with quantum mechanical calculations of hydrogen-bonded dimers (141).

This chapter describes the development of a hybrid statistical/physical model for protein-RNA interfaces. The model is based on physical potentials which describe packing, solvation and electrostatics, and on a distance- and orientation-dependent hydrogen-bonding potential developed from the statistical analysis of hydrogen bonds observed in the high-resolution structures of protein/nucleic-acid complexes. The predictive power of the atomic model is demonstrated through its ability to recover the native amino acid sequence of a set of diverse protein-RNA interfaces. Finally, a scoring function based on the new hydrogen bonding potential is used to successfully discriminate native protein-RNA complexes from a large set of non-native decoy structures.

2.2 Methods

2.2.1 Construction of a Protein/Nucleic-Acid Structure Database

Protein-DNA and Protein-RNA structures were downloaded from the Protein Data Bank (PDB) (142). Only X-ray crystal structures with a resolution of 2.5Å or better and a crystallographic R factor of 0.25 or better were included in the statistical analysis. The database contained 42 protein-RNA and 125 protein-DNA complexes as of December, 2003. However, the protein-RNA complexes include the 50S ribosome structure comprising 2RNA and 28 individual polypeptide chains (143); therefore, the dataset effectively contains nearly 70 independent protein-RNA structures. For crystals with multiple complexes in a unit cell, only one representative structure was included. The database was checked with BLAST or MACAW to remove redundant protein structures
(more than 30% sequence homology), but homologous proteins were retained when bound to DNA or RNA sequences that were significantly different.

2.2.2 Analysis of Hydrogen Bonding Geometry

Hydrogen atoms are generally not included in the coordinates derived from the crystal diffraction data. Thus, polar hydrogen atoms were added when the position of the hydrogen itself is clearly defined by the chemistry of the donor atom. For proteins, protons were added to all backbone amides and to the Trp indole, His imidazole, Asn and Gln amides and Arg guanidinium groups. For nucleic acids, imino and amino protons were added. The bond length between proton and donor was set to 1.01 Å for N-H bonds (as established by CHARMM27) (38, 39, 41). Angles were defined using the same method as used by HBPLUS (144), with the exception of the protein backbone amide protons, where the angles of C-N-H and Cα-N-H were set to be equal (the difference is only 4° in HBPLUS). It is difficult to define the orientations of Asn, Gln and His side-chains in X-ray crystal structures at resolutions greater than about 1 Å, and therefore, incorrect placement (flipping) is possible in these structures; this problem was not corrected in the present work, as it would require assumptions about hydrogen bonding energies. The protonation state of His was assumed to be the most common Nε2 protonation state (144). No attempt was made to add polar hydrogens to the hydroxyl groups of Ser, Thr and Tyr, to the amino group of Lys, or to the RNA 2’ hydroxyl. These hydrogens are not observed explicitly in models derived from X-ray diffraction studies and cannot be located in an unbiased way in the absence of neutron diffraction data. Because of these omissions, the distributions of hydrogen bonding interactions among different amino acids and nucleotides differ somewhat from previous studies (8, 9, 106).

Four geometric parameters were used to describe hydrogen bond geometry (Figure 2.1), as previously described (54): i) the distance between the hydrogen and acceptor atoms (δHA); ii) the angle at the hydrogen atom (Θ); iii) the angle at the acceptor atom (Ψ); iv) the dihedral angle (X) corresponding to rotation around the acceptor-acceptor base bond. For the dihedral angle around the phosphate oxygen (O1P) and phosphorous,
the reference atom (R) was chosen as the second phosphate oxygen (O2P); therefore, the plane defined by O1P-P-O2P defines ‘planarity’ for phosphate oxygen acceptors. A pre-defined cutoff range (1.4Å to 2.6Å) was set for distance between hydrogen and acceptor atoms, while an upper limit of 4Å was chosen for the donor-to-acceptor heavy-atom distance; no pre-condition was applied for the three angular parameters describing hydrogen bond formation. In the analysis of geometric preferences, bin sizes of 0.1Å and 10° were assigned to describe distance ($\delta_{HA}$) and angular distributions ($\Theta, \Psi, X$), respectively. After counting the number of observed hydrogen-bonding contacts in each bin, raw counts were corrected for the different volume elements encompassed by the bins to ensure that the number of observations in each bin is representative of the density of points and is not affected by the different bin sizes (135). Adjustments of sin($\Theta$) and sin($\Psi$) were applied to achieve this correction, but no such adjustment was applied to the X angle, because the volume elements considered for the dihedral angle are of equal size. A distance correction ($\delta_{HA}^2$) was also applied.

2.2.3 Construction of a Potential Function for Hydrogen-Bonding Interactions

One of the goals of this study was to generate a self-consistent model for description of proteins, nucleic acid and their complexes for design purposes. Therefore, the parameters chosen to describe hydrogen bonds in nucleic acids (Figure 2.1) were equivalent to those used to describe hydrogen bonds in proteins (54). We defined an orientation-dependent hydrogen-bonding potential comprising a distance-dependent energy term ($E(\delta_{HA})$) and three angular dependent energy components: $E(\Theta)$ (the angle at the hydrogen atom), $E(\Psi)$ (the angle at the acceptor atom) and $E(X)$ (the dihedral angle of the hydrogen bond). The hydrogen bonding potential was derived based on inverting Boltzmann statistics to convert observed frequency distributions into a potential of mean force. This is possible if the assumption is made that the total energy of a system frozen in very low energy states is the sum of independent contributions (54, 133):
\[ E(p) = -kT \ln \left( \frac{f_{\text{pdb}}(p)}{f_{\text{random}}(p)} \right) \quad (2.1) \]

Where \( f_{\text{pdb}}(p) \) is the frequency at which a geometric parameter \( p \) is observed in a certain bin in the dataset and \( f_{\text{random}}(p) \) is a reference frequency value assuming an unbiased distribution in all bins. The hydrogen bond energy \( (E_{\text{HB}}) \) was then derived from the linear combination of the four distance and orientation terms under the assumption that they are independent:

\[ E_{\text{HB}} = E(\delta_{HA}) + E(\theta) + E(\Psi) + E(X) \quad (2.2) \]

The free energy of protein-RNA interactions was modeled as the linear combination of physical and knowledge-based potentials describing: 1. van der Waals interactions (the attractive part of a Lennard-Jones potential \( (E_{LJ\text{attr}}) \) and a distance-dependent repulsive term \( (E_{LJ\text{rep}}) \)); 2. The orientation-dependent hydrogen bond potential \( (E_{\text{HB}}) \); 3. The implicit solvation free energy \( (G_{\text{sol}}) \); 4. The backbone-dependent rotamer probability \( (E_{\text{rot}}(aa,\phi,\varphi)) \); 5. The amino-acid-type \( (aa) \) dependent backbone \( \phi,\varphi \) probabilities \( (E_{bb}(aa|\phi,\varphi)) \); and 6. The amino-acid-type dependent reference energies \( (E_{\text{ref}}(aa)) \):

\[
G = W_{LJ\text{attr}} \cdot E_{LJ\text{attr}} + W_{LJ\text{rep}} \cdot E_{LJ\text{rep}} + W_{\text{HB}} \cdot E_{\text{HB}} + W_{\text{sol}} \cdot E_{\text{sol}} + \\
W_{bb} \cdot E_{bb}(aa|\phi,\varphi) + W_{\text{rot}} \cdot E_{\text{rot}}(aa,\phi,\varphi) + \sum_{aa=1}^{20} n_{aa} E_{\text{ref}}(aa) \quad (2.3) 
\]

Two types of orientation-dependent hydrogen bonding potentials were used: one is based on previous study for hydrogen bonds between amino acids \( (54) \), and the other is directly derived from recent result for hydrogen bonds between amino acids and nucleic acids. When the hydrogen bonding potential was supplemented with a Coulombic model of charge-charge interactions, a linear distance-dependent dielectric constant was used.
and partial charges were taken from the CHARMM19 parameter set for proteins (131), and from CHARMM27 for RNA (39).

The weights \( W \) of the different components of the model were obtained by requiring the energy function to optimally reproduce the native amino acid sequences of known protein-RNA interfaces. For this task, we used a training set of 25 protein-RNA complexes, including the ribosome (1JJ2.pdb). Amino acid-dependent reference energies (that approximate the free energy of the unfolded reference state) were also obtained in the same fitting procedure. The remaining 17 complexes were set aside as a test set. During the fitting procedure, each of the components of the energy function for all protein side-chain rotamers at each interface position were computed assuming a constant environment of all other amino acids in their native conformation. The weights were then optimized using a conjugate gradient method to maximize the probability of the native amino acid type at each position. The rotamer library was taken from Dunbrack (145), with the addition of small deviations (10-20°) of the \( \chi_1 \) and \( \chi_2 \) angles for buried residues. All RNA atoms were fixed except for the 2’ hydroxyl, whose position was optimized using a rotamer approach (146) according to the hydrogen bonding network. The protein-RNA interface was defined according to distance cut-off values between the C1’ of nucleic acids and Cβ of amino acids. Depending on the size of the amino acid side-chain, the distance cut-off value varies from 10 to 15Å.

2.2.4 Creation of Decoy Sets

A set of 2000 decoys for each of five representative protein-RNA complexes were generated using the ROSETTA docking routine by rigid-body perturbations of the relative position and orientation of the two partners in the protein-RNA complexes (147). Both the protein and RNA molecules were treated as a rigid bodies during docking. However, interfacial amino acid side chains were repacked and minimized using a backbone-dependent rotamer packing algorithm after rigid-body docking (70). Decoys were scored and compared to the native structure based on the hydrogen bonding scoring function derived directly from the statistical analysis of protein-nucleic acid hydrogen
bond geometries (equation 1) without any weight. For infrequent distance and angular values, the score was set to 0 and no penalties were applied.

2.3 Results

2.3.1 Construction of a Protein-RNA Structure Database

As of spring, 2004, the Protein Database Bank (PDB) contains approximately 166 high-resolution (<2.5 Å) protein/nucleic-acid crystal structures. Accounting for the complexity of the ribosomal structure (28 protein and 2 RNA molecules), the total number of independent structures included in the database is close to 200. The database contains 3445 distinct hydrogen bonds involving protein and DNA or RNA. Phosphate oxygen atoms provide the largest number of hydrogen bond acceptors (53%), while the amino groups of amino acid side-chains (1167) and backbone amides (672) are the most common donors. This number certainly under-represents the total number of hydrogen bonding interactions between amino acid side-chains and nucleic acids, since sp³ hydrogen bond donors (Ser, Thr and Tyr hydroxyl groups, and Lys NH₂) were excluded from the analysis because their hydrogens cannot be positioned explicitly without assumptions about hydrogen bonding energies.

The current structural database is too small to analyze each possible pair of hydrogen bond donor and acceptor types while generating statistically significant results. Therefore, different types of donor and acceptors were grouped together according to their structural and chemical similarity. Subtle differences between related hydrogen-bonding groups are inevitably lost (e.g. all base nitrogens were classified as a single atom type), but smooth distributions could be generated for most acceptor/donor pairs, suggesting that the statistical sample is large enough to yield reliable results. In choosing how to partition hydrogen bonds, we followed criteria similar to those used in analogous studies of proteins to ensure consistency in the description of hydrogen bonding interactions (54). Five types of hydrogen bond donors and acceptors were defined for nucleic acids, and five for proteins, based on whether the atom belongs to the protein and nucleic acid backbone or side-chain and on the hybridization state of the acceptor (Table
2.1). Separate statistics were collected for protein side-chain acceptors of sp² and sp³ hybridization to take into account different electronic distributions around the acceptor atoms. Phosphate and ribose oxygen atoms were separated as well because of their different hybridization states. This classification partitions all hydrogen bonds between proteins and nucleic acids into 11 different classes (Table 2.2).

2.3.2 An Analysis of Hydrogen Bonds at Protein/Nucleic-Acid Interfaces

We have analyzed the distance and angular distributions for hydrogen bond donor and acceptor pairs observed in protein-nucleic acid complexes according to the four geometrical parameters defined in Figure 2.1:

2.3.2.1 Hydrogen Bond Distance ($\delta_{HA}$)

The maxima in the distance distributions between protons and hydrogen-bond acceptors are generally centered between 1.8Å and 2.0Å, with small differences observed between different classes of hydrogen bonds. However, the breadth of the distributions differ when particular donor-acceptor pairs are examined. Interactions between phosphate oxygen atoms and both protein backbone and side-chain amide protons are the most common polar contacts at protein-nucleic acid interfaces (8, 106-108). For both sets, we observe well-defined maxima in the distributions, as would be expected for interactions with strong hydrogen bonding (as opposed to purely electrostatic) character (Figure 2.2a). The distance distribution for protein backbone amide interactions with phosphate oxygen atoms (data not shown) is centered over a narrower range than interactions with side-chain NH/NH₂ groups (Figure 2.2a), probably reflecting the structural constraints imposed by protein backbone secondary structure. Although hydrogen bonds to base nitrogen atoms are not numerous, the relatively sharp distance distribution observed suggests that these interactions are energetically very favorable and geometrically highly constrained (Figure 2.2b). Interactions between base NH groups and protein backbone carbonyl oxygen atoms have a relatively sharp distance distribution (data not shown), suggesting that the steric and structural constraints imposed by the
protein backbone and the RNA bases result in few energetically favorable interaction geometries.

2.3.2.2 **Hydrogen Bond Donor Angle (\(\Theta\))**

This angle measures the linearity of the hydrogen bond: if a hydrogen bond were perfectly linear, its value would be 180°. As expected, hydrogen bonds between nucleic acids and proteins are almost always very close to linear; the distributions generally have maxima in the \(\Theta\) angle range between 160° and 180°. Interactions between the RNA backbone phosphate oxygen atoms and the protein backbone amides display particularly strong linearity (data not shown), while interactions with side-chain NH groups have broader distributions with a maximum slightly removed from the linear value (Figure 2.2a). Interactions between base nitrogen atoms and protein backbone amides have nearly perfect linear distributions (data not shown), but broader spreads are observed for contacts between base nitrogen atoms and protein side-chain NH groups (Figure 2.2b). The distributions for hydrogen bonds between base oxygen atoms and protein backbone amides and side-chain NH groups have their maxima skewed to values slightly smaller than linear; the distribution is particularly broad for interactions involving the protein side-chains (Figure 2.2c).

2.3.2.3 **Hydrogen Bond Acceptor Angle (\(\Psi\))**

The acceptor angles for interactions between phosphate oxygen atoms and protein donors are centered at 120°, with a broad distribution, especially for interactions involving protein side-chains (Figure 2.2a). Hydrogen bonds between nucleic acid base nitrogen atoms and the protein side-chain NH groups (Figure 2.2b) have \(\Psi\) distributions resembling those observed for interactions involving protein side-chains (54). In contrast, hydrogen bonds to base oxygen atoms have broader distributions, skewed to values much closer to linear, particularly for hydrogen bonds involving protein side-chain NH groups, where a nearly flat distribution is observed between 120° and 180° (Figure 2.2c).
2.3.2.4 The dihedral angle (X)

This angle measures the planarity of the hydrogen bond. A value of 0° (or ±180°) occurs when the proton is located in the plane defined by the acceptor, acceptor base and reference atom (Figure 2.1). Protein backbone and side-chain amide groups make strongly planar interactions with base nitrogen acceptors. This preference is more significantly pronounced for protein side-chains (Figure 2.3a) because of a larger statistical sample, but it is also clear for the protein backbone (data not shown). This observation places strong constraints on the direction of the hydrogen bonds between amino acids and the RNA/DNA bases. The planar preference for base carbonyl oxygen atoms is not as marked as for the ring nitrogen atoms, but still clearly observable. While interactions between nucleic acid base NH and protein backbone carbonyl oxygen atoms are devoid of any statistical preference (data not shown), weak but clear preferences for a planar arrangement are observed for interactions between nucleic acid NH and NH₂ donors and sp³-hybridized acceptors on the side-chains of proteins (Figure 2.3b). Hydrogen bonds involving phosphate oxygen atoms tend to be planar when paired with amino acid backbone amides, but are less clearly so when paired with side-chain donors (Figure 2.3c,d).

2.3.3 Construction of a Knowledge-Based Hydrogen-Bonding Potential Function

The potential of mean force describing hydrogen-bonding interactions at protein/nucleic-acid interfaces was derived from the reverse Boltzmann relationship by taking the negative logarithm of the observed frequency distributions for each hydrogen bond acceptor-donor pair. The total hydrogen bonding potential is composed of a linear combination of the distance-dependent energy term \( E(\delta_{HA}) \) and the three angle-dependent energy components \( E(\Theta), E(\Psi), E(X) \) (see Methods).

Figure 2.4 shows the result of this calculation for hydrogen bonds between base N and protein side chain NH groups. Clear minima appear in the energy profiles reflecting the strong distance and directional preferences, as observed in the database of high-resolution crystal structures. In other words, the strong distance- and orientation-
dependence of the hydrogen bond places significant energetic restrictions on the relative positions of the donor and acceptor atoms at protein-nucleic acid interfaces.

2.3.4 Prediction of Protein Sequences at Protein-RNA Interfaces

Two tests were carried out to demonstrate the importance of the distance- and orientation-dependent effects of hydrogen bonding at the protein-RNA interface, and to validate the ability of the statistical model to capture these effects. The first test probed the ability of the potential to recover the native protein sequence at a protein-RNA interface. This test is based on the assumption that the substitution of the residues at a given protein-RNA interface with non-native amino acids generally results in an increase in free energy compared with the naturally occurring sequence. This assumption is consistent with mutation studies, which shows that amino acid changes are most often destabilizing (148, 149). In order to assess the importance of the hydrogen bonding potential, we repeated this test, first by eliminating the orientation-dependent component of the potential, and finally by replacing the hydrogen-bonding potential with a Coulomb potential, using a linear, distance-dependent dielectric constant.

Of course, the complete energy function used to score protein-RNA complexes includes van der Waals interactions, solvation, amino acid rotamer and backbone conformational energies, in addition to the statistical-based hydrogen bonding potential. In deriving the complete energy model, we used 25 protein-RNA complexes (a total of 1500 amino acid positions) to obtain weights for these terms, and set aside 17 independent structures (a total of 425 amino acid positions) to execute the amino acid recovery test. The weights for the energy terms in each of the experiments were re-optimized (see Methods) for each test (complete hydrogen bonding function; no orientation-dependent component; no hydrogen bonding potential).

The results of the test are shown in Figure 2.5, Figure 2.6 and Figure 2.7, where we report how often the native amino acids were found to be energetically most favorable. The overall recovery rate is 44%, which compares well with what is observed on single domain proteins (52% for buried positions, and 26% for all positions) and protein-DNA
interfaces (43%) using similar experiments (28, 54). The lower recovery rate (compared with tests on protein cores) is to be expected, because the identities of the native amino acids at protein-RNA interfaces (like protein-protein interfaces) are not determined solely by energetic considerations, but also by functional and solubility constraints. The complete hydrogen-bonding potential identifies the native amino acid most often as the energetically most favorable replacement for almost all charged (A, D, K, R), polar (N, Q, S, T) (Figure 2.5) and polar aromatic (H, W, Y) amino acids (Figure 2.6). The exceptions are Lys, Gln, Thr and Trp. Although the hydrogen-bonding potential significantly improves the recognition of native amino acids for polar and charged residues, the overall prediction accuracy for these residue classes remains worse than for hydrophobic amino acids (A, I, L, V, F, M, G and P) which are all predicted with the highest frequency (Figure 2.7).

Significantly worse results are observed in nearly every case when the orientation-dependent component of the hydrogen-bonding potential is removed; the model performs even worse when the hydrogen bonding term is substituted with a purely electrostatic description of the interaction. Replacing hydrogen-bonding interactions with a purely Coulombic term gives the worst recovery rate in all cases except for Glu and Thr, and combining both the hydrogen bonding and electrostatic potentials only slightly improves the overall performance of the total energy function in recovering the native sequence (data not shown).

Results for individual amino acids are revealing. Arg has the highest recovery frequency (over 79%) among all 19 amino acids and is also preferred to the native amino acid for Lys, Gln, Thr and Tyr. This is consistent with the high occurrence of Arg (over 15%) at the protein-nucleic acid interfaces (8, 107). Interestingly, Lys was not recovered most frequently when the full hydrogen-bonding potential was used, but was found most often when the angular terms of the hydrogen bonds were switched off. This is probably due to the limited conformational sampling of the rotamer approach, which makes it difficult for long polar amino acids to find optimal hydrogen-bonding geometries (Lys was also omitted from the hydrogen bond geometry analysis, because its polar hydrogen
atoms cannot be placed without assumptions about hydrogen bonding energies). Similar results have also been reported in a protein-protein interface study (54). Thr is most often recovered when a purely electrostatic potential is used, but not when the hydrogen-bonding potential is used instead. For polar, aromatic amino acids, Trp is less frequently recovered than Tyr, which has the second highest frequency of recovery (66%). The high recovery rate for Tyr is presumably due to the hydrogen bonding properties of its hydroxyl groups, in addition to its ability to form stacking interactions. While these interactions are not explicitly modeled, steric constraints implicit to the Lennard-Jones term are likely to recapture at least some aspects of the base-amino acid stacking interactions observed in many protein-RNA complexes. Trp is present in only a very small number of cases (11 positions) in our test set, and is the only polar aromatic amino acid not selected correctly with high frequency of recovery. We note that its large aromatic ring could potentially introduce steric clashes if conformational space is not adequately sampled, and observe that when the aromatic proton radius was reduced from 1.2 to 0.7Å, the recovery of native Trp was increased (by reducing Tyr occurrence), and at the same time, the recovery of native Tyr also increases.

2.3.5 Decoy Discrimination in Protein-RNA Docking

As a second test, we assessed the ability of the new hydrogen bonding function to discriminate native from non-native protein-RNA structures (Figure 2.8). This test is based on the assumption that native protein-RNA interfaces (like protein-protein interfaces), are generally electrostatically optimized when compared to alternative binding conformations (54, 150-152). We selected five protein-RNA complexes, and generated 2000 decoy structures covering a range of RMSD values from below 1Å to over 20Å. The five structures were chosen according to their sizes (less than 200 amino acids and RNA lengths between 8 and 29 nucleotides), crystallographic resolution (1CVJ: 2.60Å; 1EC6: 2.40Å; 1FXL: 1.80Å; 1JID: 1.80Å; 1URN: 1.90Å), and characteristics of their interfaces – four complexes represent single-strand RNA interacting with one or two RRM’s, and 1JID provides an example of a protein bound to the major groove of an
irregular helix RNA (Table 2.3). Together, these represent the major known interaction modes between protein and RNA. In order to produce docking decoys, small perturbations (translation and rotation) were applied to the native complex structures, to obtain both near-native decoys, as well as decoys with larger RMSD values. Protein backbone conformations in all structures were kept fixed, but protein side-chain conformations were modeled using a standard rotamer library to allow for the rearrangement of side-chains at the protein-RNA interface during binding. All RNA molecules were kept in their native conformations throughout the docking process.

Figure 2.8 graphically shows these results, while Table 2.3 shows the Z-score values measuring the discrimination of the native structures from all other decoy conformations. Again, we compared the full hydrogen-bonding potential with the performance of a Columbic potential with a linear distance-dependent dielectric constant. In all cases, the hydrogen bonding potential successfully discriminated the native structures, with a lowest Z-score of 2.70 (where success is defined as a Z-score > 1). The hydrogen-bonding potential performs much better than the Columbic model, especially in the low RMSD range (up to 3Å) where correct and incorrect structures are most difficult to discriminate. When the angular terms of the hydrogen bonding potential are removed, the Z-score values are only slightly affected, but three out of five native structures are not discriminated well from the rest of the decoys. The results of this test strongly suggest that native protein-RNA complexes maximize the number of hydrogen bonding interactions in the interface, and that hydrogen bond geometry plays a significant role in the affinity and specificity of protein-RNA interactions.

We expected the statistical model to perform best when recognition was primarily of single stranded nucleotides (as compared to more structured RNA molecules). Consistent with this, the shape of the score distribution at low RMSD values was not as distinct for the complex involving a structured RNA (1JID), compared to the other four decoys sets, though the Z-score values remain very high (9.12). In this structure, the protein binds to the major groove and tetraloop of a helical RNA, with few direct protein-base contacts. A complex network of highly ordered water molecules is also present in this protein-
RNA interface. The presence of water molecules is certain to affect the accuracy of the hydrogen bonding potential, since these are not modeled with the currently described methods, and are discarded in the docking process.

2.4 Discussion

There has been a remarkable, recent increase in the number of RNA-protein structures: we now know the structures of most if not all major RNA-binding protein families and how they bind RNA (153-155). However, for even the best-studied case (the RNA recognition motif, or "RRM"), the molecular basis of specificity in protein-RNA recognition remains far from clear (153, 156). A fruitful approach to understanding the molecular determinants of protein-protein interactions has been the establishment of computational tools to redesign the specificity of protein-protein interactions (118, 157-159). Clearly, we cannot claim to understand a physical phenomenon unless we are capable of making valid predictions based on our understanding; the computational redesign of proteins and protein-protein interfaces provides such a test. Thus, an aim of the present work is to establish comparable tools for the study of protein-RNA recognition.

2.4.1 The Statistical Potential Is an Effective Tool for Identifying Native-Like Protein-RNA Interactions

Our starting point was the statistical analysis of hydrogen bond geometries at the interfaces between proteins and nucleic acids present in high-resolution crystal structures. Recent manuscripts have analyzed statistical properties of protein-RNA interfaces and provided insight into features of recognition, such as amino acid preferences in the interactions with certain bases, and macroscopic characteristics such as polarity and average size (8, 9, 11, 106-109). However, the scope of these studies has until now failed to include the quantitative analysis of the energetic features responsible for specificity and affinity in protein-RNA recognition. nor have these analyses led to the development of a testable model of protein-nucleic acid interfaces with predictive power. Here, we
use statistical analysis to establish a distance- and orientation-dependent hydrogen-bonding potential function that is fully compatible (and indeed, inspired by), a successful model of hydrogen bonding in protein cores and at protein-protein interfaces (54). We have demonstrated that this potential provides a quantitative tool to analyze protein-RNA interfaces by conducting two independent tests: 1) we have successfully used the method to recover native amino acid sequences at protein-RNA interfaces, and 2) we have used the method to discriminate native structures of protein-RNA complexes from a very large set of docking decoys.

This statistical, hydrogen-bonding potential recovers native amino acids at protein-RNA interfaces approximately 44% of the time when included in a complete physical model of protein-RNA interfaces that contains terms describing steric interactions and solvation. This result is comparable to similar studies conducted with single-domain proteins and protein-DNA complexes (28, 54), which also used an orientation-dependent hydrogen bond potential, based on the geometries of hydrogen bonds observed in protein crystal structures. The success of current model is particularly encouraging when one considers that protein-RNA interfaces are generally more structurally diverse than double-stranded protein-DNA interfaces (where the interactions are mainly through the major or minor grooves of a regular helix). Our success in recovering polar and aromatic-polar amino acids is compromised when the angular terms of the hydrogen-bonding potential are abolished (i.e. the hydrogen bond is assumed to be radially symmetric) or when a Coulombic potential is used instead of the hydrogen bonding potential. As was observed for proteins, even if van der Waals and other components of the model are retained (and these terms undoubtedly provide geometric restriction to the possible range of intermolecular interactions), they are insufficient to discriminate native amino acid sequences from random mutations (54).

The current hydrogen-bonding potential also discriminates native protein-RNA structures from large sets of decoys prepared by a small-perturbation method, and greatly outperforms a purely Coulombic model, especially in the low-RMSD range. The description of the hydrogen bonding potential through statistical approach, as well as its
directionality and explicit placement of polar hydrogen atoms, provide major advantages over a purely Coulombic description of interactions. The decoy studies in this work also demonstrate that in the high-RMSD range (up to 15Å), the distance-dependent Coulombic potential has a better score-RMSD linear relationship than does the hydrogen-bonding potential (which is mainly effective below 3.0Å). Thus, in future protein-RNA (DNA) docking studies, one might consider combining these two potentials: in the initial binding-surface search, an electrostatic potential can be used to guide the two unbound partners; an orientation-dependent hydrogen bonding potential could be applied to refine the bound conformation.

Curiously, in the interface native amino-acid recovery test, we did not obtain higher recovery rates when Coulombic potential was used in combination with the hydrogen-bonding potential. This is probably because the backbones of both the RNA and the protein molecules have been fixed, and only the individual amino-acid side-chain conformations were allowed to change. The hydrogen-bonding potential has a greater discriminatory power in this near-native case.

### 2.4.2 Important Features of Protein/RNA Intermolecular Hydrogen Bonds

What features of the hydrogen bond between proteins and nucleic acids are most significant? We believe that there are several important characteristics that contribute to the performance of this method:

#### 2.4.2.1 Hydrogen Bonds Between Protein and RNA/DNA Atoms Are Constrained Over Narrow Distance and Angular Values

Hydrogen bonds involving the nucleic acid bases are undoubtedly an important source of specificity in protein-RNA/DNA recognition (8, 107). However, they are much fewer than the contacts with the backbone phosphates; in RNA, most interactions involve the protein backbone (107). The sharp distance and orientation preferences observed in the present study reveal very narrow minima in the potential function subtending these interactions. They are both energetically and geometrically constrained.
2.4.2.2 Hydrogen Bonds Involving the Nucleic-Acid Bases Have a Very Strong Preference for Planarity

The planarity of hydrogen bonds involving the nucleic acid bases is particularly stunning (Figure 2.3). By way of comparison, contacts between protein side-chains only display mild planar preference for \( sp^2 \) hybridized acceptors. Backbone contacts in proteins deviate significantly from planarity with maxima in the distribution near \(-120^\circ\) for \( \alpha \)-helices, \(-100^\circ\) for irregular structures, with a bimodal distribution centered around \(-130^\circ\), and a broad peak near \(0^\circ\) for \( \beta \)-sheet structures (54). The very strong preference for planarity of hydrogen bonds with nucleobases (Figure 2.3) may reflect the electron distributions of the planar ring systems, as well as steric constraints of the interaction with the conjugated bases. Whatever its origin, this observation places very significant constraints on the type of intermolecular hydrogen bonds between proteins and nucleic acids. This observation may also have implications for drug design – many existing drugs contain hetero-aromatic rings, including nucleosides, which are likely to share hydrogen-bonding characteristics with the nucleic acid bases.

2.4.2.3 Hydrogen-Bonding Interactions with Phosphate Groups Have Strong and Distinct Angular and Distance Preferences

In contrast to the distance and angular distributions reported here, purely electrostatic interactions would generate distributions that increase monotonically with distance and would not be directional (54, 107). Phosphate oxygen acceptors provide the majority of intermolecular hydrogen-bonding interactions between proteins and nucleic acids. Very often, these interactions involve basic side-chains such as Arg or Lys (8, 9). While their contribution to affinity has long being recognized as very important, their contribution to specificity (indirect recognition) has been more difficult to dissect. The observation of clear distance and orientation constraints indicates that only certain structural arrangements are conducive to favorable interactions between nucleic acid phosphates and proteins. This is probably the major reason why a purely Coulombic model performs
less satisfactorily compared to an orientation-dependent hydrogen bonding model derived from existing protein-nucleic acid structures.

2.4.3 Hydrogen Bonding and Direct/Indirect Recognition

By comparison with hydrogen bonds within proteins and at protein-protein interfaces, much narrower planar angular ranges are generally accessible to nucleic acid atoms, particularly for interactions involving the bases (Figure 2.3). Clearly, formation of hydrogen bonds at protein/nucleic-acid interfaces places strong orientation constraints on the relative placement of hydrogen bonding atom pairs. These preferences define the kind of interactions that are energetically favorable between nucleic acid and proteins. Interactions involving the bases are especially directional and tightly constrained geometrically. Direct recognition of RNA and DNA functional groups, even by the protein backbone (as is very commonly observed in RNA-protein interactions) (54), is a highly effective way to achieve specific recognition because of these strong geometric constraints. Interactions involving phosphate oxygen atoms are most favorable within relatively narrow distance ranges and are remarkably directional. By controlling the spatial location of phosphate groups and therefore dictating which interactions between the phosphates and protein side-chains are energetically favorable (or even feasible), nucleic acid structure contributes to the indirect recognition of a nucleic acid sequence.

The present work introduces and validates a set of computational tools for the design of nucleic-acid-binding proteins with altered specificity. Such proteins would provide valuable new probes for biological interactions and, potentially, new therapeutic agents. Combinatorial methods such as phage display are certainly effective for at least some classes of nucleic acid binding proteins (102, 103, 160, 161), however, it would be highly advantageous to be able to alter the specificity of existing nucleic acid binding proteins in a predictive way, using design algorithms that have become increasingly powerful in the design of proteins and protein-protein interfaces(118-122). The physical model presented here is capable of energetically quantifying subtle molecular interactions between proteins and nucleic acids based on a full, atomic representation, and incorporating both
physical and statistical components. In the future, we hope to improve the model by allowing for RNA flexibility, and by incorporating more complicated electrostatic effects (such as cation-π interactions). We hope that the method will find wide application to the rational, structure-based design of nucleic-acid binding proteins.
Figure 2.1: The geometric parameters used to describe hydrogen-bond geometry.
Here, $\delta_{HA}$ represents the distance between the hydrogen and acceptor atoms; $\Theta$, the angle at the hydrogen atom; $\Psi$, the angle at the acceptor atom; and $X$ represents the dihedral angle given by rotation around the acceptor-acceptor base bond. For $sp^2$ hybridized acceptors, $X$ is a measure of the planarity of the hydrogen bond. Atoms are named according to their roles in the hydrogen bond: A, acceptor atom; D, donor atom; H, hydrogen atom; AB, acceptor base; $R_1, R_2$, reference atoms bound to the acceptor base.
Figure 2.2: Distance ($d_{HA}$), bond angle ($\theta$) and acceptor angle ($\Psi$) distributions for selected hydrogen bonds across protein/nucleic-acid interfaces
a) Phosphate oxygen to protein side-chain NH/NH$_2$ groups, b) Base nitrogen to protein side-chain NH/NH$_2$ groups, c) Base oxygen to protein side-chain NH/NH$_2$ groups.
Figure 2.3: Dihedral angle (X) distributions for selected hydrogen bonds across the protein/nucleic-acid interface

a) Base nitrogen to protein side-chain NH/NH$_2$ donors, b) Base NH/NH$_2$ to protein side-chain sp$^2$-hybridized acceptors, c) Phosphate oxygen to protein backbone amide, d) phosphate oxygen to protein side-chain NH/NH$_2$
Figure 2.4: Hydrogen bonding potential for interactions between base nitrogen acceptor atoms and protein side-chain NH/NH₂ donors

a) Distance $\delta_{HA}$, b) angle $\Theta$, c) angle $\Psi$, d) angle $\chi$
Figure 2.5: Native protein sequence recovery for charged and polar amino acids
Bars show how often native amino acid types (except Cys) are found to be energetically most favorable at each interface position probed. Panel a) Charged amino acids; b) polar amino acids. Different energy functions are used to test the substitution profile: red bars, the full energy function; light blue bars, energy function with the angular terms of the statistical hydrogen-bonding term disabled; yellow bars, hydrogen-bonding term is replaced by Coulomb electrostatics.
Figure 2.6: Native protein sequence recovery for polar aromatic amino acids
Figure 2.7: Native protein sequence recovery for hydrophobic amino acids
Figure 2.8: Discrimination of docking decoys with the hydrogen-bonding potential. Panels show score vs. RMSD scatterplot for 2000 docking decoys, where score is determined using a potential function containing a statistical hydrogen-bonding term (panels a,c,e,g,i), or a similar potential using only a Coulomb electrostatics model (b,d,f,h,j). In all panels, the point representing the native structure is plotted in red. Panels a, b) 1CVJ; c, d) 1EC6; e, f) 1FXL; g, h) 1JID; i, j) 1URN
Table 2.1: Classification of hydrogen-bonding donors and acceptors

<table>
<thead>
<tr>
<th>Donors</th>
<th>Proteins</th>
<th>Nucleic Acids</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>na_NH</td>
</tr>
<tr>
<td>aa_sc_NH</td>
<td>His Nε2</td>
<td>A N6</td>
</tr>
<tr>
<td></td>
<td>Trp Nε1</td>
<td>C N4</td>
</tr>
<tr>
<td></td>
<td>Asn Nδ2</td>
<td>G N1, N2</td>
</tr>
<tr>
<td></td>
<td>Gln Nε2</td>
<td>T/U N3</td>
</tr>
<tr>
<td></td>
<td>Arg Nε, Nη1, Nη2</td>
<td></td>
</tr>
<tr>
<td>aa_bb_NH</td>
<td>Backbone Amide (NH)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Acceptors</th>
<th>Proteins</th>
<th>Nucleic Acids</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>na_base_O</td>
</tr>
<tr>
<td>aa_sc_sp²</td>
<td>Asp Oδ1, Oδ2</td>
<td>C O2</td>
</tr>
<tr>
<td></td>
<td>Glu Oε1, Oε2</td>
<td>G O6</td>
</tr>
<tr>
<td></td>
<td>His Nδ1</td>
<td>T/U O2, O4</td>
</tr>
<tr>
<td></td>
<td>Asn Oδ1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gln Oε1</td>
<td></td>
</tr>
</tbody>
</table>

|               |                   | na_base_N     |
| aa_sc_sp³    | Ser Oγ            | A N1, N3, N7  |
|              | Thr Oγ'1          | C N3          |
|              | Tyr OH            | G N3, N7      |
| aa_bb_O      | Backbone Carbonyl (O) |              |

|               |                   | na_P          |
|               |                   | O1P, O2P      |
|               |                   | na_O          |
|               |                   | O5*, O4*, O3*, O2* |
Table 2.2: Observed numbers of hydrogen bonds at protein/nucleic-acid interfaces

<table>
<thead>
<tr>
<th>Protein Atom Types</th>
<th>Donors</th>
<th>Acceptors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>na_NH</td>
<td>na_P</td>
</tr>
<tr>
<td>aa_sc_sp²</td>
<td>284</td>
<td></td>
</tr>
<tr>
<td>aa_sc_sp³</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>aa_bb_O</td>
<td>174</td>
<td></td>
</tr>
<tr>
<td>aa_sc NH</td>
<td></td>
<td>1167</td>
</tr>
<tr>
<td>aa_bb NH</td>
<td></td>
<td>672</td>
</tr>
</tbody>
</table>
Table 2.3: Native Z-scores for the protein/RNA docking decoy sets

<table>
<thead>
<tr>
<th>PDB ID</th>
<th>RNA Binding Mode</th>
<th>Native Z-Score</th>
<th>Coulomb*</th>
<th>HB*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1CVJ</td>
<td>Single-stranded RNA interacting with two RRM domains</td>
<td>1.19</td>
<td>5.11</td>
<td></td>
</tr>
<tr>
<td>1EC6</td>
<td>Protein loop interacting with single-stranded RNA</td>
<td>1.09</td>
<td>6.53</td>
<td></td>
</tr>
<tr>
<td>1FXL</td>
<td>Single-stranded RNA interacting with two RRM domains</td>
<td>1.55</td>
<td>2.70</td>
<td></td>
</tr>
<tr>
<td>1JID</td>
<td>Protein interaction with double-stranded RNA major groove and tetraloop</td>
<td>1.36</td>
<td>9.12</td>
<td></td>
</tr>
<tr>
<td>1URN</td>
<td>Single-stranded RNA interacting with an RRM domain</td>
<td>1.35</td>
<td>8.39</td>
<td></td>
</tr>
</tbody>
</table>

* ROSETTA potential + Coulomb electrostatic model
* ROSETTA potential + statistical hydrogen-bonding potential
3 An All-Atom, Distance-Dependent Scoring Function for the
Prediction of Protein-DNA Interactions from Structure

3.1 Introduction

The specific recognition of nucleic acid sequences by nucleic acid binding proteins is
of critical importance to the biological function of every living species. As a result, the
phenomena responsible for this recognition process have long been of interest to
biological scientists. Beginning with Seeman et al. (3), research into sequence-specific
DNA recognition focused on the search for a “recognition code” — a collection of simple
rules that would pair particular amino acids to specific bases. However, it was soon
realized that any recognition code would be degenerate (4), and a general code may not
exist at all (5, 6).

The structural mechanisms underlying sequence-specific DNA recognition received
renewed attention with the increased availability of high-resolution structures for protein-
nucleic acid complexes. Computational studies of these structures have classified their
interactions (7), described features of their binding sites (8-10) and the evolutionary
conservation of their interface residues (11, 12, 99). However, relatively little effort has
been devoted to the application of this structural knowledge to computational models for
the prediction of protein-nucleic acid interactions. In contrast, structural information has
been used extensively to create potentials for prediction of protein structures (13-19, 55),
as well as protein-ligand (20-23), and protein-protein interactions (19, 22, 24, 25).

A few attempts have been made to apply “physical” potential functions to the
structure-based prediction of the DNA sequences that bind a given protein structure (27,
29, 52, 53), and to the prediction of protein sequences that will bind to a given DNA
sequence (28). However, these complex models do not appear to significantly outperform
even the simplest statistical methods that have been applied to this problem. For example,
Kono and Sarai used the distributions of protein $C_\alpha$ atoms about the nucleic acid bases to
derive a potential that could discriminate the native DNA-binding sequences of a diverse
set of DNA-binding proteins (26). More recently, Liu et al. predicted protein-DNA binding energies using a distance-based statistical potential describing residue-base interactions (59), while Zhang et al. introduced a pseudo-atom statistical potential for the same purpose (22). Despite their greatly simplified views of protein-nucleic acid recognition (none of these statistical methods explicitly considers electrostatics, molecular flexibility, indirect readout, or other factors widely believed to be important for protein-nucleic acid recognition) these methods have achieved some predictive success.

There is some evidence that the performance of these statistical potentials may be limited by the simplicity of their models. In particular, their resolution — the level of atomic detail that they capture — may significantly impact their discrimination capabilities. Indeed, work from our own group has demonstrated that the detailed statistical modeling of hydrogen bond geometry dramatically improves the ability of a physical potential function to predict sequence-specific protein-RNA interactions (1). This observation has led us to hypothesize that increased detail in the description of protein-nucleic acid complexes will improve the predictive power of statistical potential functions. A widely-held belief that the existing structural database is insufficient to train an all-atom statistical potential that is specific to protein-nucleic acid complexes is a concern. However, an extensive literature has addressed the problem of sparse training data for statistical potentials in proteins (13, 14, 18, 20, 21), and it is reasonable to believe that many of these methods are also applicable to the prediction of protein-nucleic acid interactions.

In this work, we report the development of a simple, distance-dependent, all-atom statistical potential function for the prediction of sequence-specific, protein-DNA interactions. This potential is able to reliably discriminate native-like complexes from structures of non-native decoys, and it consistently outperforms lower resolution functions (22) in decoy discrimination tests, strongly suggesting that the increased atomic detail of our function results in its improved performance. We further show that our all-atom potential derives most of its discriminatory power from the information contained in short-range atomic interactions, and that it performs competitively with a physical
potential function (28) in a test of structure-based binding sequence identification using refined decoy structures. These results suggest that high-resolution statistical potentials can achieve decoy-discrimination capabilities on par with more complex physical models of protein-nucleic acid interactions.

3.2 Methods

3.2.1 Structure Set Selection

Crystal structures of protein-DNA complexes with resolution better than 2.5Å were selected from the Nucleic Acid Database (162). Complexes containing single-stranded DNA were discarded, as were complexes containing chemically-modified nucleotides, or DNA structures that significantly deviated from ideal, double-helical geometry (i.e. flipped bases, bulges, loops, higher-order helices and structures with DNA axial bends of more than 90°). Structures of significant protein sequence homology were filtered by conducting pairwise sequence alignments using BLAST (163), and discarding the lower-resolution structure of all pairs with BLAST expectation values of less than 0.001. Structures containing significant regions of missing crystallographic density at the protein-DNA interface were also discarded. The composition of the final structure set is available as supplementary material.

For all remaining structures, regions of extra crystallographic density were removed by selecting coordinates with highest occupancy, or in the case of equal-occupancy conformations, by selecting the first conformation listed. If multiple symmetric complexes were found in a structure, only one complex was considered. Finally, water molecules, metal ions, hetero-atoms and other non-protein, non-DNA molecules were discarded, and the net-bending (Γ) angles of the base steps in each structure were calculated using the 3DNA package (164).
3.2.2 Distance-Dependent Statistical Potentials

3.2.2.1 General Form

A total of four distance-dependent conditional potential functions were tested for their ability to identify native protein-DNA complex structures. All of these functions can be expressed in terms of the conditional probability formalism described by Samudrala and Moult (14). Briefly, this formalism describes a form of naïve Bayes’ classifier (165), which attempts to assign a candidate molecular system into a “correct” (native-like) or “incorrect” class, based upon properties observed within the set of atomic contacts in the complex.

The potentials used in this work all attempt to classify protein-nucleic acid complexes based on the set of atomic distances, \( D = \{d_{ij}\} \), observed at the molecular interface. A principal assumption is that the free energy of the protein-nucleic acid complex, \( G \), may be estimated by the probability of “correctness” given by the potential function:

\[
G = -\ln P(C \mid D) = -\sum_i \sum_j \frac{N_p}{N_d} \ln P(C, t_i, t_j \mid d_{ij})
\]  \hspace{1cm} (3.1)

Here, \( d_{ij} \) represents the distance between two interface atoms, and \( t_i \) and \( t_j \) are the chemical types of these atoms, as determined by a mapping function, \( \tau(\cdot) \), described below. \( N_p \) and \( N_d \) represent the number of protein and DNA atoms in the complex, respectively. A simplifying assumption inherent to the naïve Bayes’ classifier is that the atomic distances in a given structure are independently distributed, and therefore, the probability of “correctness” of a complex is assumed to be the joint probability of “correctness” of every atomic contact in the protein-DNA interface.

The probability of an individual atomic contact is expressed in terms of the likelihood of observing a separation \( d_{ij} \) between atoms of type \( t_i \) and \( t_j \) in a native-like protein-DNA complex:
\[ P(C, t_i, t_j \mid d_{ij}) = P(C, t_i, t_j) \cdot \frac{P(d_{ij} \mid C, t_i, t_j)}{P(d_{ij})} \] (3.2)

The Bayesian prior \( P(C, t_i, t_j) \) represents the \( \text{à priori} \) probability of observing a “correct” protein-DNA contact between atoms \( i \) and \( j \). Because of the difficulty in determining the value of this constant, it is treated as 1 for this study (however, we note that this omission results in a score that is not a true assessment of probability, but rather, a normalized likelihood of classification). The differences between the potentials used in this work lie in the form of the other components of this equation – the likelihood function, \( P(d_{ij} \mid C, t_i, t_j) \), the marginal probability, \( P(d_{ij}) \), and the definition of the mapping function, \( \tau(x) \), used to determine the atomic types \( t_i \) and \( t_j \).

3.2.2.2 Likelihood Function

For all of the tested potentials, the likelihood of \( d_{ij} \) is estimated by the frequency with which atoms of types \( t_i \) and \( t_j \) are observed to be separated by a distance less than or equal to \( d_{ij} \) in the training set of known protein-DNA structures:

\[ P(d_{ij} \mid C, t_i, t_j) = f(d_{ij} \mid t_i, t_j) = \frac{N_{\text{obs}}(d_{ij}, t_i, t_j)}{\sum_{d_{ij}} N_{\text{obs}}(d_{ij}, t_i, t_j)} \] (3.3)

where \( N_{\text{obs}}(d_{ij}, t_i, t_j) \) represents the number of contacts observed between two atoms of type \( t_i \) and \( t_j \) that are separated a distance of \( d_{ij} \) in the training set. This function maps the continuous value \( d_{ij} \) to a set of discrete distance bins, \( \{b_0, b_1, \ldots, b_n\} \), where the number of bins and their distance cutoff values, \( \{d_{b_0}, d_{b_1}, \ldots, d_{b_n}\} \), are free parameters of the model. A count is assigned to distance bin \( b_i \) if \( d_{n-1} \leq d_{ij} < d_{b_i} \). Atoms separated by distances greater than or equal to \( d_{b_n} \) are not counted.
3.2.2.3 Marginal Distribution of Atomic Distances

For those potentials using the DFIRE reference state of Zhang et al. (22), the denominator of equation 2.2 is defined as:

\[
P(d_{ij})_{DFIRE} = \left( \frac{d_{ij}}{d_{b_{k}}} \right)^{1.61} \frac{\Delta(d_{ij})}{\Delta(d_{b_{k}})} N_{obs}(d_{b_{k},t_{i},t_{j}}) \tag{3.4}
\]

where \( \Delta(d_{ij}) \) is the width of the bin encompassing distance \( d_{ij} \), and \( N_{obs}(d_{b_{k},t_{i},t_{j}}) \) and \( \Delta(d_{b_{k}}) \) are the number of counts in the final distance bin, and the width of that bin, respectively. For a derivation of this formula, refer to work of Zhou et al. (18).

For all other potentials, the marginal probability of intermolecular atomic distances is assumed to be approximated by the frequency of separation \( d_{ij} \) between any two atom types in the training set of known protein-DNA complexes:

\[
P(d_{ij}) = f(d_{ij}) = \sum_{t_{i}} \sum_{t_{j}} N_{obs}(d_{ij},t_{i},t_{j}) \tag{3.5}
\]

where \( N_{c} \) is the total number of contacts observed between interface atoms of all types, at all distances, in the training set.

3.2.2.4 Atomic Type Mapping

Two mapping functions, \( \tau(x) \), were used to determine the atom types for the statistical potentials tested. For all-atom potentials, every protein and nucleic acid heavy atom type was considered in a residue-specific manner (e.g. alanine \( C_{\alpha} \) was a different atom type than leucine \( C_{\alpha} \) and adenine \( C1' \) was a different atom type than guanine \( C1' \)). For reduced-atom potentials, the atom types defined by Zhang et al. (22) were used, with the exception that all non-protein, non-DNA atom types were discarded.
3.2.2.5 Low-Counts Correction

For all potentials that did not use the DFIRE reference state, a low-counts correction was performed using the method of Sippl (13). Briefly, the frequencies calculated using equation 2.3 were modified according to the expression:

\[
f(d_{ij}, t_i, t_j)_{\text{corrected}} = \frac{f(d_{ij}) + \alpha N_{obs}(d_{ij}, t_i, t_j) \cdot f(d_{ij}, t_i, t_j)}{1 + \alpha N_{obs}(d_{ij}, t_i, t_j)}
\] (3.6)

Thus, the corrected frequencies are close to \(f(d_{ij})\) when few counts are observed in the structure database, but approach \(f(d_{ij}, t_i, t_j)\) as \(N_{obs}(d_{ij}, t_i, t_j)\) becomes large. The value of \(\sigma\) (set to 1/50 in this work as per Sippl (13)) ensures that the terms have equal weight when \(N_{obs}(d_{ij}, t_i, t_j) = 1/\sigma = 50\).

3.2.3 Docking Protein-DNA Complexes

Protein-DNA complex decoy structures were produced using the FTDock rigid-body docking package, as described by Aloy et al. (68). Briefly, the protein and DNA structures from each training complex were separated, and used to conduct a global search of possible intermolecular conformations, optimizing a scoring function that selects for molecular surface complementarity. The larger molecule of each protein-DNA system was held fixed at the system origin, and the smaller molecule from the complex allowed to move independently. Default FTDock scoring and search parameters were used for all simulations, with electrostatic screening enabled. Seven of the protein-DNA complexes in the training set were too large to dock given available computational resources. The 10,000 top-scoring decoys from each global docking simulation were retained.

In order to create near-native docking decoy structures for a given complex, a modified FTDock software package was used to sample rotations in 1° increments within 40° of the rotations specified for the three best (lowest-RMSD) decoy structures found using the standard FTDock docking algorithm for that complex. At most, 2000 top-scoring decoys were retained for every complex.
For all docking decoy structures, the $C_\alpha$ RMSD to the native complex (after superimposing the native and decoy DNA structures) was computed for each decoy, as well as the percentage of correct contacts (%CC), using the method described by Aloy et al. (68).

### 3.2.4 Decoy Scoring

The 2,000 lowest-RMSD decoys for every docked complex were scored using the distance-dependent potential functions described above. Two variants were computed for each score – a “fair” score that omitted native atomic contacts from the training set (i.e., using contact data from 51 structures), and an “unfair” score that included contacts from all 52 training complexes. Additionally, in order to assess the potentials’ sensitivity to a reduction in training data, experiments were performed using contact data assembled from subsets of the training complexes. Five randomly-selected sets of contact data were assembled for each of four (80%, 85%, 90% and 95%) subsets of the structure training set.

The ability of the potentials to discriminate the native complex from docking decoys was determined by computing the Z-score of the native structure relative to all scored decoys (in some cases, the Z-score of the best decoy in the set was also calculated, in order to facilitate comparisons with the FTDock scoring function). Near-native decoy enrichment was determined as the frequency ratio:

$$E = \frac{f(\text{good} | \text{top})}{f(\text{good})} \quad (3.7)$$

where $f(\text{good})$ is the frequency of “good” decoys in the decoy set (and “good” is defined as specified in the text), and $f(\text{good} | \text{top})$ is the frequency of “good” decoys in the best-scoring 1% of decoys in the decoy set. All other statistical analysis techniques were performed using standard methods.
3.2.5 DNA-Binding Site Mutation

The ability of the distance-dependent potentials to identify sequence-specific DNA binding was assessed by evaluating the "fair" potentials for the native complex, as well as for a library of complexes representing non-cognate DNA binding sites. Alternate DNA sequences were constructed for every complex in the training set by swapping idealized bases onto the backbones of the native DNA structures, preserving the native $\chi$ angles, and rotating the mutated bases as appropriate to produce ideal bond angles at the glycosidic nitrogen atoms.

3.3 Results

3.3.1 Development of an All-Atom Statistical Potential Function

We have developed an all-atom, distance-dependent statistical potential function based on the na"ive Bayes classifier (165). In this model, the likelihood of "correctness" of a protein-DNA complex is determined from the set of atomic distances observed across the molecular interface. The form of the potential is similar to that described by Samudrala and Moult for protein structure prediction (14), but intermolecular distances are used in place of intramolecular distances to score each structure.

This potential expresses the likelihood of observing a set of intermolecular atomic distances between the protein and DNA molecules of a complex, and assumes that this likelihood approximates the binding free energy for the molecules. The na"ive Bayes classifier is based on the assumption that all features used for classification are independently distributed, and therefore, it is a computationally-efficient, pairwise-additive score. In order to assess the origin of the discriminatory power, we have tested several variants of the score: the all-atom function, a reduced-atom version of the potential (where atoms are grouped according to a small set of chemically-related atom types), as well as reduced-atom and all-atom variants using the reference state proposed by Zhang et al. (22).
3.3.2 Discriminating Native Protein/Nucleic-Acid Complexes from Decoy Structures Generated with Rigid-Body Docking Methods

Ideally, a scoring method capable of recognizing correctly bound, protein-DNA complexes should also be able to discriminate a native complex from structures that deviate significantly from it. Thus, we tested the ability of our score to discriminate native protein-DNA complexes from a pool of "decoy" complex structures generated using the FTDock rigid-body docking algorithm (Figure 3.1) (68). Here, 2000 docking decoys generated for each of 45 protein-DNA complexes in the training set (seven complexes were too large to dock given available computer resources) were scored with our statistical potential, and these scores were used to rank the decoy complexes, as well as their corresponding native structures.

In order to optimize the free parameters of the scoring function, we constructed four different scores, and compared them over a range of parameters. The tested scores differ in two critical areas: atomic resolution, and choice of reference state. Half of the scores use an all-atom formalism, while half use a reduced-atom representation, wherein protein and DNA atoms are mapped onto 19 pseudo-chemical atom types. Furthermore, half of the scores use the "uniform" reference state of Samudrala et al. (14), while half use the "DFIRE" reference state described by Zhang et al. (22). For all scores, the chosen parameter set is represented by three numbers, where the first number is the cutoff for the first distance bin, the second is the cutoff for the last bin (the overall distance cutoff), and the third represents the width of each remaining distance bin (after the first). Thus, the parameter triple 3/10/1 reflects a scoring function that considers all atomic contacts separated by less than 10Å, and groups these contacts into eight bins beginning with a 3Å bin, followed by seven 1Å bins.

The all-atom, distance-dependent scoring function produces the greatest overall separation between the scores of decoys and their corresponding native structures. The average native Z-score for this method is -6.8 for the best parameterization (Figure 3.1a, 5/10/1), while the equivalent reduced-atom function results in a mean native Z-score of -4.8 for its best parameterization (Figure 3.1b, 3/10/1). Introducing the DFIRE reference
state to either of these scores reduces their overall performance, producing best average
Z-scores of -3.8 (Figure 3.1c, 4/20/4) for the all-atom DFIRE function, and -4.6 (Figure
3.1d, 4/20/4) for the reduced-atom DFIRE function. These values are significantly
different from one another at the 99% confidence level (Welch’s t-test), with the
exception of the best mean Z-scores for the all-atom DFIRE and the reduced-atom
DFIRE functions, for which equality cannot be rejected with sufficient confidence
($p = 0.08$, Welch’s t-test).

The performance of the all-atom and reduced-atom functions depends on the choice
of distance cutoff used to define a contact. Both of these functions perform best when the
maximum distance cutoff is 10Å (Figure 3.1a, b; 3/10/1, 4/10/1, 5/10/1), and exhibit a
consistent decline in performance as this cutoff value is increased (Figure 3.1a, b; 3/10/1,
3/15/1, 3/20/1). In addition, increasing the width of the initial distance bin has a slight
negative impact on the performance of the reduced-atom potential, lowering the
magnitude of the mean native Z-score as the width of the bin is increased (Figure 3.1b,
3/10/1, 4/10/1, 5/10/1). Using a one-way analysis of variance (ANOVA), we find both of
these trends to be significant at the 95% confidence level. In contrast, addition of the
DFIRE reference state to the all-atom and reduced-atom functions virtually eliminates the
impact of parameter choice on the scores’ performance. Neither the all-atom DFIRE
(Figure 3.1c) nor the reduced-atom DFIRE (Figure 3.1d) potentials display significant
changes in mean native Z-score in response to changes in bin width or distance cutoff (as
determined using one-way ANOVA, $p \geq 0.05$).

3.3.3 Discriminating Native Structures from Near-Native Docking Decoys

The previous experiments have demonstrated the all-atom function’s ability to
discriminate near-native complexes from a set of mixed-quality decoy structures.
However, a more stringent test of performance is provided by examining the function’s
ability to discriminate between near-native decoy complexes. The results of such a test
are shown in Figure 3.2. In this experiment, the FTDock protocol was modified to
produce decoy structures that were slight perturbations on the best docking decoys
produced in a normal FTDock run. This technique resulted in a set of “refined” docking decoys for each complex, each set containing at least 175 decoys closer than 5Å RMSD to their respective native structures (approximately 500 decoys, on average), and 10 decoys closer than 1Å RMSD (approximately 40 decoys, on average). These decoys were scored using the two best-performing techniques from the previous experiment (all-atom, 5/10/1 and reduced-atom, 3/10/1), as well as the score produced by FTDock.

In this experiment, the differences between the all-atom and reduced-atom scores are less pronounced, though both have significantly more discriminatory power than the FTDock score alone. a shows the Z-Score of the lowest-RMSD (best) decoy for each refined decoy set (in lieu of the native Z-score, as FTDock does not produce a score for the native structure). The observed mean Z-scores are significantly different for the all-atom, reduced-atom and FTDock methods, \( p < .001 \), Welch’s t-test), with the reduced-atom score providing the greatest discrimination \( Z = -2.08 \), followed by the all-atom score \( Z = -1.64 \), and the FTDock score \( Z = -0.48 \). When score-RMSD correlation is considered (b), the mean correlation coefficient for the all-atom score \( r = 0.64 \) is insignificantly \( p = 0.15 \) greater than that of the reduced-atom score \( r = 0.57 \), while both are significantly \( p < 0.001 \) greater than the mean correlation observed using the FTDock method \( r = 0.32 \).

Using the metric of native-like decoy enrichment (Figure 3.2c), the all-atom score has a significant advantage over the reduced-atom score. Here, “enrichment” is calculated as the percentage of decoy structures with \( \geq 95\% \) correct intermolecular contacts (as defined by Aloy et al. (68)), in the top-scoring 10% of all decoys in each set. The all-atom score produces the greatest mean enrichment in this experiment \( E = 9.10 \), followed by the reduced-atom score \( E = 7.36 \), and the FTDock score \( E = 5.34 \). Thus, on average, the all-atom score identifies 91% of decoys with \( \geq 95\% \) correct intermolecular contacts within the best 10% of decoy structures in their respective decoy sets. This is significantly better than the performance of either the reduced-atom \( p = 0.002 \) or the FTDock score \( p < 0.001 \) in this test.
3.3.4 Examples of Decoy-Discrimination Performance

Native Z-scores measure the ability of a score to discriminate native structures from incorrect conformations, and provide a one-dimensional representation of scoring function performance. To give a more complete picture of the performance of the all-atom score at decoy discrimination, we show three representative decoy sets in Figure 3.3, Figure 3.4 and Figure 3.5. In these, the 5/10/1 parameterization of the all-atom score is plotted versus native RMSD for the docking decoys, chosen as examples of good, average, and poor native structure discrimination, respectively.

A particularly successful example of discrimination by the all-atom scoring function is shown in Figure 3.3a, for the I-Crel homing endonuclease (pdb id: 1g9z). Here, three decoy structures have similar scores to the native complex, each with scores that are significantly separated from the larger pool of decoys. This separation produces a native Z-score of -14.3, the best observed for any complex in the test set. The similarity of these three decoys to the native structure is illustrated in Figure 3.3b, where the protein backbones are rendered for each of the decoys, and superimposed on the native DNA structure. These decoys were used as starting structures to create the near-native docking decoy set for this structure, shown in Figure 3.3c. Here, a graphical interpretation of the decoy enrichment metric is provided, with the most native-like decoys (those decoys with ≥95% correct contacts) plotted in green, and the tenth-percentile score cutoff shown as a dashed line. In this case, all of the native-like decoys score within the tenth percentile, a decoy enrichment of 10.0. A graphical representation of the score-RMSD correlation is also provided in Figure 3.3c, where the line of best-fit for all decoys better than 5Å RMSD to the native complex structure is shown in gray. In this example, the score-RMSD correlation is not strong (r = 0.22), despite the large score separation between the near-native and low-resolution decoy structures.

A more typical example of scoring function performance is shown in Figure 3.4a, for decoys of the avian myeloblastosis virus v-Myb structure in complex with its target promoter sequence (pdb id: 1h8a). The separation between the native structure and the decoy pool is less dramatic in this example (native Z-score: -6.24), and the scores plotted
in Figure 3.4a appear to correlate with RMSD at decoy RMSD values below approximately 10Å. The near-native decoy set for this complex (shown in Figure 3.4b), illustrates a common pathology of the scores we have tested, in that the native structure is frequently not the top-scoring structure of a given decoy set. In this example, the native structure score is higher than those of several of the near-native decoy structures, as well as those of a few decoys worse than 2Å RMSD from the native complex. The structures of the near-native decoys (illustrated in Figure 3.4c) are tightly clustered, suggesting that the differences between these decoys may be too subtle to be captured by a statistical score based on 1Å bins. The lowest-scoring, false-positive decoys (shown in Figure 3.4d), are also tightly clustered, but are uniformly nearer to the DNA structure than is the native protein. This may indicate that the wide initial bin of our potentials (5Å, in this example) does not result in a score that adequately penalizes atom-atom clashes, leading to higher scores for excessively-packed decoy structures.

The final decoy-discrimination example (Figure 3.5), shows decoy scores for a TATA-binding protein from Arabidopsis thaliana in complex with an engineered DNA-recognition site (pdb id: 1qna). This set is interesting because, although the native complex is separated from the rest of the docking decoys (native Z-score: -4.95), there is a spike of low-scoring decoys with RMSD values of more than 25Å from the native complex structure (the lowest-scoring example of which is illustrated in Figure 3.5d). All of these false-positive decoys are inversions of the native binding geometry, and are deceptively visually similar to the native complex structure (shown in Figure 3.5c). In this example, the native structure is distinguishable from the best-scoring, false-positive decoy only through the ordering of the strands in the β-sheet, and a slight bend in the C-terminal helix of the protein structure.

When considering the near-native decoys for this complex (Figure 3.5b), the performance of the score is mixed. The score-RMSD correlation is strong ($r = 0.73$), but the native structure scores worse than all of the nearest-native decoys (those decoys with ≥95% correct contacts). Moreover, a number of the nearest-native decoys are not within the tenth percentile of decoy scores, resulting in a near-native decoy enrichment of only
6.6, one of the lowest in our test set. Together, these metrics highlight the difficulty of successfully recognizing the correct binding conformation of a minor-groove binding protein.

3.3.5 Determining the Impact of Training Set Composition on Score Performance

Despite significant recent growth, there are still relatively few high-resolution structures of protein-DNA complexes in the public repositories. Thus, there is a legitimate concern that the size and composition of the training set biases the performance of the scores tested here. In order to investigate the impact of training-set size and composition on score performance, we constructed scores for randomly-chosen 95%, 90%, 85% and 80% subsets of the training set, and used these subsets to repeat the native discrimination experiments discussed above. Five replicate experiments were performed for each subset size, using a different randomly-chosen training data set for each replicate score (i.e., five replicates per set size, for a total of 20 random tests per score).

The results of this analysis are shown for the all-atom and the reduced-atom DFIRE scores in Figure 3.6. Here, each point represents the mean native Z-score produced by averaging the native Z-scores found for the 45 protein-DNA docking decoy sets. Thus, four columns are shown, each containing five points (one per replicate experiment) for the all-atom score, and five points for the reduced-atom DFIRE score. The means of these data points (i.e. the super-mean for the 45 decoy sets) are connected by dashed lines, to guide the eye. In order to compare the all-atom and reduced-atom DFIRE scores on a common axis, the maximum data point for each score was placed at the plot origin, and the remaining data points drawn relative to these values. Thus, the y-axis of Figure 3.6 shows the change in mean native Z-score observed over the test set, as a function of the size of the training set used to derive the score.

This figure demonstrates that the performance of the reduced-atom DFIRE score is virtually independent of the size of the training set. In contrast, the all-atom potential has a clear dependence on training set size, with an average change in mean native Z-score of
nearly -0.4 as the size of the data set is increased from 80% to 95%. In addition, the reduced-atom DFIRE mean Z-scores are more tightly clustered than the all-atom mean Z-scores, indicating that the performance of the all-atom score is sensitive to the size and the exact composition of the training set used to derive the score, whereas the reduced-atom DFIRE score is relatively insensitive to these factors.

3.3.6 Exploring the Relative Contributions of Nucleic Acid Base and Backbone Contacts

We investigated the relative contributions of protein contacts to the DNA backbone and bases by creating versions of the all-atom score using two subsets of the training data — one consisting exclusively of protein-DNA backbone atom pairs, and another of protein-DNA base atom pairs. We then used these functions to re-evaluate native Z-scores and score-RMSD correlations for the near-native docking decoys used to create . The results of this test are shown in Table 3.1.

We find no significant differences (for either the mean native Z-scores or mean score-RMSD correlation coefficients) between the backbone-only score, the base-only score and the full, all-atom scoring function. The all-atom score most frequently yields the greatest native Z-score (31 out of 45 structures), but, the backbone-only score most frequently yields the greatest score-RMSD correlation coefficients (28 out of 45 structures). There is a very poor correlation of the native Z-score and score-RMSD correlation data with mean Φ angle (a quantitative measurement of DNA base-step deformation (164)), suggesting that for docking decoy discrimination, the performance of the all-atom score is independent of DNA bend. Because the all-atom score does not consider intramolecular interactions, however, it is not safe to assume that these results reflect indirect recognition phenomena within the tested protein-DNA complexes.

3.3.7 Examining the Relationship Between Score Form and Function

The all-atom scores for the interaction of the arginine guanidinium group with the guanine base (the most prevalent base-amino acid contact in our data set) provide insight as to the origin of the superior performance of the all-atom potential, compared to
reduced-atom representations. Figure 3.7a shows the scores for interactions of the arginine NH1 and NH2 nitrogen atoms with guanine O6 oxygen, while Figure 3.7b shows the scores for these arginine atoms with guanine N7, and Figure 3.7c, the scores for the interaction of arginine C_\gamma with the same base atoms. All of the scores are represented as plots relative to interatomic distance, where a given score value is assumed to be centered on the upper distance cutoff of each distance bin.

In Figure 3.7a, the interaction between arginine NH2 and guanine O6 has a score minimum in the 3Å distance bin, while the corresponding minimum for the interaction between arginine NH1 and guanine O6 is in the 5Å bin. This is consistent with the scores observed in Figure 3.7b, which show score minima in the 4Å bin for the interactions of arginine NH1 and NH2 with guanine N7. Together, these scores suggest a conformation wherein arginine NH2 is placed nearest to guanine O6, while arginine NH1 and NH2 are roughly equidistant to guanine N7. This interpretation is consistent with the score data in Figure 3.7c, which shows that arginine C_\gamma has a minimum score when placed at a distance of approximately 4Å from both guanine N7 and guanine O6 (for illustration, an interaction geometry that meets these distance constraints is provided as an inset in all three panels). While it is difficult to make a single structural argument using scores representing the geometries of a number of different arginine-guanine interactions, it is clear that the all-atom scores are able to capture atom-specific distance preferences that the equivalent reduced-atom scores (shown as dashed lines) cannot. The reduced-atom methods’ treatment of structurally-distinct atom types (such as arginine NH1 and NH2, which have a chiral relationship with arginine N_\gamma) as identical atom types restricts their ability to represent atomic detail.

Further insight into the advantages of the all-atom representation is provided in Figure 3.8. Here, all-atom scores are shown for interactions between asparagine and adenine (Figure 3.8a,b) as well as the "chemically-equivalent" interactions between glutamine and adenine (Figure 3.8c,d). In a, scores for the interaction of asparagine O_\delta1, C_\gamma, and N_\delta2, with adenine N6 are shown. There is a clear minimum in the 5Å distance bin for asparagine N_\delta2, as well two clear minima (3Å and 6Å) for asparagine O_\delta1, and a broad
minimum between 4 and 5 Å for asparagine Cγ. However, no equivalent minima are observed for glutamine Oε1, Cα or Nε2 (Figure 3.8c), despite their obvious chemical similarity to the asparagine atom types used to create Figure 3.8a (which would lead to the equivalent treatment of these atoms in a reduced-atom representation). The interaction scores for asparagine Oδ1, Cα and Nε2 with adenine N7 (Figure 3.8b) are more similar to those of glutamine Oε1, Cα and Nε2 (Figure 3.8d), but are still notably different.

3.3.8 Discriminating Cognate DNA-Binding Sites from Non-Cognate Sequences

Although docking-decoy discrimination is a useful test of performance, one of the most relevant and difficult applications of any scoring function for protein-DNA structures is the identification of the DNA recognition sequence of a given protein structure. In Figure 3.9, we investigate the ability of the statistical potentials to discriminate cognate binding sites from a large pool of non-cognate DNA sequences. This test set was created by swapping nucleotide bases onto the complexes’ native DNA backbones. These altered DNA structures were scored with the four statistical potentials, using the parameter combinations that produced the greatest native Z-scores in the docking tests, discussed previously. The Z-score of the cognate DNA recognition sequence was subsequently calculated relative to the 10,000 randomly-chosen, non-cognate sequences. Thus, each box plot in Figure 3.9 represents the native Z-scores for the 45 proteins in the structure test set, as determined using the scores listed at the bottom of the figure.

The all-atom score exhibits the greatest discriminatory power in this test, producing the largest mean separation between the scores of the cognate DNA binding sites for the structure set, and the pools of non-cognate decoy sequences for these structures. Every complex scored with the all-atom potentials had a negative cognate sequence Z-score, indicating that the scores of the native DNA sequences for these structures were at least nominally below the mean scores of their respective decoy pools. In contrast, the reduced-atom, all-atom DFIRE, and reduced-atom DFIRE scores each had a significant percentage of complexes with positive cognate sequence Z-scores. This suggests that the
all-atom potential function is both more sensitive and more reliable than the other tested potential functions when discriminating native DNA-binding sequences. Nevertheless, we note that the magnitude of the Z-scores in this experiment are lower than those observed for the docking decoy discrimination tests shown in Figure 3.1, reflecting the greater difficulty of the test.

In order to address the possibility that non-native interactions in mutant complexes that were not energy minimized had biased the test results, we obtained the set of EcoRI sequence mutants used by Havranek et al. to test the ability of the Rosetta physical potential function to discriminate between cognate and non-cognate protein-DNA binding sites (28). These mutant protein-DNA complexes were prepared in a manner similar to that described above, but protein side-chain positions were optimized against the mutant DNA structures using the Monte Carlo simulated annealing method of Kuhlman et al. (63). We evaluated these repacked mutant (and native) structures with the all-atom potential function, and compared the all-atom scores with the corresponding Rosetta scores for each complex. The results of this analysis are shown in Table 3.2.

Havranek et al. computed the scores for ten repacked variants of the cognate EcoRI complex, as well as for ten repacked structures for every possible palindromic DNA sequence mutation. Thus, the EcoRI decoy set consists of 630 structures, ten of which are repacked variants of the native structure itself. Table 3.2 shows the ranks and Z-scores of these repacked native structures relative to the 620 repacked mutant structures in the decoy set. The all-atom score is a significantly better discriminator than the Rosetta score, with a mean Z-score of -2.22 relative to a mean of -1.58 for the Rosetta method ($p<0.01$, Welch's t-test). However, the mean rank of the native structures assigned by the all-atom score (17.7) is worse than the mean rank assigned by Rosetta (4.90). Thus, while the all-atom potential produces a greater separation between the scores of the cognate and non-cognate complexes than does the Rosetta score, it does a poorer job of ranking the decoy structures. Examining these scores directly, we find that the all-atom potential scores several two-base mutants (e.g. one mutation of the palindromic EcoRI recognition sequence) with slightly lower energies than the cognate recognition sequence. This
difference is sufficient to explain the discrepancy between the Z-Score and rank data observed here.

3.4 Discussion

The structure-based identification of transcription-factor binding sites in genome sequences, and the rational design of novel, nucleic-acid binding proteins require potential functions that can accurately predict protein-nucleic acid interactions. Despite their wide application to protein structure prediction, docking and other areas of structural biology (13-21, 24, 25, 56, 57, 166-168), statistical potentials have only recently been applied to this problem (1, 22, 26, 59, 60). Thus, there are many open questions concerning their application, including the most appropriate level of score resolution, the optimal definition of an atomic contact and choice of reference state. In order to address these questions, we have developed an all-atom, distance-dependent potential function for protein-DNA interactions, and have tested this method extensively using multiple decoy-discrimination experiments of increasing difficulty. Direct comparisons of this potential to several similar, but lower-resolution potentials demonstrate that the all-atom formalism significantly improves the potential’s ability to discriminate native-like protein-DNA complexes from non-native structures.

3.4.1 The Increased Atomic Resolution of the All-Atom Score Improves its Decoy Discrimination Performance

Given the limited number of high-resolution protein-DNA complexes available, we were concerned that the performance of the all-atom statistical potential would be limited by increased statistical noise due to sparse training data. However, in tests of docking decoy discrimination (Figure 3.1), we find that the all-atom potential produces the greatest overall native Z-scores, followed by the reduced-atom potential, with the reduced-atom DFIRE and all-atom DFIRE scores performing worst in our tests. It is somewhat paradoxical that the all-atom formalism performs worst when the DFIRE reference state is used, and best when it is omitted, but we believe that this reflects the
greater sensitivity of the all-atom scores to the choice of reference state (due to the
greater number of scores that must be trained with a given quantity of structural data).

In tests of near-native docking decoy discrimination (Figure 3.2), we find that the all-
atom potential is best able to enrich decoy sets for native-like decoy structures (Figure
3.2c), and rank docking decoys according to their RMSD from the native structure
(Figure 3.2b). Interestingly, the reduced-atom score produces a slightly lower mean
native Z-score than does the all-atom function in this experiment (Figure 3.2a), but this
result is inconsistent with all other decoy discrimination tests we have conducted.

These results strongly suggest that the performance advantages of the all-atom
potential outweigh the disadvantage of statistical noise associated with the increased
number of trained parameters. We find that the low-counts correction (13) is important
for the performance of our scoring method, reflecting the small size of the training set.
However, the all-atom potential's superior performance in our experiments, despite the
limited size of the structure set used to train the potential, suggests that model detail is of
greater importance than statistical quality when developing scores for protein-DNA
systems.

To this end, we have explored the impact of training-set size on score performance in
Figure 3.6. The all-atom potential performs best in these tests, but is sensitive to the
composition and size of the training set. In contrast, the reduced-atom DFIRE score
(chosen here for its use of the DFIRE reference state, which has been shown to be less
sensitive to database size and composition (58)) is relatively insensitive to the quantity of
data used for training, but has consistently worse native-discrimination performance.
Thus, the choice of reference state appears to add robustness to the potential when the
training set is small, but at the cost of reduced discrimination. The all-atom score also
exhibits greater per-experiment variation than the reduced-atom DFIRE score, indicating
that the former method is more sensitive to the exact composition of the structure training
set.

It should be noted that we have purposely chosen a training set that is minimal in
size (i.e. strictly non-redundant in sequence), in order to conservatively estimate score
performance. Including additional data in the training set by relaxing sequence-identity
cutoffs increases score performance of the all-atom score in many cases (a finding
consistent with the work of Velec et al. for protein-small molecule docking (23)).
Because of this, as well as the demonstrated sensitivity of the all-atom score to training-
set size and composition, we are optimistic that the performance of the method will
increase as new structures are generated.

3.4.2 Short-Range Atomic Interactions Are Most Important for Recognition
Specificity

As shown in Figure 3.1, we find that the decoy-discrimination performance of the
all-atom and reduced-atom scores decreases as the distance cutoff used to define a
contact is increased. It seems likely that extending the definition of atomic contacts to
include those atoms separated by more than 10Å only increases the number of non-
specific interactions in the training set. This finding is consistent with the results of
Liu et al. (59) for protein-DNA systems, but is opposite of the conclusion of Samudrala
and Moult, who found instead that an increased distance cutoff allowed for improved
discrimination of protein structure decoys (14). This result provides evidence that
protein-DNA recognition specificity is primarily a short-range molecular phenomenon,
with long-range interactions contributing less significantly to sequence discrimination
(although not necessarily to overall binding energy).

3.4.3 The All-Atom Score Performance Is Unaffected by DNA Deformation

In order to explore the degree to which the all-atom score is sensitive to DNA
deformation (i.e. deviation from ideal, B-form DNA structure), we calculated native
Z-scores and score-RMSD correlations for the near-native docking decoy set using
backbone-only and base-only versions of the all-atom score (Table 3.1). We then
compared these values to the mean net-bending angle ($\Gamma$ – a quantitative description of
DNA base-step deformation (164)) for each complex in our test set.

We observe no significant correlation between the native Z-score or score-RMSD
correlation data and mean $\Gamma$ for any version of the all-atom score, suggesting that the
decoy-discrimination performance of the score is insensitive to DNA deformation. However, we observe that the backbone-only and base-only versions of the score have approximately equivalent mean performance under either metric. This result suggests that for rigid-body docking decoy discrimination, it may be sufficient to recognize shape complementarity (which can be evaluated using DNA backbone or base contacts alone), and that the all-atom potential is capturing this information in a relatively high-resolution manner (as opposed to FTDock’s grid-based score, which performed significantly worse than the all-atom score on this decoy set, as shown in).

3.4.4 The All-Atom Score Formalism Can Capture Specific Intermolecular Interactions

Analysis of atomic interactions from the all-atom and reduced-atom scores indicates that the superior performance of the all-atom representation possibly derives from its ability to capture fine details of intermolecular interactions (Figure 3.7 and Figure 3.8). In the example shown in Figure 3.7, the all-atom potential appears to capture a chiral preference for the interaction of arginine with the major groove face of guanine, wherein arginine NH1 favors placement near to guanine N7, and arginine NH2 favors placement near to guanine O6. The argument for this geometry is compelling, since the guanidinium group is chiral, presenting a hydrogen-bond donor (arginine Nᵦ) cis to the NH2 atom. This chiral preference cannot be observed in the equivalent reduced-atom scores for the same interactions, because the reduced-atom mapping treats the arginine NH1 and NH2 atoms as a single chemical type (Np13).

Justification for the use of residue-specific atom types is provided in Figure 3.8. Here, all-atom scores for the interaction of two chemically-equivalent sets of protein side-chain atoms (asparagine Oᵦ₁, Cᵦ, Nᵦ₂; glutamine Oᵦ₁, Cᵦ, Nᵦ₂), are shown with the nucleotide base atoms adenine N6 and N7. These atoms would be treated as identical in virtually any reduced-atom representation where atoms are mapped to “chemical” types, but have clearly different contact preferences in the all-atom scores shown here.
Examples such as these imply that the use of residue-specific atom types allows for the capture of structural preferences that would be missed by less detailed formalisms.

3.4.5 The All-Atom Score Can Predict Cognate Protein-Binding Sequences from Structure

Many applications of potential functions for protein-nucleic acid complexes (e.g. structure-based detection of protein binding-sites in DNA sequences) require the ability to recognize native-like protein-DNA interactions based on subtle differences in interface geometry. We investigated the ability of our all-atom method to discriminate these subtle chemical differences by evaluating the scores for a large set of sequence-mutant decoys, generated by computationally threading 10,000 random DNA sequences onto the DNA structures of each complex in the test set. The results for this experiment (Figure 3.9) show that the all-atom potential is the only potential we have tested that is capable of detecting the cognate binding sequences for every protein in the test set. All of the other potentials had at least one complex where the native DNA sequence scored worse than the mean score for the 10,000 decoy sequences.

The cognate Z-scores for this experiment are lower in magnitude than the native Z-scores observed for the near-native docking decoy discrimination test (), which are themselves lower in magnitude than the native Z-scores observed in the initial decoy-discrimination tests (Figure 3.1). Thus, the progressive decrease in discriminatory power reflects the progressive increase in difficulty of the tests. However, in sequence-scanning experiments, not all base pairs within a binding sequence are expected to contribute equally to specific recognition — many base changes are likely to be neutral, thereby lowering the Z-scores observed in this experiment. Nonetheless, if sequence scores are normally distributed, the mean native Z-score observed here (-1.3) represents an elimination of more than 90% of non-cognate DNA sequences, or better than a 10-fold enrichment.
3.4.6 In a Test of Binding-Sequence Identification, the All-Atom Score Performs Competitively with a Physical Potential Function

Discrimination of a native structure from a collection of minimized decoys is a more rigorous test than discrimination from structures that have not been minimized. In previous work, Havranek et al. produced a minimized sequence-variant decoy set for the EcoRI restriction endonuclease using the Rosetta software package (28). Remarkably, the all-atom method is significantly better at discriminating the cognate recognition sequence from these decoys than is Rosetta’s physical potential (mean all-atom Z-score: -2.22, mean Rosetta Z-score: -1.58), although we find that the Rosetta method is better at ranking these structures (mean all-atom rank: 18.3, mean Rosetta rank: 5.5).

This paradoxical result is explained by the fact that the all-atom score produces a distribution of decoy scores with a longer tail than does the Rosetta method (which has a relatively narrow distribution of sequence scores, clustered near the score of the native sequence). In this case, the greater separation of the all-atom native sequence score from the mean of the all-atom score distribution makes up for the slight increase in variance of the all-atom score distribution, and results in a significantly better native Z-score. It is likely that the superior performance of the physical method in ranking structures arises from its very construction: the Rosetta potential was created by choosing weights for the different components of the potential so as to optimize its ability to identify native sequences at protein-DNA interfaces. No equivalent optimization has been made for the all-atom potential.

3.4.7 Areas for Improvement

The all-atom potential appears to achieve its greatest performance when discriminating between near-native and incorrect decoy conformations, but has more difficulty when discriminating between structures that are very close to the native conformation. Even in the most successful examples of decoy discrimination, we frequently observe that the very best decoys score better than the native structure, suggesting that the all-atom potential may be missing important details of sequence-
specific interactions. Typically, these high-scoring decoys are well-packed at the molecular interface, with disruptions in some of the contacts that define sequence-specific recognition.

The all-atom potential does not explicitly consider a number of features that may affect sequence-specific recognition (e.g. hydration, electrostatics, molecular flexibility or indirect readout). However, statistical potentials are presumed to implicitly account for some of these features, because the distribution of atomic contacts in the structural database reflects the contribution of these forces in protein-DNA structures. We believe that the greatest weakness of the current all-atom potential is its lack of consideration of local structural detail, such as the directionality of hydrogen bonds (the utility of which was demonstrated for protein-protein (54), and protein-RNA interactions (1)).

3.4.8 Conclusion

We have constructed an all-atom statistical potential function for evaluating protein-DNA interactions based on structure, shown that it outperforms previous statistical models, and that it is competitive with a physical potential function developed for protein-DNA interfaces. The performance of the all-atom score in tests of cognate sequence recognition suggests that it may soon have application to problems previously reserved to more complex approaches, such as the large-scale detection of protein binding sequences within a genome, or the computational design of nucleic-acid binding proteins.

A potentially important element missing from this approach is the directional information contained in hydrogen-bonding geometry. We plan to investigate the incorporation of an orientation-dependent description of hydrogen bonding, and we are confident that the ability of the all-atom potential to discriminate near-native structures and identify cognate DNA-binding sequences will be improved once this property is added to the model.
Figure 3.1: Native structure Z-scores for different score/parameter combinations. Each boxplot represents the native Z-scores for a set of 45 protein-DNA complexes, calculated relative to 2000 docking decoys per complex. The lower, middle and upper horizontal lines in each boxplot represent the 25th, 50th and 75th percentile native Z-scores for each set, respectively. Whiskers extend to 1.5 times the interquartile range, and outliers are represented as points. The mean Z-scores are connected by lines. One score type is shown per panel, with individual boxes representing a combination of score parameters, where the first parameter is the initial distance bin width, the second is the distance cutoff used to define a contact, and the third is the width of all remaining bins.
Figure 3.2: Score discrimination performance for near-native decoys.
Each boxplot represents the specified metric for a set of 45 protein-DNA complexes, calculated relative to the scores for a set of near-native, "refined" docking decoys created using a variation of the FTDock docking protocol. a) Z-score of the best (nearest-native) decoy structure in each decoy set, relative to all other members of the decoy set. b) Score-RMSD correlation coefficient for all decoys nearer than 5Å RMSD to the native structure. c) Native-like decoy "enrichment," defined as the percentage of decoys with ≥95% correct contacts in the 1% best-scoring decoy structures.
**Figure 3.3: An example of good decoy-discrimination performance.**

a) Scores for the rigid-body docking decoys of homing endonuclease structure (1g9z) are plotted relative to their root-mean-square-deviation (RMSD) from the native complex structure. The native structure is plotted in red, and the remaining colored points represent the three decoys whose structures are shown. b) The structures of the three highlighted decoys, as well as the native backbone conformation, are rendered relative to the native DNA molecule for this complex. c) The near-native docking decoy set for this complex. Green points represent those decoys with ≥ 95% correct contacts, the dashed line represents the tenth percentile score cutoff, and the solid gray line is the line of best fit for those decoys ≤ 5Å RMSD to the native complex structure.
Figure 3.4: An example of average decoy-discrimination performance.
a) Scores for the rigid-body docking decoys of the avian myeloblastosis virus v-Myb structure (1h8a) are plotted relative to their native RMSD values, with the native structure score shown in red. b) The near-native decoy set for this complex. Green points represent those decoys with ≥ 95% correct contacts, the dashed line represents the tenth percentile score cutoff, and the blue points represent the six best-scoring decoys for the decoy set. The line of best fit for decoys ≤ 5Å RMSD to the native complex structure is shown in gray. c) The backbone structures of the native structure (red) and the near-native decoys with ≥ 95% correct contacts (green), rendered relative to the native DNA molecule for the complex. d) The backbone traces of the native structure (red) and the six best-scoring decoy structures in the near-native decoy set (blue).
Figure 3.5: An example of poor decoy-discrimination performance.

a) Scores for the rigid-body docking decoys of a TATA-binding protein from Arabidopsis (1qna) are plotted relative to their native RMSD values. The red asterisk represents the native complex, and the blue point represents the "flipped" false-positive decoy shown in panel d. b) The near-native docking decoy set for this complex. Green points represent those decoys with ≥ 95% correct contacts, the dashed line represents the tenth percentile score cutoff, and the gray line shows the line of best fit for those decoys ≤ 5Å RMSD to the native complex structure. c) The structure of the native complex. d) The structure of the false-positive decoy plotted in light blue in panel a, as an example of the "flip" pathology.
Figure 3.6: The impact of training set size on native structure discrimination.
Two data sets are plotted on a common axis, one representing the native Z-score data for the reduced-atom DFIRE potential, and another representing the equivalent data for the all-atom statistical potential. Each data point represents the change in mean native Z-score for 45 protein-DNA docking decoy sets, calculated from a potential trained using a randomly-selected training set of the size listed. Five replicate experiments were performed per score for each training set, and the means of these replicate experiments are connected using dotted lines. In order to plot to a common axis, the data sets were independently translated such that the maximum mean native Z-score for each potential was placed at a y-axis value of 0.0.
Table 3.1: The relative contribution of nucleic-acid base and backbone contacts to the native Z-score.

All-atom scores were constructed using a subset of training data consisting exclusively of contacts to the nucleic-acid backbone ("BB") or contacts to the nucleic acid bases ("Base"), and these were compared to the full all-atom function ("All") for their ability to calculate native Z-scores and score-RMSD correlations for the near-native docking decoy sets described in . For each structure, the best Z-score and correlation coefficient are shown in bold. Structures are arranged in order of descending mean $\Gamma$ angle, a measurement of overall DNA deformation (per base-step), where higher values indicate a greater overall deformation (164).

<table>
<thead>
<tr>
<th>PDBID</th>
<th>$\Gamma$ (°)</th>
<th>Native Z-Score</th>
<th>RMSD Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BB</td>
<td>Base</td>
</tr>
<tr>
<td>1qna</td>
<td>35.70</td>
<td>-0.98</td>
<td>-0.84</td>
</tr>
<tr>
<td>1d02</td>
<td>13.62</td>
<td>-1.56</td>
<td>-1.69</td>
</tr>
<tr>
<td>1eon</td>
<td>13.41</td>
<td>-1.69</td>
<td>-1.63</td>
</tr>
<tr>
<td>1ckq</td>
<td>12.29</td>
<td>-1.04</td>
<td>-1.02</td>
</tr>
<tr>
<td>1dmu</td>
<td>9.12</td>
<td>-1.45</td>
<td>-1.44</td>
</tr>
<tr>
<td>1qpz</td>
<td>8.53</td>
<td>-2.21</td>
<td>-2.16</td>
</tr>
<tr>
<td>1au7</td>
<td>8.48</td>
<td>-1.62</td>
<td>-1.63</td>
</tr>
<tr>
<td>1jeb7</td>
<td>8.15</td>
<td>-1.66</td>
<td>-1.62</td>
</tr>
<tr>
<td>2cgp</td>
<td>7.84</td>
<td>-1.03</td>
<td>-1.31</td>
</tr>
<tr>
<td>1b3t</td>
<td>7.74</td>
<td>-1.28</td>
<td>-1.17</td>
</tr>
<tr>
<td>1tc3</td>
<td>7.30</td>
<td>-1.35</td>
<td>-1.45</td>
</tr>
<tr>
<td>1g9z</td>
<td>7.17</td>
<td>-2.48</td>
<td>-2.59</td>
</tr>
<tr>
<td>1zme</td>
<td>6.84</td>
<td>-2.09</td>
<td>-2.02</td>
</tr>
<tr>
<td>1a73</td>
<td>6.56</td>
<td>-2.07</td>
<td>-2.05</td>
</tr>
<tr>
<td>1ko5</td>
<td>6.55</td>
<td>-1.84</td>
<td>-1.44</td>
</tr>
<tr>
<td>1bd7</td>
<td>6.41</td>
<td>-1.77</td>
<td>-1.92</td>
</tr>
<tr>
<td>2bop7</td>
<td>6.28</td>
<td>-1.60</td>
<td>-1.44</td>
</tr>
<tr>
<td>1at1</td>
<td>6.21</td>
<td>-1.55</td>
<td>-1.73</td>
</tr>
<tr>
<td>1bc8</td>
<td>6.10</td>
<td>-1.53</td>
<td>-1.22</td>
</tr>
<tr>
<td>1pdm5</td>
<td>6.04</td>
<td>-1.48</td>
<td>-0.90</td>
</tr>
<tr>
<td>1skn</td>
<td>5.96</td>
<td>-1.65</td>
<td>-1.55</td>
</tr>
<tr>
<td>1mjo</td>
<td>5.94</td>
<td>-1.90</td>
<td>-2.12</td>
</tr>
<tr>
<td>1b10</td>
<td>5.88</td>
<td>-0.93</td>
<td>-1.01</td>
</tr>
<tr>
<td>2dgc5</td>
<td>5.75</td>
<td>-1.88</td>
<td>-1.78</td>
</tr>
<tr>
<td>3pvi5</td>
<td>5.71</td>
<td>-1.67</td>
<td>-1.62</td>
</tr>
<tr>
<td>2hdd</td>
<td>5.61</td>
<td>-2.66</td>
<td>-2.56</td>
</tr>
<tr>
<td>1ign</td>
<td>5.19</td>
<td>-1.69</td>
<td>-1.75</td>
</tr>
<tr>
<td>1qpi</td>
<td>5.09</td>
<td>-2.33</td>
<td>-2.25</td>
</tr>
<tr>
<td>1a3q3</td>
<td>5.08</td>
<td>-1.47</td>
<td>-1.51</td>
</tr>
<tr>
<td>1dfm</td>
<td>5.05</td>
<td>-1.11</td>
<td>-1.14</td>
</tr>
<tr>
<td>1q1l</td>
<td>5.04</td>
<td>-1.97</td>
<td>-2.16</td>
</tr>
<tr>
<td>1tro1</td>
<td>5.02</td>
<td>-1.51</td>
<td>-1.52</td>
</tr>
<tr>
<td>1fj1</td>
<td>4.95</td>
<td>-1.63</td>
<td>-1.58</td>
</tr>
<tr>
<td>1h8a(a)</td>
<td>4.82</td>
<td>-1.97</td>
<td>-1.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>1h8a (b)</td>
<td>4.82</td>
<td>-1.70</td>
<td>-1.44</td>
</tr>
<tr>
<td>1f4k</td>
<td>4.80</td>
<td>-0.98</td>
<td>-1.05</td>
</tr>
<tr>
<td>6pax</td>
<td>4.73</td>
<td><strong>-1.24</strong></td>
<td>-0.91</td>
</tr>
<tr>
<td>1h1v</td>
<td>4.53</td>
<td>-1.78</td>
<td>-1.80</td>
</tr>
<tr>
<td>1mn1</td>
<td>4.46</td>
<td>-1.62</td>
<td>-1.53</td>
</tr>
<tr>
<td>1dsz</td>
<td>4.38</td>
<td><strong>-1.22</strong></td>
<td>-0.81</td>
</tr>
<tr>
<td>1hwt</td>
<td>4.13</td>
<td>-1.69</td>
<td>-1.82</td>
</tr>
<tr>
<td>1per</td>
<td>4.09</td>
<td><strong>-1.56</strong></td>
<td>-1.18</td>
</tr>
<tr>
<td>1131</td>
<td>4.02</td>
<td>-1.80</td>
<td><strong>-2.16</strong></td>
</tr>
<tr>
<td>3h1ts</td>
<td>3.67</td>
<td><strong>-0.80</strong></td>
<td>-0.57</td>
</tr>
<tr>
<td>3b1m</td>
<td>3.77</td>
<td>-1.63</td>
<td>-1.63</td>
</tr>
<tr>
<td>mean</td>
<td>-1.61</td>
<td>-1.57</td>
<td>-1.66</td>
</tr>
<tr>
<td>σ</td>
<td>0.40</td>
<td>0.46</td>
<td>0.44</td>
</tr>
</tbody>
</table>
Figure 3.7: All-atom scores for the arginine-guanine interaction.
In each panel, scores for the interaction of specific arginine and guanine atoms are plotted relative to interatomic distance, with the equivalent reduced-atom scores shown as dashed lines. a) The interaction of arginine NH1 (black) and NH2 (red) with guanine O6. b) The interaction of arginine NH1 (black) and NH2 (red) with guanine N7. c) The interaction of arginine Cz with guanine O6 (red) and N7 (black). Here, the reduced-atom equivalent to the arginine Cz-guanine O6 interaction is shown as a red dashed line, with the reduced-atom equivalent to arginine Cz-guanine N7 shown as a black dashed line.
Figure 3.8: All-atom scores for the interaction of asparagine and glutamine with adenine.

Scores are plotted relative to interatomic distance. a) Asparagine O$_{61}$, C$_{\gamma}$, and N$_{82}$ interactions with adenine N6. b) Same asparagine atoms, interactions with adenine N7. c) Glutamine O$_{e1}$, C$_{\alpha}$ and N$_{e2}$ interactions with adenine N6. d) Same glutamine atoms, interactions with adenine N7.
Figure 3.9: DNA sequence discrimination test.
Each box plot represents the distribution of Z-scores for the cognate DNA-binding sequences of 52 protein-DNA complexes, calculated relative to 10,000 random DNA sequences per complex. Box plots are interpreted as in Figure 3.1, with the addition of notches to denote significant differences in median Z-score (non-overlapping notches are considered strong evidence of significance). Mean Z-scores for each score type are shown in red, and connected by lines.
Table 3.2: A comparison of the all-atom method with the Rosetta physical potential function.

The all-atom $Z$-score and ranking of ten minimized native EcoRI complexes are shown relative to 620 minimized DNA sequence mutant decoys generated by Havranek et al. (28) using the Rosetta package. The all-atom $Z$-score, the Rosetta $Z$-score and their ranks are shown for each minimized native structure, with the mean and standard deviation for all structures shown in the final row. Rank is determined by ordering the minimized structures according to score, and counting the best-scoring structure as rank 1, the second-best as rank 2, etc.

<table>
<thead>
<tr>
<th>Structure</th>
<th>All-Atom $Z$-Score</th>
<th>Mean</th>
<th>Rosetta $Z$-Score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.21</td>
<td>18</td>
<td>-1.60</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>-2.27</td>
<td>14</td>
<td>-1.58</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>-2.21</td>
<td>19</td>
<td>-1.60</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>-2.27</td>
<td>12</td>
<td>-1.53</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>-2.27</td>
<td>13</td>
<td>-1.58</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>-2.05</td>
<td>40</td>
<td>-1.61</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>-2.27</td>
<td>15</td>
<td>-1.56</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>-2.28</td>
<td>11</td>
<td>-1.54</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>-2.21</td>
<td>20</td>
<td>-1.60</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>-2.21</td>
<td>21</td>
<td>-1.60</td>
<td>5</td>
</tr>
</tbody>
</table>

Mean ($\sigma$) | -2.22 (0.07) | 18.3 (8.38) | -1.58 (0.03) | 5.5 (3.02)
4 A Knowledge-Based Potential Function Predicts the Specificity and Binding Energy of RNA-Binding Proteins

4.1 Introduction

The sequence-specific recognition of RNA by proteins plays a fundamental role in gene expression by directing different cellular RNAs to specific processing pathways or sub-cellular locations. Experimental studies have explored the molecular basis for the sequence dependence of protein-RNA recognition (169-174), and a number of studies have explored this problem from a structural perspective (1, 8, 106-108, 153, 175-179). However, these previous efforts have mostly emphasized qualitative descriptions of the recognition process, and relatively few attempts have been made to quantify the characteristics of protein-RNA interactions using computational approaches (1). In order to better understand the biological function of RNA-binding proteins, a quantitative description of protein-RNA interactions is needed.

Among the simplest, most successful approaches to the quantitative analysis of biological structures are knowledge-based potential functions. These have been employed in protein structure prediction (13, 14, 16-19, 55, 168, 180), as well as in the prediction of protein-protein (19, 22, 24, 25) and protein-ligand interactions (20-23), yet despite their simplicity, they are useful predictors of structure and molecular interactions. A few works have explored the use of knowledge-based methods for the prediction of protein-DNA interactions from structure (22, 26, 59), and more recently, our group (2) and others (30) have independently demonstrated that simple, knowledge-based potentials can provide quantitative descriptions of protein-DNA interfaces that are comparable to much more complex approaches, such as force fields used for molecular mechanics (30).

The relative scarcity of high-resolution structures of protein-RNA complexes has represented an understandable barrier to the application of knowledge-based computational approaches to the problem of protein-RNA recognition. However, we have
previously demonstrated that a statistical hydrogen bonding (HB) potential can
discriminate native structures of protein-RNA complexes from docking decoy sets (1).
Nonetheless, hydrogen bonds represent only about 25% of contacts between protein and
RNA (106), and there is reason to believe that a more comprehensive, knowledge-based
approach could describe these interactions more effectively.

In this work, we report the application of an all-atom, distance-dependent statistical
potential to the prediction of sequence-specific recognition between proteins and RNA.
We demonstrate that this simple approach can discriminate native complex structures
from near-native decoys, can recapitulate experimentally determined relative binding
energies ($\Delta \Delta G$’s) for several protein-RNA complexes, and can be used to predict the
RNA sequences recognized by a number of different RNA recognition motif (RRM) and
K homology (KH) domains. These results represent the first large-scale, structure-based,
quantitative analysis of protein-RNA recognition processes, and demonstrate that simple,
statistical models can be as powerful as physical potential functions when applied to
problems requiring the high-resolution modeling of protein-RNA interactions.

4.2 Methods

4.2.1 All-Atom Distance Potential

The potential function used here is identical to the method described by Robertson
and Varani (2), with the exception of a modified low-count correction. In this work, the
correction described by Sippl (13) is replaced with a weighted pseudocount method,
where a constant number of pseudocounts ($P$) are added to the observed counts for each
atom pair. These pseudocounts are allocated over distance bins in proportion to the
background frequency ($f(d_{ij})$) values, leading to an updated expression for $f(d_{ij}, t_i, t_j)$:

$$f(d_{ij}, t_i, t_j)_{adj} = \frac{N_{obs}(d_{ij}, t_i, t_j) + P \cdot f(d_{ij})}{\sum_{d_{ij}} N_{obs}(d_{ij}, t_i, t_j) + P}$$  (4.1)
Where $d_{ij}$ is the cartesian distance observed between two atoms $(i,j)$, of types $t_i$ and $t_j$, and $N_{obs}(d_{ij} t_i t_j)$ represents the number of atoms of types $t_i$ and $t_j$ observed in the structure training set, separated by a distance of at least $d_{ij}$.

In the present work, $P$ is set to 75 (a value found empirically to maximize the discrimination power of the score in tests using protein-DNA complexes); no attempt was made to optimize the value of this constant for protein-RNA interactions. As a control, we also tested a simple, contact-counting method, wherein every contact between protein and RNA (within a given distance cutoff) was assigned a score of -1.

4.2.2 Atom Type Selection

Atom score types were assigned using the method of Robertson and Varani (2). Briefly, the all-atom potential treats every atom, in every residue, as a unique type (e.g. Alanine Cβ and Arginine Cβ are considered unique atom types under this scheme), resulting in a total of 158 protein, and 81 RNA atom types.

4.2.3 Training Set Selection

The training set contains crystal structures of protein-RNA complexes downloaded from Protein Data Bank (PDB) (142) with resolution better than 2.5 Å. Structures with more than 20% sequence identity were identified using the ExPASy sequence-redundancy tool (181); the higher-resolution structure of every homologous pair was retained. After filtering, the training set contained 72 protein-RNA complexes (the 50S ribosome structure comprises 28 individual peptide chains in complex with RNA, plus 44 independent protein-RNA crystal structures). Because of the limited number of protein-RNA structures, it was necessary to use a combined training/test set. Thus, in order to assess the performance of the potential without biasing the result, the native structure of scored complexes were excluded from the training set for their scores (i.e. leave-one-out cross-validation).
4.2.4 Construction of Test Sets

Five rigid-body docking decoy sets (originally generated by Chen et al. (1)) were used for initial decoy-discrimination tests in this work. These were constructed using the docking module of ROSETTA, which incorporates energy minimization through the use of a protein side-chain repacking algorithm (70, 182). Each of these decoy sets contains 2000 structures with deviations of between 1-35Å from the native complex structure.

Additionally, near-native decoys were generated for 21 different protein-RNA complexes by extracting time-step structures from molecular dynamics (MD) trajectories, created using AMBER 8 in a deformation-like process with ff99 force field (183). The initial structure of each complex was first minimized in 500 steps (250 steps of steepest-descent and 250 steps of conjugate gradient minimization), then heated from 0K to 400 K (a temperature range empirically chosen to produce mean decoy set deviations in the range 1-5Å RMSD) in 20ps using a Langevin dynamics algorithm (184, 185). Snapshots were taken every 0.05ps, and a total of 400 structures were extracted from each MD simulation. The binding free energy was calculated using the MM_GBSA module of AMBER 8 as:

$$\Delta G_{\text{bind}} = G_{\text{complex}} - (G_{\text{protein}} + G_{\text{RNA}}) \quad (4.2)$$

where $G_{\text{complex}}$, $G_{\text{protein}}$ and $G_{\text{RNA}}$ represent the MM_GBSA-calculated free energies of the protein-RNA complex, the free protein and the free RNA, respectively.

4.2.5 Prediction of Sequence Specificity for RNA-Binding Domains

Because many RNA-binding domains of the RRM superfamily interact in a conserved fashion with four nucleotides across the surface of the β-sheet of the structure (175, 186, 187), and recognition by KH domains appears to be conserved between different domains as well (175, 188-191), we adopted a four-nucleotide model for our sequence-specificity tests. Starting with each complex in our training set (containing one or more RRM or KH domains), we extracted the protein coordinates and the four nucleotides bound at the center of the domain (for structures containing more than one RNA-binding domain, the structure was divided into two independent domains). This
approach was chosen to allow for an unbiased evaluation of the potential function, despite the knowledge that this overly simple model of RRM recognition would fail for certain protein domains that bind anomalously (e.g. U1A protein), or in situations where two domains cooperatively define sequence specificity.

For the selected domains, every nucleotide was replaced by A, U, C and G, systematically, in all possible combinations, using Insight II 2000 (192). Thus, 256 different structures were generated for each binding domain, and minimized using AMBER 8 (183) in 20 steps to regularize the local structure. Some RRM and KH domains in complex with single strand DNA (PDB code: 2UP1, 1WTB, 1X0F, 1ZZI and 1ZZJ) were also included in the test set because recognition of single stranded RNA and DNA are mechanistically similar. Protein mutations were modeled using MOE (193), followed by energy minimization with AMBER; the conformation of the mutated residue with side chain conformation most similar to the native residue was retained.

4.3 Results

4.3.1 Docking Decoy Discrimination

An important property of any potential function used to evaluate the quality of protein-RNA complexes is its ability to discriminate cognate (native, crystallographically determined structures) from non-cognate (decoy) structures. Thus, as a preliminary test of our method, and a direct comparison to previous work, we used our distance-dependent potential to evaluate the docking decoys generated by Chen et al. (1) for their application of the ROSETTA physical potential function to protein-RNA interactions. These decoys were created using a combination of rigid-body docking and protein side-chain repacking, and range in RMSD (to the native complex structure) from less than 1Å, to over 20Å. Thus, although these decoys are not especially near-native structures, they represent a solid basis for comparison to a much more complicated scoring method (the multi-term, hybrid physical/statistical potential function used by ROSETTA).

When scored with the distance-dependent potential, the native complex can always be identified as the best-scoring structure in each of the five decoy sets (Figure 4.1
through Figure 4.5); the native structure Z-scores for these decoy sets are listed in Table 4.1. These values indicate a strong discriminatory ability, comparable to that reported by Chen et al. (1) using their significantly more complicated method. Specifically, the distance-dependent potential outperforms the Chen et al. method for the 1CVJ decoy set (Z-score: -7.02 vs. -5.11), is approximately equivalent to their results for the 1EC6 and 1FXL decoy sets (Z-score: -6.46 vs. -6.53 and -2.66 vs. -2.70), and is worse for the 1JJD and 1URN decoys (Z-score: -6.29 vs. -9.12 and -4.80 vs. -8.39). Overall, the distance potential (using a 6Å cutoff) results in a mean native Z-score of -5.45, versus the value of -6.37 obtained by Chen et al. (Table 4.1); this a statistically insignificant difference (p=0.53, Welch's two-sided t-test). As a control, a simple, contact-counting "potential" was used to evaluate the decoys; this approach was relatively unsuccessful, obtaining a mean Z-score of -2.64, less than half of the mean native Z-score found using the distance potential.

This result is remarkable, because the potential used by Chen et al. contained multiple terms corresponding to packing and solvation, as well as others designed to reproduce the statistical frequency of protein side chains in protein-nucleic acid interfaces. The relative weight of these different terms was found by an optimization procedure that aimed to reproduce the average composition of the interfaces observed in nature. In contrast, the current statistical potential was generated ‘as-is’ from the observed frequency of intermolecular contacts in the database of protein-RNA structures.

Interestingly, we find that the magnitude of the observed Z-scores declines significantly as the contact cutoff is increased from 6Å to 12Å (data not shown), suggesting that short-range contacts provide the bulk of the discriminatory power in these tests. Together, these results suggest that protein-RNA recognition specificity is primarily determined by short-range intermolecular contacts. Long-range phenomena (such as non-local electrostatics) appear to play a more limited role, at least with regard to specificity.
4.3.2 Near-Native Decoy Discrimination

In order to better understand the capabilities of the distance-dependent potential function, we compared its ability to discriminate near-native protein-RNA structures, with that of force field implemented in the AMBER 8 molecular simulation package. We generated near-native protein-RNA decoys for 21 protein-RNA complexes by using AMBER 8 to conduct molecular dynamics simulations of the native protein-RNA complexes, and selecting time-steps from the resulting MD trajectories for each structure. We then scored these decoy structures using the distance-dependent potential function, and examined the correlations between distance scores and AMBER energies for each decoy set; the results of this test are summarized in Table 4.2. This is a difficult test of score performance, and neither the distance potential nor the Amber potential appears to reliably discriminate native structures from these very near-native, MD-generated decoys (average Z-score of -0.69 vs. -0.59, Table 4.2). The observed correlation of the scores with RMSD is also poor (*ibid.*, average $R^2$ of 0.01 and 0.05 respectively). Despite this, the distance-dependent statistical potential shows moderate to strong correlations (average $R^2$ of 0.41) with the energy values predicted by the AMBER force field. This is a remarkable result, in that the distance-dependent potential is able to achieve discrimination performance on par with the (significantly more complicated) method used to generate the decoys in question.

4.3.3 Identifying RNA-Binding Sequences from Structure

Having established the performance of the statistical potential function in tests of decoy discrimination, we investigated the ability of the potential to predict the cognate recognition sequences of RNA-binding proteins. This is a particularly important problem, because sequence specificity is known for only a fraction of all RNA-binding proteins. The ability to predict (or at least, narrow down) the cognate sequence for 'orphan' RNA-binding proteins would greatly facilitate the design of biological experiments. In order to study whether the distance potential can be used to identify the
nucleotide sequences recognized by RNA-binding proteins, the potential was used to score sequence-variant decoys for a number of RRM and KH domain complexes.

This test relied on a specific structural model of the RNA recognition process of RRM and KH domains, wherein four RNA nucleotides are recognized specifically by each domain – a mechanism strongly supported by previous research on the mechanism of protein-RNA recognition for RRM proteins (175, 186, 187) and by the structure of existing KH domains bound to RNA (194). Complexes containing two RNA-binding domains were divided into independent structures (e.g. 1CVJ_1 and 1CVJ_2 represent the first and second Poly-A binding protein domain of structure 1CVJ, respectively), and the two domains were considered as structurally and thermodynamically unrelated. Since the model assumes that each RRM and KH domain binds to 4 nucleotides, we generated a set of $4^4$ (256) different structures for each protein-RNA complex by computationally “threading” all possible four-nucleotide combinations onto the RNA bases nearest the center of the β-sheet structure of the RRM. We then scored these sequence-variant structures with the distance-dependent potential function.

Figure 4.6a shows the results of this analysis. If the potential and model of recognition were perfect – and if each structure was sequence-specific and corresponded to the most favorable sequence recognized by a given domain – the cognate sequences of the tested structures would be expected to rank as number 1. In reality, it is unlikely that the cognate recognition sequences for all domains will be consistently assigned the best score, and therefore, it is more reasonable to express sequence-discrimination performance in terms of percentiles (where perfect discrimination of the cognate recognition sequence would result in a percentile score of 100). Remarkably, we find that 18 of the 29 tested RRM and KH domain complexes had their cognate recognition sequence ranked above the 90th percentile (i.e. had better than 10-fold enrichment for the correct sequence). Furthermore, the distance-dependent potential ranks the cognate recognition sequences of the protein-RNA complexes in our test set above the 90th percentile, on average, compared to the 41st percentile for the control score (Figure 4.6b).
Among successful examples of cognate binding-sequence discrimination, the native sequences of the RRM1 of Sex-lethal protein (1B7F_1) and KH1 domain of Poly-C-binding protein-2 were both ranked first of 256 sequences, while KH domain 3 of hnRNP K (1ZZI), RRM of U2B" protein (1A9N) and RRM 4 of Polypyrimidine Tract Binding protein (2ADC_1) each had their cognate recognition sequences ranked in the top 3. However, prediction was less successful for other classical RRM domains. Again, we observe poor performance in tests with the U1A complex, (the cognate recognition sequence of U1A protein was ranked at 30), but perhaps this is not surprising, due to the non-canonical, 7-nucleotide recognition sequence (AUUGCAC) of the U1A protein (which is obviously not in accordance with the four-nucleotide model of RRM sequence recognition used here) (195). Similar difficulties were likely responsible for the poor results obtained for the Poly-A binding potein (1CVJ_1, rank 19), and RRM1 of the HuD protein (1FXL_1, rank 32). Both Pab and HuD utilize two domains to achieve sequence-specific recognition in a cooperative manner, which, again, is not supported by our simplified model of RRM sequence recognition (196). Notably, however, the non-sequence-specific RNA helicase protein (PDB code: 2DB3, included as a negative control) had an expectedly poor cognate sequence rank of 226/256.

4.3.4 Estimating Experimentally Determined RNA-Binding Affinities

An important characteristic of any potential function for protein-nucleic-acid interactions is the ability to recapitulate the sequence dependence of experimental binding energies; this is a pre-requisite if the potential is to be applied to problems of protein-RNA interface prediction or design. Fortunately, among the limited number of known protein-RNA complex structures, a few also have a relatively dense set of experimentally determined binding constants for interface mutations. We have used these experimentally characterized mutants to create a set of computationally "mutated" structures of the complexes (shown in Table 4.3), and have scored these structures using the distance-dependent statistical potential.
A first instructive example is provided by mutants of bacteriophage MS2 coat protein bound to a small RNA hairpin (197, 198). Starting with the crystal structure of the complex between MS2 coat protein and the cognate RNA hairpin (PDB code: 1ZDI), a series of structures were generated, representing the RNA and protein for which binding constants are mutations reported in the literature. Then the distance-dependent potential scores for these structures were compared to the known binding constants for each mutation. When all of the MS2 mutations were considered together, we observed a poor correlation between distance score and experimental binding affinities (data not shown). However, we obtained excellent correlations between these values when we divided the binding-affinity data into two subsets (Table 4.3, Figure 4.7, Figure 4.8). One set of protein mutations correspond to complexes where the bound RNA hairpin contained an adenine, guanine or uracil base at position -5, and a second set containing five protein mutants where the bound RNA contained a cytosine at this position. For both sets of mutants, the correlation between distance score and experimental binding affinity is strong \( (R^2 = 0.65, \text{Figure 4.7}; R^2 = 0.97, \text{Figure 4.8}) \), and statistically significant at the 95% confidence level. Figure 4.9 shows a likely explanation for this result – the characteristic intramolecular hydrogen bond formed by the cytosine at position -5 (197). When this nucleotide is mutated to any other base, the intramolecular hydrogen bond is lost, leading to a reorganization of the RNA structure. At present, the statistical potential does not consider intramolecular contacts; therefore, contributions to binding energy due to changes in RNA structure are not captured by our current approach.

A second example is the human U1A protein (PDB code: 1URN), which is an extensively studied model of protein-RNA recognition, for which considerable binding studies have been conducted. Interestingly, we observe only poor correlations between the distance-dependent score and the experimentally determined dissociation constants \( (K_d) \) (149) for this protein complex when we conducted a test using a training set of strictly non-homologous protein-RNA structures. However, when the U1A complex itself was included in the training set, we obtained moderate to strong correlations \( (R^2 \) values between 0.27 and 0.65, depending on the choice of distance cutoff). This suggests
an intriguing hypothesis – U1A may bind to RNA in a manner that is structurally unusual, relative to other known RNA-binding proteins. This hypothesis is further supported by our observation that the inclusion of a U1A homolog (the U2B" complex) in the training set can improve the results of this experiment ($R^2$ from 0.04 to 0.39, Table 4.2). Thus, it appears that the structure of the U1A or homology complex adds a set of protein-RNA atomic contacts (i.e. interatomic distances) to the training set that are substantially different than those observed in the 71 other protein-RNA complexes in our set. The U1A complex has long been considered a model for the RRM superfamily, largely because of the availability of NMR and crystallographic structures (199, 200), but it appears that this protein binds to RNA in a manner that is highly unusual. This may reflect the longer RNA sequence recognized by the U1A protein (discussed below), or possibly, the very large conformational changes which have been observed in the RNA upon protein binding (201).

A third example is provided by the Fox-1 protein, which regulates alternative splicing of tissue-specific exons by binding to the GCAUG sequence. The structure of the complex (PDB code: 2ERR) and the experimental binding constants for two sets of related mutations have been recently reported (202): one set for mutations on the Fox-1 protein, and a second set for mutations to its target RNA molecule. A moderately strong correlation was observed between the distance score and the protein mutation data ($R^2 = 0.46$, Figure 4.10), but an anti-correlation was observed for the set of RNA mutations ($R^2 = -0.57$, Table 4.3). The poor performance in this second test likely reflects the failure of the current form of the statistical potential to capture the energetic contribution associated with the disruption of RNA intramolecular interactions that are a characteristic of this complex (202).

Figure 4.11 shows a final example, a universally conserved component of the core of the signal recognition particle (SRP), a ribonucleoprotein that plays a role in targeting newly translated proteins to the endoplasmic reticulum. The structure of the complex (PDB code: 1HQ1) and the binding affinity of a series of RNA mutants have been determined (203). The distance potential results in scores that correlate significantly ($R^2$
with experimental binding affinities for mutations involving substitutions of deoxynucleotides for their corresponding ribonucleotides. However, as observed for Fox1, no significant correlation was found for mutations of nucleotides that disrupt critical RNA intramolecular interactions – in this case, formation of base pairs at or near the binding interface.

4.4 Discussion

The central role of protein-RNA interactions in the regulation of gene expression has led to considerable interest in the biochemical processes underlying these interactions (204-206). However, much of this research has been devoted to the study of the structure/function relationship for individual protein-RNA complexes, and little effort has been made to develop quantitative models that might describe these interactions. Thus, our understanding of the mechanisms driving protein-RNA recognition is currently largely descriptive (177). Recent work on protein-DNA interactions has shown that quantitative models of protein-nucleic-acid recognition can provide insight into the mechanisms of gene regulation (2, 26, 28-30, 82), and promise to allow the rational design of DNA-binding proteins with altered specificity (64, 207). The development of computational tools capable of predicting the specificity of RNA-binding proteins across entire families (such as the RRM superfamily), or of redesigning the specificity of these proteins, would be of equal importance in dissecting post-transcriptional regulatory mechanisms, and in providing new tools to interrogate gene expression pathways.

In previous work, our group demonstrated that a simple, statistical potential function could be surprisingly sensitive and accurate when used to predict protein-DNA interactions from structure (2); this result was corroborated by a similar study, published concurrently by another group (30). Given these results, we hypothesized that the same approach would be equally successful with protein-RNA interfaces. And while various statistical techniques have been used by a number of groups for the prediction of protein structures, protein-DNA and protein-ligand interactions (13, 14, 16, 18, 19, 21-26, 55, 59, 208), such an approach has never been applied to protein-RNA interactions.
In this work, we describe the successful application of the distance-dependent, all-atom statistical potential function developed by our group (for protein-DNA systems), to the prediction of the energetics and recognition specificity of protein-RNA interactions. We demonstrate that scores created by this simple, statistical method correlate well to the energies predicted by a complex physical potential used for molecular dynamics simulations (the AMBER force field), and that the statistical potential can recapitulate experimentally determined binding constants for a number of protein-RNA complexes (with the caveat that it cannot yet capture the effect of mutations on RNA-RNA interactions at or near an interface). Most significantly, however, we demonstrate that this simple technique is remarkably successful at predicting the cognate recognition sequences of a wide variety of sequence-specific, RNA-binding proteins—a first demonstration of this capability by any method. Together, these results suggest that this relatively simple approach can capture the fine structural details of protein-RNA interactions, and that its discriminatory power is on par with far more complicated methods—such as physics-based potentials developed and optimized for molecular dynamics and protein design.

4.4.1 The Impact of Contact Distance Cutoff on Discriminatory Power

The contact distance cutoffs used in this work were varied in order to find the value that maximizes decoy discrimination performance for protein-RNA complexes. Previously, Robertson et al. showed that shorter contact cutoffs result in optimal discrimination ability in protein-DNA complexes (2), whereas Samudrala et al. found that a longer cutoff (>10Å) was better able to discriminate correct structures during protein structure prediction experiments (14). However, Lu et al. has demonstrated that the first coordination shell (i.e. a cutoff between 3.5Å and 6.5Å) achieves the greatest selectivity for protein decoys created using gapless threading procedures (16), so some question remains as to the best choice of contact cutoff for any particular problem. In order to evaluate the influence of different cutoff values in our tests, replicate experiments were conducted using 6Å, 10Å and 12Å distance cutoffs. In nearly all of
our tests, the use of a shorter contact cutoff (6Å) results in greater selectivity for structural details of the interface (Table 4.1). For the prediction of mutation energies, however, a longer cutoff appears to outperform shorter cutoff values for some sets of mutation data (Table 4.3). Some of these mutations are not near the protein-RNA interface (e.g. in the U1A mutations, where the closest mutation to the protein-RNA interface is 8.89Å from the RNA molecule), and only the use of a longer cutoff value can capture these effects. In light of the differing conclusions of previous research into this question, these results imply that a one-size-fits-all approach to energy function design may be limiting. In other words, it may be possible to significantly improve potential functions by customizing their parameterization to particular problem domains.

4.4.2 Prediction of RNA Recognition Sequences from Protein-RNA Structures

An obvious application of any potential function for protein-RNA interactions is the prediction of the cognate binding sequences for RNA-binding proteins. In this work, we have presented the first large-scale, quantitative analysis of the sequence-specificities for K-Homology (KH) and RNA-recognition motif (RRM) domains. In a test of sequence recognition for 29 unique KH and RRM domains, we find that the potential is able to identify (within the 10th percentile) the cognate RNA recognition motifs of these domains approximately 70% of the time. Since not all RRM/KH domains (for example, U1A) obey the simple 4-nucleotide recognition model that we have used here (where each nucleotide makes independent interaction with the protein) (175), this is a remarkably strong result. Despite the simple form of the statistical potential, and the obvious over-simplifications of the 4-nucleotide recognition model, this method is surprisingly robust over the diverse set of RNA-binding domains that we have considered.

4.4.3 Prediction of Protein-RNA Binding Energetics

When we evaluated the relative free energy of a set of mutations for several protein-RNA complexes of known structure, the distance-dependent potential was successful within defined structural classes. Indeed, we observe strong, significant (p <= 0.05)
score-energy correlations for several sets of mutations that we tested; however, in order to achieve these results, it was necessary to subdivide several of the mutation data sets. For example, for the MS2 complex, the mutation data had to be divided into two classes, based on the presence or absence of a cytosine at position -5 in the RNA. A likely explanation for the importance of the -5 cytosine mutation is offered by the observation that mutants containing a cytosine at the -5 position have much lower $K_d$ than all the other mutations. Furthermore, in the complex structure, the amino group of the cytosine at position -5 makes an intramolecular hydrogen bond that increases the propensity of the free RNA to adopt the structure seen in the complex (198), as shown in Figure 4.7c. Such an intramolecular interaction may lead to a preferable contribution to the binding energy; because the distance potential currently measures only intermolecular interactions, it is unable to capture the thermodynamic effect of interactions within the RNA or protein, and of mutation-induced changes in RNA (or protein) structure. The good correlations of distance potential (when sequence mutations are grouped according to the base identity at position -5), suggests strongly that the potential is able to capture the energetic contributions of intermolecular interactions.

The same limitations observed in the MS2 mutation data led to the failures in prediction for RNA mutations in the Fox1 and SRP complexes. In the structure of the Fox-1 complex, nucleotide U1 interacts with C3 by forming an intra-molecular hydrogen bond, while and G2 and A4 form a non-Watson-Crick base pair (202) (Figure 4.12). Four out of the seven Fox-1 RNA mutations we tested directly affect these intramolecular interactions, which are not evaluated by the statistical potential used in this work. In the case of the RNA mutations to the SRP complex, the mutated RNA residues are located in a double-stranded region of RNA, and do not form specific interactions with the protein (203). However, these mutations are expected to alter the structure of the RNA itself, and are likely to introduce conformational changes in the structure of the complex, as well. Again, the effect of these changes in RNA conformation cannot be captured by the intermolecular potential function used here.
Given these observations, it is reasonable to conclude that the omission of protein intramolecular contacts might also limit the predictive power of the method. Nevertheless, we have been able to obtain good predictions for the energetics of a diverse set of protein mutations in our tests: this result may indicate that protein-protein interactions involving interface residues do not contribute significantly to the energetics of protein-RNA recognition. In order to address this question, we are exploring the impact of incorporating intramolecular terms (both protein-protein and RNA-RNA) into the potential function.

4.4.4 The Effect of Training Set Composition on Potential Function Performance

All knowledge-based potentials face the possibility of unintentional bias, because their training depends upon the selection of a representative sample of structural data. If great care is not exercised to ensure that this training set is unbiased (i.e. structurally heterogeneous), it is possible to create a statistical potential that unfairly scores certain structures more favorably than others simply because they are over-represented in the training set.

The challenge of over-fitting is particularly acute for protein-RNA interactions, as there are relatively few high-resolution structures of protein-RNA complexes. Because of this limitation, a combined training/test set was used in this work. In order to avoid bias, a leave-one-out cross-validation strategy was employed: the tested structure was always excluded from the training set. Thus, every test in this work was conducted with a different score, trained using only those structures that were not homologous to the tested protein-RNA complex.

Unfortunately, this strategy leads to situations where there is insufficient training data to capture particular structural phenomena. For example, we observe virtually no correlation between the distance-dependent score and the experimental binding affinity for mutations of U1A protein until the U1A complex structure is added to the training set (Table 4.3). Addition of the homologous U2B” complex structure (PDB code: 1A9N) to the training set in place of U1A can improve these results, indicating that the training set
is missing critical structural information that would help to discriminate native-like contacts unique to the U1A complex (an unusually high-affinity RRM, with a long, seven-nucleotide recognition sequence)(149, 195). Nevertheless, it is important to note that the standards we have established for protein non-homology in the current training set are quite strict, and we anticipate that this problem can be greatly mitigated with the use of less stringent sequence-similarity cutoffs, without unduly biasing the results obtained by the method. Moreover, the performance of the method is certain to improve with the size of the structural database, as more high-resolution protein-RNA structures are made available for analysis.

4.4.5 The challenge of near native decoy discrimination

The question of how to generate and discriminate near-native decoys is still an open challenge for many areas of computational structural biology, such as docking (23, 182) and protein structure prediction (168, 209). In this work, the docking decoy sets created by Chen et al. contain many near-native decoys (e.g. structures < 3Å RMSD) that can be successfully discriminated by the distance-dependent potential (Figure 4.1, insets). However, when testing against the exceptionally near-native decoys generated by extracting snapshots from MD simulations (Table 4.2), we find that none of the potentials we have tested are able to reliably distinguish such non-native decoys from native structures. Moreover, not even Amber (which was used to conduct the MD simulations), was able to discriminate these very near-native structures – on average, Amber does no better than the much simpler, distance-dependent potential at this difficult task. Thus, the question of how to create a potential that is sensitive to the extremely subtle structural variations present in very near-native decoys remains a challenging and important area of research. We are hopeful that the incorporation of terms describing the higher-order geometric preferences of protein-RNA interfaces (e.g. the incorporation of a directional hydrogen-bonding potential, analogous to that used by Chen et al. (1)) will help to enhance the discriminatory power of our method, as will the inevitable increase in high-resolution structural data available for training. Nevertheless, the power of the
distance-dependent potential function is remarkable, given its simplicity; it is on par with the (significantly more complicated) Amber force field in many of our experiments.

4.5 Conclusion

We have introduced a simple, statistical potential function with the ability to discriminate the structures of native protein-RNA complexes from near-native decoys, to reproduce experimentally determined binding affinities for a number of RNA-binding proteins, and to predict cognate binding sequences for a large set of protein-RNA complexes. Despite the simplicity of our approach, this statistical potential performs as well as a significantly more complicated, knowledge-based potential function in tests of docking decoy discrimination. Moreover, in tests with near-native decoy structures, the statistical potential is strongly correlated with the physics-based potential function used by the AMBER package.

This work represents the first large-scale, quantitative investigation of the structural phenomena responsible for sequence-specific protein-RNA recognition. Several results indicate that the performance of this method is on par with the significantly more complicated methods that are widely used for protein design and molecular simulation, yet this work represents only a preliminary study of the approach, and we have made a number of simplifying assumptions that almost certainly negatively affect our results. We anticipate that the performance of the approach will increase with the size of the structural database, and as terms are added to the model to account for protein and RNA intra-molecular interactions that are currently ignored. Nevertheless, even in its current, naïve implementation, this simple, statistical model achieves a high degree of sensitivity to subtle changes in protein-RNA interface structure. We are optimistic that this knowledge-based potential function will find broad application to problems requiring the high-resolution modeling of protein-RNA interfaces, such as structure-based genome annotation, or the rational design of novel RNA-binding proteins.
Figure 4.1: Score-RMSD plot for the Poly-A binding protein (PDB: 1CVJ) docking decoy set.

The score generated by the distance-dependent potential (in arbitrary units) is plotted vs the deviation from the native structure (open circle at RMSD=0). An enlarged view of the near-native decoys (0-3 Å RMSD) is shown as an inset.
Figure 4.2: Score-RMSD plot for the Nova-2 K-Homology domain 3 (PDB: 1EC6) docking decoy set.

The score generated by the distance-dependent potential (in arbitrary units) is plotted vs the deviation from the native structure (open circle at RMSD=0). An enlarged view of the near-native decoys (0-3Å RMSD) is shown as an inset.
Figure 4.3: Score-RMSD plot for the HuD protein (PDB: 1FXL) docking decoy set. The score generated by the distance-dependent potential (in arbitrary units) is plotted vs the deviation from the native structure (open circle at RMSD=0). An enlarged view of the near-native decoys (0-3Å RMSD) is shown as an inset.
Figure 4.4: Score-RMSD plot for the SRP19 protein (PDB: 1JID) docking decoy set. The score generated by the distance-dependent potential (in arbitrary units) is plotted vs the deviation from the native structure (open circle at RMSD=0). An enlarged view of the near-native decoys (0-3Å RMSD) is shown as an inset.
Figure 4.5: Score-RMSD plot for the U1A protein (PDB: 1URN) docking decoy set. The score generated by the distance-dependent potential (in arbitrary units) is plotted vs the deviation from the native structure (open circle at RMSD=0). An enlarged view of the near-native decoys (0-3Å RMSD) is shown as an inset.
Figure 4.6: Structure-based identification of RRM recognition sequences.
(a) The cognate sequence rank by distance potential (cutoff = 6Å) in RRM/KH domain sequence decoy sets. The dashed line represents the 10th percentile rank. (b) Comparison of the discrimination ability of the distance potential and the contact-counting method.
Figure 4.7: Correlation between scores generated by the distance-dependent statistical potential and experimental binding free energies (logKd) for mutants of the MS2 coat protein containing nucleotides other than cytosine at position -5 of the RNA molecule.
Figure 4.8: Correlation between scores generated by the distance-dependent statistical potential, and experimental binding free energies for mutants of the MS2 coat protein complex containing cytosine at position -5 of the RNA molecule.
Figure 4.9: The characteristic hydrogen bond between the amino group of cytosine -5 and the phosphate oxygen of uracil -6 observed in the structure of the MS2 coat protein complex with RNA.
Figure 4.10: Correlation between scores generated by the distance-dependent statistical potential and experimental binding free energies (logKd) for mutants of the Fox1 protein.
Figure 4.11: Correlation between scores generated by the distance-dependent statistical potential and experimental binding free energies (logKd) for ribose to deoxyribose mutants of a universally conserved protein component of the Signal Recognition Particle.
Figure 4.12: The intramolecular hydrogen bond between uracil-1 and cytosine-3, and the non-Watson-Crick base pair between guanine-2 and adenine-4 for the RNA in complex with Fox-1 protein (PDB code: 2ERR).
Table 4.1: Native Z-scores and score-RMSD correlation coefficients for the protein-RNA docking decoy sets prepared by Chen et al.

<table>
<thead>
<tr>
<th></th>
<th>Orientation Dependence</th>
<th>Coulombic</th>
<th>Native-RMSD</th>
<th>Contact Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1CVJ</td>
<td>-7.02</td>
<td>-1.19</td>
<td>-5.11</td>
<td>-2.44</td>
</tr>
<tr>
<td>1EC6</td>
<td>-6.46</td>
<td>-1.09</td>
<td>-6.53</td>
<td>-3.00</td>
</tr>
<tr>
<td>1FXL</td>
<td>-2.66</td>
<td>-1.55</td>
<td>-2.70</td>
<td>-1.26</td>
</tr>
<tr>
<td>1JID</td>
<td>-6.29</td>
<td>-1.36</td>
<td>-9.12</td>
<td>-3.09</td>
</tr>
<tr>
<td>1URN</td>
<td>-4.80</td>
<td>-1.35</td>
<td>-8.39</td>
<td>-3.39</td>
</tr>
<tr>
<td>Mean</td>
<td>-5.45</td>
<td>-1.31</td>
<td>-6.37</td>
<td>-2.64</td>
</tr>
<tr>
<td>σ</td>
<td>1.76</td>
<td>0.18</td>
<td>2.58</td>
<td>0.84</td>
</tr>
</tbody>
</table>

* Using a 6Å contact cutoff.

* From Chen et al.
Table 4.2: Z-scores and correlations for observed for near-native decoys generated by MD simulation.

<table>
<thead>
<tr>
<th></th>
<th>Distance Dependent</th>
<th>Distance Dependent</th>
<th>Rmsd</th>
<th>Rmsd</th>
<th>Amber</th>
<th>Distance Dependent vs. Amber (R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1B7F</td>
<td>2.33</td>
<td>-3.51</td>
<td>-3.01</td>
<td>0.34</td>
<td>0.31</td>
<td>0.37</td>
</tr>
<tr>
<td>1CVJ</td>
<td>2.63</td>
<td>-1.13</td>
<td>-0.44</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.51</td>
</tr>
<tr>
<td>1DFU</td>
<td>2.45</td>
<td>-1.82</td>
<td>-1.93</td>
<td>0.07</td>
<td>0.08</td>
<td>0.39</td>
</tr>
<tr>
<td>1E7K</td>
<td>2.58</td>
<td>-0.38</td>
<td>0.83</td>
<td>-0.03</td>
<td>-0.13</td>
<td>0.34</td>
</tr>
<tr>
<td>1EC6</td>
<td>5.21</td>
<td>-3.02</td>
<td>-2.29</td>
<td>0.5</td>
<td>0.83</td>
<td>0.71</td>
</tr>
<tr>
<td>1FJE</td>
<td>3.54</td>
<td>1.49</td>
<td>2.51</td>
<td>-0.24</td>
<td>-0.27</td>
<td>0.42</td>
</tr>
<tr>
<td>1FXL</td>
<td>2.22</td>
<td>-1.32</td>
<td>-1.34</td>
<td>0.05</td>
<td>0.11</td>
<td>0.47</td>
</tr>
<tr>
<td>1JBS</td>
<td>2.46</td>
<td>-0.31</td>
<td>0.60</td>
<td>0.00</td>
<td>-0.23</td>
<td>0.38</td>
</tr>
<tr>
<td>1JID</td>
<td>2.92</td>
<td>0.26</td>
<td>1.05</td>
<td>-0.19</td>
<td>-0.24</td>
<td>0.54</td>
</tr>
<tr>
<td>1K1G</td>
<td>3.48</td>
<td>0.52</td>
<td>1.95</td>
<td>-0.1</td>
<td>-0.26</td>
<td>0.52</td>
</tr>
<tr>
<td>1KNZ</td>
<td>2.44</td>
<td>-1.39</td>
<td>-1.69</td>
<td>0.00</td>
<td>0.22</td>
<td>0.24</td>
</tr>
<tr>
<td>1M8W</td>
<td>2.47</td>
<td>-1.10</td>
<td>-1.21</td>
<td>0.21</td>
<td>0.36</td>
<td>0.44</td>
</tr>
<tr>
<td>1R9F</td>
<td>2.55</td>
<td>-1.24</td>
<td>-0.19</td>
<td>0.1</td>
<td>-0.04</td>
<td>0.11</td>
</tr>
<tr>
<td>1RKJ</td>
<td>3.85</td>
<td>0.92</td>
<td>3.00</td>
<td>-0.08</td>
<td>-0.56</td>
<td>0.19</td>
</tr>
<tr>
<td>1URN</td>
<td>3.06</td>
<td>-1.08</td>
<td>-2.88</td>
<td>0.04</td>
<td>0.36</td>
<td>0.46</td>
</tr>
<tr>
<td>2AD9</td>
<td>3.94</td>
<td>-0.68</td>
<td>-2.09</td>
<td>0.00</td>
<td>0.02</td>
<td>0.42</td>
</tr>
<tr>
<td>2ADB</td>
<td>2.66</td>
<td>0.37</td>
<td>-2.15</td>
<td>-0.24</td>
<td>0.01</td>
<td>0.16</td>
</tr>
<tr>
<td>2ADC</td>
<td>3.01</td>
<td>-0.21</td>
<td>-0.65</td>
<td>-0.23</td>
<td>-0.23</td>
<td>0.63</td>
</tr>
<tr>
<td>2ASB</td>
<td>2.12</td>
<td>-0.94</td>
<td>-2.07</td>
<td>0.23</td>
<td>0.64</td>
<td>0.48</td>
</tr>
<tr>
<td>2ATW</td>
<td>2.19</td>
<td>-1.38</td>
<td>-2.94</td>
<td>0.19</td>
<td>0.76</td>
<td>0.33</td>
</tr>
<tr>
<td>2CJK</td>
<td>2.75</td>
<td>1.42</td>
<td>2.47</td>
<td>-0.36</td>
<td>-0.65</td>
<td>0.42</td>
</tr>
</tbody>
</table>

| Mean | -0.69 | -0.59 | 0.01 | 0.05 | 0.41   |
| σ    | 1.28  | 1.94  | 0.21 | 0.39 | 0.15   |
Table 4.3: Correlations observed between the distance-dependent score and the experimental free energy of binding for several mutant protein-RNA complexes.

<table>
<thead>
<tr>
<th>Protein mutations</th>
<th>Distance-dependent</th>
<th>Contact Counting</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS2 mutations (w/o cytosine-5)</td>
<td>0.43</td>
<td>0.19</td>
</tr>
<tr>
<td>MS2 mutations (w/ cytosine-5)</td>
<td>0.81</td>
<td>0.43</td>
</tr>
<tr>
<td>U1A protein mutations (^a)</td>
<td>0.27</td>
<td>0.29</td>
</tr>
<tr>
<td>U1A protein mutations (^b)</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Fox-1 complex</td>
<td>0.40</td>
<td>0.47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RNA mutations</th>
<th>Distance-dependent</th>
<th>Contact Counting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fox-1 complex</td>
<td>0.20</td>
<td>0.30</td>
</tr>
<tr>
<td>Signal Recognition Particle; DNA mutants</td>
<td>0.87</td>
<td>0.36</td>
</tr>
<tr>
<td>Signal Recognition Particle; RNA mutants</td>
<td>-0.07</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\(^a\) The native U1A complex was included in the training set for this experiment.

\(^b\) The U2B\(^{\text{a}}\) complex (U1A homolog) was included in the training set for this experiment.
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