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Abstract

The Perturbative and Non-Perturbative QCD Effects in the Azimuthal Distribution of Hadron Jets Observed in Muon Deep Inelastic Scattering

by Zhong Jin

Chairperson of Supervisory Committee: Professor Henry J. Lubatti
Department of Physics

Azimuthal asymmetry of hadron jets produced in deep inelastic muon scattering is studied for the first time. The data were collected at the experiment E665 at Fermilab during 1991-1992 using liquid hydrogen and deuterium targets. The muon beam had a mean energy of 500 GeV. A detailed study of various popular algorithms for identifying jets within an event leads us to choose the modified JADE algorithm and the Ellis-Soper algorithm for the energy range of this experiment. A total of 143639 events with $Q^2 > 3 \text{GeV}^2$ and $W^2 > 25 \text{GeV}^2$ are used in this analysis. Using the identified 2-jet events we studied the azimuthal distributions of the jets in the center of mass frame of the target and virtual photon. Comparison with the perturbative QCD prediction is made.
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Chapter 1

INTRODUCTION

1.1 Deep Inelastic Scattering

A very powerful way of experimentally investigating the strongly interacting particles (hadrons) is to probe them with high energy leptons. The interactions between leptons and hadrons are mediated by virtual photons which have completely known properties. This permits a fine control of variables, and decreases the theoretical complexity of the interactions. Deep Inelastic Scattering (DIS) is such a method and has been proved to be very effective in investigating the structure of the nucleus, and even the nucleon.

The lepton-nucleus scattering experiment is shown schematically in Figure 1.1. A lepton with four-momentum \( k = (E, \vec{k}) \) scatters off the nucleus and emerges at an angle \( \theta \) with momentum \( k' = (E', \vec{k'}) \).

![Figure 1.1: Schematic view of lepton nucleus scattering.](image)
The effective probe of the structure within the nucleus is the exchanged virtual photon with momentum \( q = k - k' \) and \( q^2 = -Q^2 \) where \( Q^2 > 0 \). The resolving power of this probe is the "wavelength" \( \hbar / Q \) and so the degree of structure revealed increases with \( Q^2 \). The energy of the virtual photon is \( \nu = E - E' \) in the lab frame. For low values of \( Q^2 \) (\( \sim 0.01 \text{ GeV}^2 \)) the nucleus recoils as a whole with \( \nu = \nu_{el} = Q^2 / 2M_A \) where \( M_A \) is the nuclear mass, and can move into an excited state with \( \nu = \nu_{el} + (M_A^2 - M_A^2) / 2M_A \). If we use the variable \( x = Q^2 / 2M_A \nu \), elastic scattering corresponds to \( x = 1 \). As \( Q^2 \) increases, the elastic cross-section decreases. When \( Q^2 \) reaches about 0.1 \text{ GeV}^2, the photon is scattering off the constituent nucleons with \( \nu = Q^2 / 2M \). Here \( M \) is the nucleon mass. \( x \) is now redefined as \( x = Q^2 / 2M \nu \). As \( Q^2 \) increases more, the structure of the nucleon is being probed. This is the region called deep inelastic scattering (DIS). If we interpret a nucleon (for example proton) as consisting of three point-like quarks (\( uud \)), we might expect that this quark structure would produce peaks around \( x = \frac{1}{3} \) because \( x \) is approximately the momentum fraction of each constituent. In practice, we see a smooth continuum rising toward \( x = 0 \) as \( Q^2 \) increases, which we attribute to sea quarks or gluons.

By studying the behavior of the outgoing particles resulting from the nucleon breakup, information about the structure of the nucleon can be extracted.

The electromagnetic coupling between the photon and the lepton (\( \alpha_{EM} \)) is small according to the well understood Quantum ElectroDynamics (QED). In other words, perturbative techniques of QED can be applied and the radiative corrections to the Born diagram can be calculated to a satisfying precision. Using the single photon exchange approximation allows the diagram to be factorized into the leptonic part and the hadronic part as in Figure 1.2. Thus one can study in general the hadron vertex while the probing energy \( Q^2 \) can be determined by the scattering angle \( \theta \) and the energy \( E' \).

This thesis deals with the single photon exchange approximation unless otherwise indicated. The definitions of the commonly used kinematic variables in DIS are given
Figure 1.2: The Feynman diagram for one photon exchange DIS event $l + N \rightarrow l' + X$

below:

$$Q^2 = -q^2 = -(k - k')^2 > 0,$$
$$s = (P + k)^2,$$
$$W^2 = P_X^2,$$
$$\nu = (P \cdot q)/M = (W^2 + Q^2 - M^2)/2M \rightarrow \text{lab } E - E',$$
$$x = Q^2/(2p \cdot q) = Q^2/2M\nu,$$
$$y = (P \cdot q)/(P \cdot k) \rightarrow \nu/E.$$

(1.1)

Target nucleon has momentum $P$. $P_X$ is the momentum of the hadronic system $X$. Here we neglect the mass of the leptons.

1.2 Muon Source

The first muon inelastic scattering experiment was carried out at the Brookhaven National Laboratory (BNL March 1969) [1] using carbon as target. The first muon hydrogen inelastic scattering experiment was conducted in the Stanford Linear Accelerator (SLAC November 1969) [2]. Compared to the electron-hadron inelastic scattering, a muon source is favored due to the following reasons:

1) Small radiative corrections.

Radiative corrections are the higher order perturbative QED calculations. The real photon emission from the lepton and the leptonic vertex account for the bulk of
all radiative corrections. Large logarithmic terms of the form $(\alpha EM/\pi)\ln(Q^2/m^2)$ are typically associated with the radiation of collinear photons. Also, the polarization of the vacuum alters the Coulomb field of a point charge in a region $r \sim 1/m$. Outside this region, the change decreases exponentially [3]. Muons, with a mass of $105.658389 \pm 0.000034\ MeV$[5], are 206.768 times as heavy as electrons. This makes the radiative corrections much smaller than that of electrons.

2) Readily produced.

Muon beams can be obtained from the decay of charged pions, which can be easily obtained from the interaction of protons extracted from the proton accelerators like the Tevatron at Fermilab. However, high energy electron beams are difficult to produce, due to the synchrotron radiation. Under the circular acceleration or in storage ring, the energy radiated per particle per turn is [4]

$$\Delta E = \frac{4\pi e^4 \beta^2 \gamma^4}{3 \rho},$$  

(1.2)

where $\rho$ is the bending radius, $\beta$ is the particle velocity and $\gamma = \frac{1}{\sqrt{1-\beta^2}}$. $\beta \gamma = P/m$. For a relativistic electron and muon of the same momentum the energy loss is in the ratio of $(m_e/m_\mu)^4$, or $10^9$ times smaller for a muon compared to an electron. Therefore, for electrons linear accelerator is used. SLAC, using a linear accelerator, can only obtain electron beams up to about 50 GeV compared to the average 500 GeV muon beam at Fermilab. Naturally muons became high-energy, charged-lepton probes.

3) Easy to detect and identify.

In muon-nucleon DIS experiments, electroweak interactions dominate. In these experiments, muons are identified as the only only particle that can penetrate the iron absorber with enough energy to create signals in the detectors.

The muon lifetime is about $\tau = 2.2 \times 10^{-6}\ sec$. For relativistic muons, this corresponds to a distance of $\beta \gamma c \tau$, about 6.24 $Km$ per $GeV$, considerably longer than the size of any laboratory. Therefore, we can consider that muons do not decay before they reach our detectors.

---

1 The mass is known more precisely in $u$ (atomic mass units): $m_\mu = 0.113428913 \pm 0.000000017\ u$. 1 $u = 931.49432 \pm 0.00028\ MeV$, involves the relatively poorly known electronic charge[5].

2 At LEP, synchrotron is used to accelerate electrons and positrons. Nevertheless, even with a boost, the highest beam energy that can be achieved is around 93 GeV.
1.3 E665 Convention

E665 is a fixed target muon scattering experiment at Fermilab. The average beam energy is 500 GeV. The analysis in this thesis is based on the E665 data which were taken in 1991. We use the standard E665 coordinate system which is right-handed with the X-axis along the nominal beam direction and the vertical Z-axis pointing up. In the center of mass frame of the virtual photon and the target, the X-axis is the direction of the virtual photon. We will be working in the units where the speed of light \( c = 1 \).
Chapter 2

QCD & AZIMUTHAL ASYMMETRY

2.1 Quark Parton Model

In the late 1960s, a series of deep inelastic scattering experiments were carried out at SLAC using electron scattering off proton and deuterium targets. They found that the $q^2$ dependence of the deep continuum is considerably weaker than expected [6], which implied that the nucleons are made of hard point-like constituents, or partons, and for the first time the variable $q^2/\nu$ was used to make "a fairly universal representation".

In the single photon exchange approximation, the inelastic cross-section for unpolarized target can be written down in general as:

\[
\frac{d^2\sigma}{d\nu dQ^2} = \frac{4\pi\alpha^2_{em}E'}{Q^4\varepsilon} \left[ 2W_1(\nu, Q^2)\sin^2\frac{\theta}{2} + W_2(\nu, Q^2)\cos^2\frac{\theta}{2} \right]
\]

where $Q^2 = -q^2$, $W_1$ and $W_2$ are the structure functions characterize the features of the scattering other than the photon propagator,

In 1969, the famous scaling of the structure functions predicted by Bjorken [8] was observed in $ep$ scattering [7]. These structure functions $W_1$ and $W_2$, which characterize the features of the scattering, were observed to depend only on one scaling variable, $x = Q^2/M\nu$. Bjorken calculated that, for the single photon exchange approximation, in the limit of $\nu, Q^2 \rightarrow \infty$ and $Q^2/\nu$ fixed,

\[
MW_1(\nu, Q^2) \rightarrow F_1(Q^2/M\nu) \\
\nu W_2(\nu, Q^2) \rightarrow F_2(Q^2/M\nu)
\]

In 1969, Feynman [9] proposed the intuitive parton picture to understand Bjorken scaling, which was formalized later. A formal derivation can be found in reference [10] for example.

In the parton model, the proton is regarded as a collection of partons. So deep inelastic scattering is just a incoherent sum of the individual elastic scattering of
virtual photon on the partons. In the impulse approximation, DIS can be described by Figure 2.1, where the partons do not interact with each other. In the high proton momentum limit, the cross-section is proportional to the probability $f_i(x)$ of finding a parton of type $i$ carrying a fraction $x$ of the momentum of the proton $P$, or momentum $xP$.

According to the quark model, all hadrons are made of a small variety of quarks. This led to the hypothesis that quarks were the partons [11]. In the Quark Parton Model, the baryons (mesons) are composed of three (two) valence quarks and a core of an indefinite number of quark-antiquark pairs, and

$$F_1(x) = \sum_i e_i^2 f_i(x),$$
$$F_2(x) = \sum_i e_i^2 2x f_i(x),$$

where $e_i$ is the charge of quark $i$ in unit of $e$. There are also gluons among the constituents, because the quarks do not account for all of the momentum of the nucleon.

The spin $\frac{1}{2}$ nature of the quarks is reflected in the Callan and Gross relation [12]:

$$F_2(x) = 2xF_1(x)$$
from which it follows that the coupling of the longitudinal part of the quark must vanish. This is consistent with the small values of $R = \sigma_L/\sigma_T \lesssim 0.2$ [13] measured at SLAC.

2.2 Quantum Chromo-Dynamics

The success of the Quark parton model in explaining all "hard" processes, i.e. reactions with large momentum transfer, relies on the assumption of the impulse approximation. Following the new renormalization of gauge fields by G. 't Hooft in 1971 [14], [15] and 1972 [16], Gross and Wilczek [17] and Politzer [18] showed that non-Abelian gauge theories have, up to calculable logarithmic corrections, free-field asymptotic behavior and suggested that Bjorken scaling is obtained from strong-interaction dynamics based on non-Abelian gauge symmetry. As a result, Quantum Chromo-dynamics (QCD) became the accepted quark field theory and the general theory for strong interactions.

The basic idea of QCD is that each flavor of quark appears in any of three colors which generate an SU(3) group; in addition the gauge bosons (gluons) also carry color "charge". So gluons can interact with each other directly. As in Quantum Electrodynamics (QED), in the QCD Lagrangian, the effective quark gluon coupling $\alpha_s$ depends on the probing energy $Q^2$ ("runs"). The fermion loops in the gauge boson propagator have a "screening" effect which reduces the effective strong coupling at large distances. However, the gluon loops have an anti-screening effect. Figure 2.2 shows the one loop correction for both QED and QCD.

![Figure 2.2: The Feynman diagram for one-loop correction to the boson propagator](image-url)
To leading order the effective coupling is given by

\[ \alpha_s(Q^2) = \frac{4\pi}{\beta_0 \ln(Q^2/\Lambda^2)} \]  

(2.2)

where \( \beta_0 = 11 - \frac{2}{3}N_f \), \( N_f \) is the number of quark flavors and \( \Lambda \) is the natural momentum scale of QCD. As long as there are less than 16 quark flavors \( \beta_0 > 0 \), consequently \( \alpha_s(Q^2) \to 0 \) as \( Q^2 \to \infty \), making the quarks asymptotically free.

The Quark Parton Model with exact scaling and \( \sigma_L = 0 \) can be regarded as the zeroth order approximation of perturbative QCD.

2.2.1 Leading order QCD in DIS

The first order QCD processes that occur in DIS are shown in Figure 2.3. The photon-gluon fusion processes and gluon bremsstrahlung processes contribute to scaling violations of the structure functions and will be manifest in many variables. DIS has been a testing ground for perturbative QCD. Measurement of the azimuthal asymmetry of the final hadronic system was suggested as one of ways to study the perturbative corrections [19].

2.3 Azimuthal Distribution

The relevant hadron azimuthal angle, \( \phi \), in semi-inclusive leptoproduction \( l + p \to l' + h + X \) is the angle of the hadron momentum projected on the plane that is perpendicular to the lepton scattering plane (formed by the virtual photon and the leptons in the center of mass frame), as shown in Figure 2.4.

2.3.1 Perturbative QCD Effect

Georgi and Politzer [19] computed to first order in \( \alpha_s \), the expectation value

\[ \langle \cos \phi \rangle = \frac{2\alpha_s^2}{Q^2} \frac{4\alpha_s}{3y} (2 - y) \sqrt{1 - y} \int_{x_{Bj}}^{1} \frac{dx}{x} \int_{z_H}^{1} \frac{dz}{z} \sum_j e_j^2 [A_j + B_j + C_j], \]  

(2.3)

where \( x = Q^2/2p \cdot q \) and \( z = p \cdot p'/p.q \) are the scaling variables. Here \( p \) is the momentum of either the struck quark in the gluon bremsstrahlung or the gluon in the photon-gluon fusion, and \( p' \) is one of the two outgoing quarks (or gluons) in the
Figure 2.3: Feynman diagrams of the first order QCD processes in DIS.
Figure 2.4: Definition of the azimuthal angle $\phi$. 
first order QCD process. \( A_j \) and \( B_j \) come from gluon-bremsstrahlung while \( C_j \) arises from photon-gluon fusion (see in Figure 2.3). The individual contributions are

\[
A_j = - \sqrt{\frac{xz}{(1-x)(1-z)}}[xz + (1-x)(1-z)]F_j \left( \frac{xB_j}{x}, Q^2 \right) D_j \left( \frac{zH}{z}, Q^2 \right),
\]

\[
B_j = \sqrt{\frac{x(1-z)}{(1-x)z}}[x(1-z) + (1-x)z]F_j \left( \frac{xB_j}{x}, Q^2 \right) D_G \left( \frac{zH}{z}, Q^2 \right), \tag{2.4}
\]

\[
C_j = - \frac{3}{8} \frac{x(1-z)}{z(1-z)} (1-2x)(1-2z)F_G \left( \frac{xB_j}{x}, Q^2 \right) D_j \left( \frac{zH}{z}, Q^2 \right),
\]

where \( j \) labels the quark or antiquark coupled to the electromagnetic current, and \( G \) labels a gluon distribution \( (F_G) \) or a decay function \( (D_G) \). They argued that at large \( z_H \), it is reasonable to assume that the gluon decay function is smaller than the quark decay function. Therefore, \( A_j \gg B_j \) and the struck quarks tend to produce hadrons with negative \( \langle \cos \phi \rangle \). The contribution from gluons in the target, \( C \), can have either sign. But at small \( xB_j \), if \( f_G(\xi) \rightarrow k/\xi \) as \( \xi \rightarrow 0 \), where \( k \) is a constant, \( C_j \) integrates to zero (the quark-antiquark pair is produced symmetrically). Furthermore, if \( F_j(\xi) \rightarrow k_j/\xi \) as \( \xi \rightarrow 0 \), they derived that as \( xB_j \rightarrow 0 \) for large \( z_H \),

\[
\langle \cos \phi \rangle = - \frac{\alpha_s}{2} \frac{(2-y)\sqrt{1-y}}{1 + (1-y)^2} \frac{\kappa \sqrt{1-z_H}}{\kappa}, \tag{2.5}
\]

where \( \kappa \approx 1 \) depends only weakly on the shape of the decay functions. They also concluded that this asymmetry is large enough to be detected and nonperturbative effects resulting from the quark confinement should not produce this kind of asymmetry at \( xB_j \approx 0 \). Hence the measurement of \( \langle \cos \phi \rangle \) provides a clean test of the perturbative QCD.

### 2.3.2 Non-Perturbative QCD Effect – Intrinsic \( K_T \)

In contrast, Cahn cast doubt on the utility of azimuthal asymmetry as a clean perturbative QCD test [20]. Using the simple quark parton model, he calculated, for electroproduction, in the deep inelastic limit \( (\nu \gg Q, \text{ and } \cos(\theta/2) \approx 1) \), to lowest order in \( K_T/Q \), the cross-section

\[
\sigma \propto A + B \cos \phi + C \cos 2\phi \tag{2.6}
\]
with \(^1\)

\[
A = 1 + (1 - y)^2,
\]

\[
B = -\frac{4K_T}{Q^2}(2 - y)\sqrt{1 - y}, \tag{2.7}
\]

\[
C = \frac{4K_T^2}{Q^2}(1 - y).
\]

Therefore, we have

\[
\langle \cos \phi \rangle = -\left(\frac{2K_T}{Q}\right) \frac{(2 - y)\sqrt{1 - y}}{1 + (1 - y)^2}, \tag{2.8a}
\]

\[
\langle \cos 2\phi \rangle = -\left(\frac{2K_T^2}{Q^2}\right) \frac{1 - y}{1 + (1 - y)^2}, \tag{2.8b}
\]

where \(y = \nu/E\) and \(K_T\) is the intrinsic transverse momentum of the struck parton defined by

\[
p = \xi P + K_T
\]

\[
K_T = (0, K_T \cos \phi, K_T \sin \phi, 0) \tag{2.9}
\]

and \(p\) and \(P\) are the momenta of the struck parton and the target proton, respectively. In his later paper [21], he further argued that the proper sum of cross-sections contributed by individual partons does not introduce an extra \(\cos \phi\) dependence, and the integration over final hadrons or hadron jets does not result in more azimuthal dependence. Thus Eq. 2.8 deduced from the simple single quark calculation remains correct for measuring the azimuthal asymmetry of \(ep\) scattering.

It is worth emphasizing that Cahn's \(\phi\) is defined as the azimuthal angle between the intrinsic \(K_T\) and the leptonic plane as in Figure 2.5, not the individual hadron azimuthal angle as in Figure 2.4. He also concluded that this \(\phi\) dependence is reflected in the final hadron distribution, but the observed hadron transverse momentum should be replaced by \(p_{TH}/z_H\) before being interpreted as the parton transverse momentum \(K_T\).

\(^1\) The coefficients of \(B\) and \(C\) are twice as what appeared in Cahn's first paper [20], because Eq. 11 of [20] should be

\[
s \approx 2x\frac{M E}{2} (1 - 2(K_T/Q) \sqrt{1 - y} \cos \phi),
\]

\[
-u \approx 2x\frac{M E'}{2} (1 - 2(K_T/Q) \sqrt{1 - y} \cos \phi).
\]

Cahn's next paper [21] did correct this.
Figure 2.5: Cahn’s definition of $\phi$.

Considering the hadronization, if the decay or fragmentation function introduces transverse momentum, the magnitude of the azimuthal asymmetry will be reduced. But still, the asymmetry varies as $Q^{-1}$ at fixed $p_{T_H}/z_H$ while the perturbative QCD result varies slowly with $Q^2$ at high $z_H$ due to the logarithmic dependence of $\alpha_s$. In the limit $z_H \to 1$, the perturbative QCD prediction vanishes, but the parton model predicts the largest asymmetry.

2.3.3 Effect of $p_{T_{\text{cut}}}$

J. Chay, S. Ellis and W. Stirling [22] introduced another factor in the hadron azimuthal asymmetry: the experimental cut-off of the hadron transverse momentum, $p_T$. They discussed in detail how the combination of the intrinsic $K_T$ and the first order QCD contributions to the azimuthal asymmetry of final hadrons depend on this $p_T$ by using a simple mathematic model.

They assumed that the parton distribution function as a function of the intrinsic parton transverse momentum is a product of

$$ F \rightarrow F(\xi, Q^2) f(\vec{K}_T) \, d^2\vec{K}_T. \tag{2.10} $$

Further more, they assumed that $f(K_T)$ can be parametrized as a Gaussian with width $a$,

$$ f(\vec{K}_T) = f(|\vec{K}_T| = \rho) = \frac{1}{a^{2}\pi} e^{-\rho^2/a^2}, \tag{2.11} $$

which is normalized to unity.

$$ \int d^2 \rho f(\rho) = 1. $$

The average intrinsic transverse momentum is then

$$ \langle K_T \rangle = a \sqrt{\pi}/2. $$
They accounted for the transverse momentum introduced by the fragmentation process in a similar fashion. They assumed that the final hadron is given by \( p_H = \xi' p_p + \vec{p}_t \), with \( z_H = \xi' z \) and the fragmentation function

\[
D \rightarrow D(\xi', Q^2) d(\vec{p}_t) d^2 \vec{p}_t ,
\]

where

\[
d(\vec{p}_t) = d(|\vec{p}_t| = \rho') = \frac{1}{b^2 \pi} e^{-\rho'^2/b^2}
\]

is a simple Gaussian of width \( b \) normalized to unity.

The measured average value of \( \cos \phi \) is given by

\[
\langle \cos \phi \rangle = \frac{\int d\sigma^{(0)} \cos \phi + \int d\sigma^{(1)} \cos \phi}{\int d\sigma^{(0)} + \int d\sigma^{(1)}}
\]

where we ignore the higher order terms.

To the lowest order, in the limit \( M^2/Q^2 \ll 1 \) and neglecting higher order in \( \rho^2/Q^2 \), they obtained

\[
\int d\sigma^{(0)} \cos \phi = -\frac{8\pi \alpha^2 (2 - y)\sqrt{1 - y}}{Q^2 y} \sum_j Q_j^2 F_j(x_{Bj}) D_j(z_H)
\]

\[
\frac{a^2 z_H}{Q \sqrt{b^2 + a^2 z_H^2}} \int_{\sqrt{b^2 + a^2 z_H^2}}^{\infty} dx x^2 e^{-x^2},
\]

\[
\int d\sigma^{(0)} = \frac{2\pi \alpha^2}{Q^2} \sum_j Q_j^2 F_j(x_{Bj}) D_j(z_H) e^{-\frac{a^2 b^2}{b^2 + z_H^2 a^2}} \left\{ \frac{1 + (1 - y)^2}{y} \right\}
\]

\[
+ \frac{4(1 - y)}{y Q^2} \left[ \frac{a^2 b^2}{b^2 + z_H^2 a^2} + \left( \frac{z_H a^2}{b^2 + z_H^2 a^2} \right)^2 (p_c^2 + b^2 + z_H^2 a^2) \right]\]

(2.15a)

Including intrinsic transverse momentum leads to a nonzero, negative \( \langle \cos \phi \rangle \) for the zeroth-order cross section in perturbative QCD. This asymmetry also depends explicitly on the cut-off \( p_c \).

The first order QCD calculation of \( \langle \cos \phi \rangle \) for final hadrons with \( p_c > 2 \text{GeV} \) is, to a good approximation,

\[
\langle \cos \phi \rangle \approx \frac{\int d\sigma^{(1)} \cos \phi}{\int d\sigma^{(1)}}
\]

where

\[
\int d\sigma^{(1)} \cos \phi = \frac{8\alpha_s \alpha^2 (2 - y)\sqrt{1 - y}}{3 Q^2 y} \int_{x_{Bj}}^{1} \frac{dx}{x} \int_{z_H}^{1} \frac{dz}{z} \sum_j Q_j^2 \langle A_j + B_j + C_j \rangle
\]

\[
\int d\sigma^{(1)} = \frac{4\alpha_s \alpha^2 \sqrt{y}}{3 Q^2} \int_{x_{Bj}}^{1} \frac{dx}{x} \int_{z_H}^{1} \frac{dz}{z} \sum_j Q_j^2 \langle A'_j + B'_j + C'_j \rangle.
\]

(2.16a)
Here $A_j$, $B_j$, and $C_j$ are the same as in Eq. 2.4 derived by Georgi and Politzer. $A'_j$, $B'_j$, and $C'_j$ are\footnote{The sign of $z$ in $A'_j$ and $B'_j$ has been corrected from the original paper.}

\[
A'_j = \left( [1 + (1 - y)^2] \frac{x^2 + z^2}{(1 - x)(1 - z)} + 2y^2(1 + xz) + 4(1 - y)(1 + 3xz) \right) \frac{F_j(xb_j, Q^2)}{x} D_{ij}(\frac{zH}{z}, Q^2),
\]

\[
B'_j = \left( [1 + (1 - y)^2] \frac{x^2 + (1 - z)^2}{z(1 - z)} + 2y^2(1 + x - xz) + 4(1 - y)(1 + 3z(1 - z)) \right) \frac{F_j(xb_j, Q^2)}{z} D_{ij}(\frac{zH}{z}, Q^2),
\]

\[
C'_j = \frac{3}{8} \left( [1 + (1 - y)^2] \frac{x^2 + (1 - x)^2}{z(1 - z)} + (1 - y)(1 - x) \right) \frac{F_j(xb_j, Q^2)}{x} D_{ij}(\frac{zH}{z}, Q^2).
\]

(2.17)

Chay, Ellis and Stirling also used a numerical program to calculate the $\langle \cos \phi \rangle$ dependence on $p_c$ with different values of $a$ and $b$. It can be compared with experiment results directly as shown in Figure 2.6. At small $Q^2$, for small $p_c$, the $K_T$ effect dominates. The value of the asymmetry depends on $a$ and $b$. For larger $Q^2$ or with large $p_c$, the details of the nonperturbative contributions are suppressed. However $\langle \cos \phi \rangle$ still displays nontrivial dependence on the momentum cutoff $p_c$. See Figure 2.7

2.3.4 Experimental Verification

The European Muon Collaboration made one of the first measurements [23] of hadron azimuthal distribution and concluded that the hard QCD contribution is relatively minor and indicated the value of $\langle \text{abs}(K_T) \rangle \geq 0.44 GeV$. They also formed a strong dependence of $\langle \cos \phi \rangle$ on $x_F$, where $x_F = 2p_T/W$ is the often used Feynman $x$.

E665 members D. Jansen [24] and M. Baker [25] have also studied this hadron azimuthal asymmetry. They both concluded that the asymmetry does not depend on $Q^2$, but on $z_H$ or $x_F$. Apart from that, Jansen had compared his data with Chay, Ellis and Stirling's numerical results, and concluded that $a$ and $b$ are both around 0.5 GeV. Baker also derived higher order corrections to the asymmetry coming from the $K_T$ effect and concluded that Cahn's lowest order prediction is only good when $K_T/Q < 0.2$. 
Figure 2.6: The $p_\perp$ dependence of $\langle \cos \phi \rangle$ of Jansen's data [24] fit to Chay, Ellis and Stirling's numerical calculation in Chay, Ellis and Stirling's paper [22]. (a) various values of $a$ with $b = 0.6 \, GeV$ and (b) various values of $b$ with $a = 0.6 \, GeV$. 
Figure 2.7: Calculated $p_t$ dependence $\langle \cos \phi \rangle$ for larger $Q$ according in Chay, Ellis and Stirling’s model.
Chapter 3

JETS

3.1 Partons and Jets

The distribution of the outgoing partons resulting from the nucleon breakup carries information about the momentum distribution of partons inside the nucleon. Therefore by studying the parton kinematics after the scattering, one can infer properties of partons and structure of nucleons.

When a quark or gluon leaves the site of a hard scattering, it does not remain free due to the color confinement in QCD. Instead, it hadronizes, or fragments onto a collection of colorless hadronic particles. Although the complex hadronization process is not fully understood, this collection, which is called a jet, often contains kinematic properties strongly correlated with the partons [27]. In 1969, Georgi and Sheiman [31] had argued that, assuming the collinear decay of partons, the transverse momentum distribution of the final hadrons is analogous to the distribution of the produced partons.

The jet structure in hadronic final states was first experimentally observed in $e^+e^-$ annihilation [32] in 1975. Ever since then different jet-finding algorithms have been developed in order to better reveal the underlying parton structure from the observed jet momenta and their distributions. The choice of an optimal algorithm to reconstruct jets from the measured hadrons is not a simple matter, however. For example, Hedberg, Ingelman, Jacobsson and Jonsson at HERA [27] have discussed five algorithms for jet reconstruction: JADE, Luclus, Luecell, Arclus and $k_T$. In their experiment 26.7 GeV electrons collide with 820 GeV protons with a center of mass energy of 296 GeV. The JADE [33] algorithm developed for the $e^+e^-$ annihilation experiment JADE performed consistently worse than the other four algorithms. This is understandable since the JADE algorithm was not designed for initial hadron states. In $e^+e^-$ collisions the initial state is purely electromagnetic and the entire final state can be considered as one arising from the hard scattering of a virtual photon with quarks. However, for $ep$ or $\mu p$ scattering experiments, there is a backward spectator
jet which must be taken into account. The spectator jet, or beam jet, consists of particles associated with the the proton target beam, which does not take part in the hard scattering process. It travels in the opposite direction to the virtual photon and is of no interest to most analysis including this thesis.

An E655 thesis (J. Conrad [45]) made use of a modified JADE algorithm to identify jets and measure the strong coupling constant $\alpha_s$ from the distribution of the jet transverse momentum. The modification was based on the work of Graudenz and Magnussen\textsuperscript{1}. A pseudo-backward parton is added as the spectator jet to correct for the poor particle measurements in the backward hemisphere (CMS) of the virtual photon and the target. These are low energy particles in the lab frame. E655 is a fixed target $\mu p$ scattering experiment. Its spectrometer does not have as good efficiency in the backward hemisphere as it does in the forward region (CMS). On the other hand, the hadrons in the spectator jet mostly travel backwards in the CMS. Adding a pseudo particle not only conserves the momentum but also helps to merge low-energy particles to the spectator jet.

Another approach called the $k_T$ algorithm\textsuperscript{2} [36] also deals with the spectator jet problem by explicitly collecting the particles associated with the target before resolving the final jet structure. As pointed out by Catani [35] this algorithm also ensures soft gluon exponentiation and therefore is infrared and collinear safe. This and the modified JADE algorithms will be studied in this chapter.

A relatively new algorithm [37] proposed by Ellis and Soper is also examined and compared with Monte Carlo data. It deals with the spectator jet problem by neglecting particles or jets with small transverse momenta, which the authors assume are mainly random and are associated with the beam or target. The drawback of this approach is that it introduces a cutoff threshold on the transverse momenta of the jets. The algorithm was intended for high-energy $ep$ or $pp$ colliding experiments to replace the cone style algorithms\textsuperscript{3}. The possibility of adopting this algorithm to lower

---

\textsuperscript{1} HERA workshop 1991

\textsuperscript{2} $k_T$ algorithm first proposed in reference [35] for $e^+e^-$ annihilation is also known as the Durham algorithm, because it arose from discussions at the Durham Workshop on Jet Studies at LEP and HERA, December 1990.

\textsuperscript{3} A jet from the cone style algorithms is typically defined in terms of some $n$ particles whose momenta lie within a cone centered at the jet axis in pseudo-rapidity $\eta$ and azimuthal angle $\phi$. A more detailed discussion can be found in reference [38].
energy experiments or fixed target experiments will be investigated in this chapter.

As part of the LUND Monte Carlo QCD simulation package, the program ARJADE has implemented a jet clustering algorithm Arclus [39] which is closely related to the Color Dipole Model (CDM). CDM treats each gluon emitted from a $q\bar{q}$ pair as radiation from the color dipole between the $q$ and $\bar{q}$. This unique algorithm considers any combinations of three particles or particle clusters as two quark clusters forming a dipole and radiating a third gluon cluster. In the end, none of the particles is associated with only one jet. This also fits well into the LUND string fragmentation picture [42] where a hadron is not produced just by one parton but rather in the string between two partons. This chapter will also explore the feasibility of using Arclus as the jet clustering algorithm for E665 data.

3.2 Definition of The Jet Algorithms

3.2.1 The Modified JADE Algorithm

The original JADE algorithm is summarized as the following:

1. Define a resolution parameter $Y_{\text{cut}}$ and an energy scaling variable $Y_{\text{scale}}$.

2. For any particle or cluster compute

$$Y_{ij}^2 = \frac{2E_i E_j (1 - \cos \theta_{ij})}{Y_{\text{scale}}^2}. \quad (3.1)$$

3. If the smallest value $Y_{ij} < Y_{\text{cut}}$, combine $i$ and $j$ into a single cluster $k$ with

$$p_{k}^\mu = p_{i}^\mu + p_{j}^\mu. \quad (3.2)$$

4. Repeat this procedure from step 2 until all pairs of particles or clusters have $Y_{ij} > Y_{\text{cut}}$. At this stage the remaining clusters are called jets.

As mentioned above, the only modification to the original JADE algorithm in this analysis is the addition of a backward pseudo-particle with

$$\bar{p} = -\sum_i \bar{p}_{Li}$$

$$E = |\bar{p}|. \quad (3.3)$$
where $\vec{p}_{Li}$ is the longitudinal momentum of particle $i$ in the center of mass frame and the summation is performed over all the detected particles. In this thesis, the modified JADE algorithm will be referred to as JADE from now on unless otherwise specified.

JADE is applied in the center-of-mass frame of the reconstructed virtual photon and the target. The jet that contains the pseudo backward particle is removed from the final analysis. The $Y_{\text{scale}}$ used is $W/2$, where $W$ is the momentum of the hadronic system$^4$.

### 3.2.2 The $k_L$ Algorithm

There are two major steps in the $k_L$ algorithm [36]: (A) preclustering the hadrons into a “beam jet” and “final-state macro-jets” and (B) resolving final-state jets within the macro-jets.

(A) Preclustering

1. Define a hard scattering scale $Y_{\text{scale}}$ ($Q^2 \geq Y_{\text{scale}}^2 \gg \Lambda^2$, where $\Lambda$ is the QCD scale$^5$).

2. For every final state particle (or particle cluster) $i$, calculate in the Breit frame$^6$

$$Y_{ij}^2 = \frac{2 \min(E_i^2, E_j^2) (1 - \cos \theta_{ij})}{Y_{\text{scale}}^2}, \quad (3.4a)$$

$$Y_{ip}^2 = \frac{2 E_i^2 (1 - \cos \theta_{ip})}{Y_{\text{scale}}^2}, \quad (3.4b)$$

where $\theta_{ij}$ and $\theta_{ip}$ are the angles between the momentum vectors of $i$ and $j$ (another particle or cluster) and between $i$ and the proton $p$. $E_i$ and $E_j$ are the corresponding energies of $i$ and $j$.

---

$^4$ In the original JADE algorithm, the invariant mass for any pair of particles in an event is scaled by the total energy $W$ in the CMS. But for a fixed target experiment $W/2$ is a reasonable approximation for the CMS energy. On the other hand, $Y_{\text{scale}}$ is just a scaling variable. When we compare $Y_{\text{cut}}$ with those from other experiments, we need to bare in mind that our scaling is $W/2$.

$^5$ The common choice of $\Lambda_{QCD}$ is 0.28 GeV [49].

$^6$ In Breit frame, if we define $\hat{x}$ as the longitudinal direction, the virtual photon carries momentum $q = (0, -2xP, 0, 0)$ and the struck quark’s momentum is $p = (xP, -xP, 0)$. Here $P$ is the momentum of the target nucleus.
3. Take the smallest value among $Y_{ij}$, $Y_{ip}$. If $Y_{ij}$ is the smallest and $Y_{ij} < 1$, combine $i$ and $j$ into a single cluster. If $Y_{ip}$ is the smallest and $Y_{ip} < 1$, $i$ is included in the "beam jet" and will be discarded from further clustering.

4. Repeat this procedure from step 2 for all particles and clusters until there exists no more $Y_{ij}$ or $Y_{ip} < 1$.

The preclustering procedure removes the particles associated with the target, or the so-called spectator jet.

\textit{(B) Resolving jet structure}

1. Define a resolution parameter $Y_{\text{cut}} < 1$.

2. For any hadron in the final-state macro-jets, compute

$$Y^2_{ij} = \frac{2 \min(E_i^2, E_j^2) (1 - \cos \theta_{ij})}{Y_{\text{scale}}^2}. \quad (3.5)$$

3. Take the smallest value among the $Y_{ij}$. If it is smaller than $Y_{\text{cut}}$, combine $i$ and $j$ into a single cluster.

4. Repeat this procedure from step 2 until all pairs of particles or clusters have $Y_{ij} > Y_{\text{cut}}$. At this stage the remaining clusters are called jets.

The result of the full procedure consists of jets with relative transverse momenta $\Delta k_\perp$, where $Y_{\text{scale}} > \Delta k_\perp \geq \sqrt{Y_{\text{cut}} Y_{\text{scale}}}$. These jets are produced with large transverse momenta $p_\perp \geq Y_{\text{scale}}$ relative to the incoming target beam.

\textit{Breit Frame}

The $k_\perp$-clustering procedure is not explicitly Lorentz-invariant. The frame of reference in which it is performed has to be specified. Catani [36] has pointed out that the Breit frame is preferred for DIS experiments. In this frame the jet-rate coefficient functions do not depend explicitly on the DIS kinematic variables $x$ and $y$. In the Breit frame the four-vector momentum of the exchanged virtual photon is $(0, Q, 0, 0)$ in an $(E, p_x, p_y, p_z)$ convention. In the E665 coordinates, the virtual photon points
to the $\hat{x}$ direction. The exchanged boson and proton lie along a common axis ($\hat{x}$), but longitudinally boosted backwards relative to their CMS frame. Most tracks in an event ended up backwards in the Breit frame. The defect, at least for fixed-target experiments, is that sometimes a very energetic forward particle in the CMS frame when boosted to the Breit frame has very low momentum and is then added to the spectator jet. As pointed out in reference [28], any errors on the measured $(x,Q^2)$ values will propagate to large and correlated errors on track positions in the Breit frame and affect their probability of subsequent merging.

3.2.3 The Ellis-Soper Jet Algorithm

In lepton-hadron or hadron-hadron collisions only one “active parton” from each incident hadron participates in the hard collision. Therefore, only a fraction of the final state hadrons are to be associated with the hard scattering process. The remainder, ascribed to soft interactions of the remaining partons in the incident hadron and/or to the initial state bremsstrahlung radiation of the active parton, give a characteristic signature to the spectator jets: these particles carry small transverse momenta (relative to the beam axis) but possibly large longitudinal momenta. This feature inspired the Ellis-Soper algorithm. An additional benefit of this algorithm is that it does not require knowledge of the particles’ mass.

Each particle in the Ellis-Soper algorithm is characterized by its transverse energy $E_T = |\vec{p}_T|$, its pseudorapidity $\eta = -\ln[tan(\theta/2)]$ and its azimuthal angle $\phi$. The procedure is summarized as the following:

0. Define a transverse energy scaling variable $R$, which should be of order 1.

1. For any pair of particles or clusters $i$ and $j$, compute

\[
D^2_{ij} = \min(E^2_{T_i}, E^2_{T_j}) \frac{(\eta_i - \eta_j)^2 + (\phi_i - \phi_j)^2}{R^2}.
\]

2. Find the smallest value among $D_{ij}$ and $E_{T_i}$. If the smallest is a $D_{ij}$, combine $i$ and $j$ into a single cluster $k$ with

\[
E_{T_k} = E_{T_i} + E_{T_j},
\]

\[
\eta_k = (E_{T_i}\eta_i + E_{T_j}\eta_j)/E_{T_k},
\]

\[
\phi_k = (E_{T_i}\phi_i + E_{T_j}\phi_j)/E_{T_k}.
\]
If it is an $E_{T,i}$, the corresponding cluster $i$ is not "mergeable". Remove it from the list of particles or clusters and add to the list of final jets.

3. Repeat this procedure from step 2 until no more particles or clusters are left.

4. Define a transverse energy cutoff $E_{T,\text{cut}}$ so that jets with $E_T < E_{T,\text{cut}}$ are considered to be random debris from the target remnant.

This algorithm was designed to detect hard scattering jets in non-zeroth order of QCD process. It removes soft jets together with the target remnant. Therefore many zeroth-order events that have only particles with small transverse momentum could result in zero final jet.

3.2.4 Arclus Algorithm

Arclus is inspired by the Color Dipole Model. It is different from the conventional algorithms discussed previously. In this analysis it is applied in the center of mass frame of the virtual photon and the target. The Arclus algorithm is summarized as the following:

1. Define a resolution cut $p_{T,\text{cut}}$.

2. A Lorentz invariant parameter $p_T$ is calculated from any combination of three particles or clusters, $i$, $j$ and $k$ as

$$p_{T,k}^2 = m_{ijk}^2(1 - x_i + \frac{m_i^2 - (m_j + m_k)^2}{m_{ijk}^2})(1 - x_j + \frac{m_j^2 - (m_i + m_k)^2}{m_{ijk}^2}),$$

(3.8)

where $x_i = 2E_i/m_{ijk}$, $E_i$ is the energy of $i$ in the center of mass frame of $i$, $j$ and $k$, and $m_{ijk}$ is the invariant mass. For simplicity, we set the mass of the individual particles to zero in the equation and obtain

$$p_{T,k}^2 = m_{ijk}^2(1 - x_i)(1 - x_j) = \frac{m_{ik}^2m_{jk}^2}{m_{ijk}^2},$$

(3.9)

where $m_{ik}$ (or $m_{jk}$) is the invariant mass of cluster $i$ (or $j$) and $k$. 
3. If the smallest $p_T$ is smaller than $p_{T\text{cut}}$, combine $i$, $j$ and $k$ into two new massless clusters $a$ and $b$ so that the center of mass frame and the invariant mass do not change, i.e., in the center of mass frame of $i$, $j$ and $k$,

\[
\vec{p}_a + \vec{p}_b = \vec{p}_i + \vec{p}_j + \vec{p}_k = 0,
E_a + E_b = E_i + E_j + E_k = m_{ijk}.
\]

The two new clusters are then boosted back to the original working frame.

4. Repeat this procedure from step 2 until all combinations have $p_T$ greater than the jet resolution cut $p_{T\text{cut}}$.

The minimum number of jets found by Arclus is two, of which one is considered as the spectator jet and will be discarded before any jet analysis. A pseudo backward particle (see Eq. 3.3) is added before step 2 in order to compensate for particles in the backward hemisphere of the E665 spectrometer.

3.2.5 Final Clustering of the Particles in a Jet

Once a particle is determined to be a member of a jet by one of the algorithms above (except Arclus), we use Eq. 3.2 to group together the particles belonging to one jet and give a jet momentum based on momentum conservation.

3.3 Performance of the Jet Algorithms

3.3.1 Monte Carlo Data

In order to study the performance of the various jet algorithms and the jet characteristics we use Monte Carlo simulation to generate tracks and process the tracks through the E665 analysis chain. We compare the generated partons based on the exact matrix elements perturbative QCD calculation with the jets obtained from the reconstructed final tracks using various jet algorithms.

The E665 Monte Carlo simulation has two steps: the LUND event generation and E665 detector simulation. LUND Monte Carlo is a software package that simulates high energy physics interactions.

E665 uses Lepto 5.2 [29] to simulate deep inelastic scattering and Jetset 6.3 [30] to simulate fragmentation, hadronization, secondary interactions and decay. In
Lepto, the matrix elements corresponding to the lowest order QCD processes, gluon bremsstrahlung and photon-gluon fusion, are calculated. The output of Lepto’s matrix elements calculation is the foundation for our algorithm comparison. The matrix elements are divergent in the limit when the gluon energy or the opening angle between the partons vanishes. A cutoff is used in the MC simulation to avoid these singular regions. This cutoff is implemented by requiring a minimum invariant mass $m_{ij} > 0.0025W^2$ (PARL(8) in Lepto) between any pair of partons in the final state, including the target remnant system. In order to take higher than first order QCD effects into account, the parton shower approach has been implemented as described in detail in reference [40]. In Jetset, a string model is used to convert the generated partons to hadrons. The resulting particles, before decay, will be called the “Truth” data. Acceptance corrections discussed later are to the referenced “Truth” data in this analysis.

E665’s detector simulation models the response of all detector elements and provides hits. These MC hits are treated like real data, processed through our pattern recognition, track fitting, muon matching and vertex finding programs. In the end, the event is reconstructed. More detailed discussion on how to select final tracks and calorimeter clusters is presented in Chapter 5.

The jet algorithms are applied to the final reconstructed tracks and energies.

3.3.2 Selecting Extra Adjusting Parameters for the $k_\perp$ and Ellis-Soper Algorithms

The $k_\perp$ and Ellis-Soper algorithms have two adjustable parameters while the modified JADE and Arclus algorithms each has only one adjustable parameter. This section discusses how to choose one of the parameters in the $k_\perp$ and Ellis-Soper algorithms.

In the preclustering procedure for the $k_\perp$ algorithm, we have to select $Y_{\text{scale}}$ so that $\Lambda_{\text{QCD}} \ll Y_{\text{scale}} \leq Q$. Monte Carlo data samples with a cut of $Q^2 \geq 3 \text{GeV}^2$ yields $0.28 \text{GeV} \ll Y_{\text{scale}} \leq \sqrt{3} \text{GeV}$. We found that for smaller values of $Y_{\text{scale}}$, the fraction of reconstructed multiple jet events increases. When $Y_{\text{scale}}^2 = 0.5 \text{GeV}^2$, the number of reconstructed three or more jet events reaches 41% for the maximum allowed $Y_{\text{cut}}(1)$. This is not acceptable, because the MC does not generate so many higher order QCD events. Therefore, three preliminary $Y_{\text{scale}}^2$ values — 1, 2, 3 $\text{GeV}^2$ — are used for comparison.

The original paper on the Ellis-Soper algorithm suggests that the parameter $R$ should be close to one. In this analysis we can choose $R$ to be greater than one. The
reason for it is that E665 has relatively low $Q^2$ compared to collider experiments. The multiplicity is lower and particles are further apart in the $\eta, \phi$ space. Larger $R$ results in combining particles that are further apart. Three preliminary choices of $R = 1, \sqrt{2}$ and 2 will be compared.

3.3.9 Jet Rate and the Purity of Reconstructed 2-jet Events

In this thesis we define an event with $n$ forward jets plus the remnant as an $n$-jet event. The 2-jet event rate obtained from the reconstructed final states by using the different jet algorithms discussed in this chapter are plotted in Figure 3.1.

![Figure 3.1: Reconstructed 2-jet event rate vs. relevant cuts.](image)

The fraction of these 2-jet events that are associated with original 2-parton events are plotted in Figure 3.2. This fraction of 2-jet events is a measure of the so-called purity of 2-jet events.

Using larger cuts results in fewer 2-jet events but with improved purity. However, we still cannot achieve more than 60% in purity without losing too many events. In other words, over 40% of the reconstructed 2-jet events are incorrectly identified by the algorithms. They are really 1-parton events. A combined picture is plotted in Figure 3.3.

The contamination introduced by misidentifying 1-parton events as 2-jet events can be minimized by using more severe cuts, such as requiring the reconstructed center of mass energy $\sqrt{s}$ greater than 15 GeV and the polar angle of the jets to be greater than 10 degrees, as discussed in reference [27]. Unfortunately, E665 data have moderate energy and will not survive these cuts.
At the parton level, not all the 1-parton events are true zeroth order QCD events (see reference [45] for more detailed discussion). The parton shower adds soft radiations which could introduce a second or even third parton. Those two or more parton events which are highly collinear or have a soft second parton are classified as 1-parton events. In other words, these 1-parton events have actually gone through none-zeroth order QCD processes. Therefore, even if an algorithm does not achieve 100% purity in its 2-jet event sample, it can still be used to analyze the first order perturbative QCD process.

Figures 3.4 to 3.7 show how well these algorithms agree with each other. At lower thresholds, these algorithms select different sets of events as 2-jet events. At similar jet rates, all algorithms overlap at about the 70% level except for the $k_L$ algorithm which overlaps with others only about 50% of the time.

### 3.3.4 Characteristics of 2-jet Events

Misassigning particles from one jet to another, misidentifying 1-parton events as 2-jet events or 2-parton events as 1-jet events introduces errors in the jet analysis. Therefore, it is important to choose an algorithm that has good agreement between the jet and parton characteristics.

Misassigning particles in jet 1 to jet 2 is called "cross talk" between the jets. Cross talk not only decreases the magnitude of the transverse momenta of the jets, but also shifts their directions. Due to the color confinement, at least one particle must be shared between the two partons. Therefore, cross talk always exists. In order to reduce misassignment, larger values of the jet resolution cuts are preferred in order to
Figure 3.3: Fraction of the pure 2-jet events and the misidentified 2-jet events.
Reconstructed 2-jet events by JADE
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Figure 3.4: Fraction of JADE 2-jet events that are also reconstructed as 2-jet events by using other algorithms.
Reconstructed 2-jet events by $k_T$ Algorithm ($Y_{scale}^2 = 2 \text{ GeV}^2$)

Figure 3.5: Fraction of the $k_T$ 2-jet events that are also reconstructed as 2-jet events by using other algorithms.
Reconstructed 2-jet events by Ellis-Soper Algorithm ($R^2=2$)

Figure 3.6: Fraction of Ellis-Soper 2-jet events (using $R^2 = 2$) that are also reconstructed as 2-jet events by using other algorithms.
Reconstructed 2-jet events by Arclus

Figure 3.7: Fraction of Arclus 2-jet events that are also reconstructed as 2-jet events by using other algorithms.
produce well separated jets. If this cross talk adds a random shift to its momentum direction, the angular distribution should not change statistically.

**Jet Invariant Mass**

The invariant mass distributions of the two forward jets in 2-jet events (apart from the remnant jets) obtained by using different jet algorithms are compared in Figure 3.8 with the invariant mass of the two forward partons in the MC generated 2-parton events. The invariant mass of the jets in a 2-forward-jet event using the $k_T$ algorithm tends to be much smaller, while the invariant mass reconstructed by JADE tends to be larger. Arclus and the Ellis-Soper algorithms reconstruct the invariant mass fairly well.

Recall that in the Monte Carlo event generation, a lower limit was imposed to the invariant mass to avoid the divergences in the matrix elements calculation. This limit is the reason for the threshold in the parton invariant mass in Figure 3.8.

**Separation Angle between the Jet Axes**

Figure 3.9 shows the jet separation angle in 2-jet events reconstructed by various algorithms. The angle between the two generated partons is also shown for all 2-parton events. Again, the separation angle reconstructed by the $k_T$ algorithm is too small compared to the angle between the original partons. All other algorithms perform fairly well, especially JADE with $Y_{cut} = 0.04$ and the Ellis-Soper algorithm with $E_{Tcut} = 0.6 \text{GeV}$.

**Jet Momentum**

Figure 3.10 to 3.12 show the momentum of the two forward jets and the momentum ratio of these two jets. The corresponding parton distributions are also plotted for comparison. The reconstructed momentum of the more energetic jet is lower than that of the parton, especially for the $k_T$ and Ellis-Soper algorithms. This is due to the fact that these two algorithms discard some of the final particle as the target remnant, so the remaining total momentum of an event is reduced. The reconstructed momentum of the less energetic jet in the Ellis-Soper and Arclus algorithms have a lower threshold because the algorithms impose transverse momentum cuts.
Figure 3.8: The invariant mass reconstructed in 2-jet events by different algorithms. The graph on the upper-left corner shows the invariant mass of the two generated partons in 2-parton events.
Figure 3.9: The separation angle between the two jet axes in 2-jet events.
Figure 3.10: The momentum of the more energetic jet $P_1$ in 2-jet events.
Figure 3.11: The momentum of the less energetic jet $P_2$ in 2-jet events.
Figure 3.12: The momentum ratio $P_2/P_1$ of the two jets.
In the matrix elements calculation for the first order QCD cross section, one divergence is due to the 2-parton events having one parton with very low energy compared to the other. (Recall that an invariant mass cut was used at the parton level to regulate such divergences.) The result is that production of 2-parton events with highly asymmetric momenta is favored. Apparently, only JADE which also uses an invariant mass cut to reconstruct jets successfully reproduces this feature. All other algorithms also show an asymmetry in momentum, but not as extreme.

*Jet Transverse Momentum and its Azimuthal Angle*

Figure 3.13 and 3.14 show the transverse momentum distributions of the two forward jets in 2-jet events. The MC generated transverse momenta of the partons in 2-parton events are also plotted for comparison. Figure 3.15 and 3.16 show their azimuthal distributions.

The transverse momenta of the jets identified by the $k_\perp$ algorithm is smaller than those of the partons. The jet transverse momenta are bigger in both the Ellis-Soper and Arclus algorithms. This is because that there is a transverse momentum cutoff in these two algorithms as we mentioned earlier.

The reconstructed jets obtained by the $k_\perp$ algorithm do not reproduce the azimuthal distribution of the parton transverse momentum. All other three algorithms successfully reproduce this azimuthal distribution. The difference between the parton $\phi$ and the reconstructed jet $\phi$ is plotted in Figure 3.17. It is much smaller for the modified JADE and Ellis-Soper algorithms than the other two algorithms. The Ellis-Soper algorithm has the best agreement for $\phi$ distributions, although the number of events surviving the cuts is much smaller than using JADE. The small peak at about $\delta\phi = \pi$ is due to the large error in the momentum direction of the softer parton, especially when its momentum is less than 1 $GeV$.

### 3.4 Conclusion

For E665 and other fixed-target experiments with moderate center of mass energy, the various jet algorithms are not able to select pure first order QCD events. Nevertheless, the algorithms studied in this chapter, except for the $k_\perp$ algorithm which is also not very consistent with all other algorithms, are able to reproduce the QCD transverse momentum distributions and the azimuthal asymmetry. This is especially the case
Figure 3.13: The transverse momentum of the more energetic jet in a 2-jet event.
Figure 3.14: The transverse momentum of the less energetic jet in a 2-jet event.
Figure 3.15: The azimuthal distributions of the transverse momentum of the more energetic jet.
Figure 3.16: The azimuthal distributions of the transverse momentum of the less energetic jet.
Figure 3.17: $\delta \phi = \phi_{\text{parton}} - \phi_{\text{jet}}$ for 2-parton events that are reconstructed as 2 jets.
for the modified JADE algorithm and the algorithm designed by Ellis and Soper. The reason that the $k_\perp$ algorithm does not reproduce the parton angular distribution well is probably due to the fact that in the Breit frame many very energetic particles detected in a fixed-target experiment are transformed to tracks carrying low energy and thus are identified as target remnants.

Using the modified JADE algorithm, $Y_{\text{cut}}$ does not affect the $\phi$ distribution much. From the comparison of the jet separation angle distributions, $Y_{\text{cut}} = 0.04$ is better than larger $Y_{\text{cut}}$ values. For experiments with larger center of mass energy, some $P_T$ cut or large invariant mass cut can be used to help improve the purity of our 2-jet event sample. Using larger $E_{T_{\text{cut}}}$, the Ellis-Soper algorithm is able to select cleaner hard scattering events but the number of events surviving is significantly decreased. Using the E665 Monte Carlo data, $E_{T_{\text{cut}}} = 0.6 \text{ GeV}$ is better than other $E_{T_{\text{cut}}}$ values for the momentum and jet separation angle distributions. For experiments of higher energy, this algorithm with higher $E_{T_{\text{cut}}}$ is preferred.

In the remainder of this dissertation we will only consider the modified JADE algorithm at the E665 standard resolution cut $Y_{\text{cut}} = 0.04$ and the Ellis-Soper algorithm with $E_{T_{\text{cut}}} = 0.6 \text{ GeV}$. This cut is a compromise between good statistics and a clean sample. We will compare the results of these two very different algorithms in chapter 6.
Chapter 4

EXPERIMENT E665 AT FERMILAB

Fermilab experiment E665 was a fixed target muon scattering experiment with the highest energy available at the time. The E665 detectors resided in the New Muon Lab at the end of Fermilab's fixed target muon beamline [43].

4.1 Muon Beam

The muon beam is shown schematically in Figure 4.1. It has a total length of approximately 1.5 km.

Figure 4.1: NM beam line, including the beam spectrometer
The proton beam extracted from the Fermilab Tevatron impinged on a target of 48.5 cm of beryllium. Transmitted protons were separated from the secondary hadrons and were dumped in the absorbers. The pions (and kaons) were momentum selected and transported in a Focusing-Defocusing (FODO) channel. About 5% of the secondaries decayed to produce muons which remained in the FODO. The hadrons which did not decay were absorbed in a 11 m long beryllium absorber, leaving only the muons to enter a second FODO channel in which the "halo" muons were reduced and then into the beam spectrometer. The incident muon flux could reach $> 2 \times 10^6$ muons per Tevatron cycle (59 seconds) in which the proton extraction lasted for 23 seconds (a spill). The final muon beam during the Fermilab fixed-target-run of 1991 (Run91) had a transverse size of approximately 4 cm in $Z$ and 6 cm in $Y$ direction, with an average energy approximately $470 \text{ GeV}$ and average intensity about $10^6$ muons/sec.

The muon beam also preserves the 53.1 MHz RF structure of the accelerator resulting in muons spaced at 18.8 ns (an RF bucket) apart with a jitter of less than 1 ns. However about 20% of the occupied RF buckets contain more than one muon. These events can be identified both at the trigger level and at offline reconstruction.

An extensive discussion about the muon beam line can be found in reference [44]).

4.2 Beam Spectrometer

The beam spectrometer (as depicted in Figure 4.1) provided a fast trigger when a useful beam muon entered the experiment and the necessary information to reconstruct the muon momentum and trajectory. Four stations of six proportional multiwire chambers (PBT) with 1 mm wire spacing and different orientations and a dipole magnet (NMRE) with 3 mrad bend gave precise reconstruction of the beam track with angular resolution of about 10 $\mu$rad and momentum resolution of $\Delta p/p \approx 8 \times 10^{-6} p$ (corresponding to $2 \text{ GeV}$ uncertainty for a 500 GeV track). Each station was equipped with scintillation counter hodoscopes (SBT) for the fast beam trigger and masking the hits in the PBT chambers.

4.3 Target

This thesis is based on the Run91 data. The target is assembled as in Figure 4.2. The length of the active target material was nominally 1 m for the liquid targets: $H_2$ and $D_2$. Longer targets would gain significantly more statistics for muon cross-
section measurements, but the increased probability of secondary interactions is a disadvantage for hadron studies.

![Front View of Target Assembly](image1)
![Lateral View of Target Vessel](image2)

Figure 4.2: Cryogenic Liquid Target of E665 Run91

4.4 **E665 Forward Spectrometer**

4.4.1 **Charged Track Detectors**

Charged particle trajectories were determined by proportional and drift chambers in conjunction with two superconducting dipole magnets with opposite polarity, focusing at the absorber steel.

A vertex drift chamber (VDC) system was placed immediately downstream of the target inside the CERN Vertex Magnet (CVM). It provided precise measurements of low momentum tracks and improved vertex reconstruction. The 56 proportional multiwire chambers and DC planes achieved a momentum resolution of $\Delta p/p = 2 \times 10^{-5}p$, or 1.0% at 500 GeV for forward tracks that spanned the whole length of the spectrometer. CVM was run with $\int B \cdot d\vec{l} = 4.3 Tm$ (Tesla-meters) and gave a 1.293 GeV transverse momentum kick. The Chicago Cyclotron Magnet (CCM) gave a 2.019 GeV kick in the opposite direction (-6.7 Tm). This configuration improved our momentum resolution as well as the resolution of scattering angles.
Figure 4.3: E665 forward spectrometer
4.4.2 Muon Detectors

Downstream of the forward spectrometer was a 3 m steel absorber (about 18 interaction lengths and about 170 radiation lengths) which stopped all particles but muons. Four layers of muon detectors (proportional tubes + scintillator), separated by concrete absorbers that stopped shower particles, provided accurate information of muon tracks. Various hodoscopes were used to provide fast beam trigger signals and veto halo muons.

4.4.3 Calorimeter

Photon detection and energy measurement was provided by an electromagnetic calorimeter. The EM calorimeter material is lead and the detectors are proportional planes with cathode pad read-outs. There are twenty planes of one radiation length thick 3m $\times$ 3m lead plates interspersed with twenty wire chamber planes. The chambers have alternately Y and Z wires with 1 cm wire spacing. In four of the planes at about the shower maximum the wires are read-out individually in the 1 m region around the center of the detector and in pairs in the outer regions. The cathode planes were split into 1188 pads, and read out as towers summed over all planes. The pad size is 4 cm $\times$ 4 cm in the central 1 m $\times$ 1 m of the detector, 8 cm $\times$ 8 cm between 0.5 m and 1 m from the center, and 16 cm $\times$ 16 cm in the outer region. The output of the cathode pads is summed by electronics external to the calorimeter. This keeps the speed of the output pulses as fast as possible (400 ns gate widths for the prototype).

The energy resolution is $\sigma_E = 38\%\sqrt{E}$, where the energy $E$ is in units of GeV [46]. The spatial resolution using the individually read-out anode wires is 0.3 cm per plane. A spatial resolution of about 0.5 cm can be reached in the case of isolated photons or electrons. Separation of shower centers greater than 4 or 5 cm apart is possible. Although spatial resolutions depend on energy, it is also possible to separate $\pi_0/\gamma$ up to about 100 GeV.
Chapter 5

DATA SELECTION AND CHARACTERISTICS

This analysis is based on the Run91 data of E665 which was collected in the year 1991.

5.1 Event Selection

To ensure the data only consist good DIS samples, the following selection criteria were adopted.

5.1.1 Beam Selection

- The reconstructed momentum is between 350 and 650 GeV.

- The run number must be between 21350 and 22080 or between 22120 and 22450 for which the chamber efficiencies are high (see page 185 of reference [46]).

- One and only one in-time beam track. This simplifies the reconstruction of the primary muon-muon vertex.

- Number of hits to reconstruct a beam track is at least 10. Unused PBT hits is less than 19, and at least 6 hits from 7 SBT scintillators. These criteria ensure the accuracy of the momentum measurement.

- The $\chi^2$ probability of the beam track is greater than 0.001.

- The beam passed through the target fiducial region. This could be checked by extrapolating the track in a straight line from the most downstream beam station (PBT4) to the upstream and downstream ends of the target ($X = -13 \, m$ and $-12 \, m$). On both ends, the transverse position of the beam track has to be within 4.6 cm of the longitudinal target axis. This ensures the beam traverses the full length of the target material.
5.1.2 Scattered Muon Selection

- The reconstructed momentum is greater than $100 \text{GeV}$. This makes the muon mismatch probability negligible and reduces the radiative corrections. It also reduces muon multiple scattering in the hadron absorber.

- Muon energy loss $\nu$ is greater than $100 \text{GeV}$, and the fractional error of the reconstructed $\nu$ is less than 0.05, i.e. $\delta \nu / \nu < 0.05$. The $\nu$ cut also eliminates the straight-through beam track contamination.

- The scattered muon tracks have a total of 10 more more hits and at least 2 hits in the PTM. This ensures a long lever arm, hence good resolution.

- No hits on SMS or SSA (trigger small angle veto signal), SVS (triggers large angle veto signal) and PSA. These criteria ensure a larger scattering angle and also avoid most detectors' central dead regions.

- The $\chi^2$ probability of the scattered muon tracks must be greater than 0.001.

- The primary vertex must be reconstructed in the target fiducial region. This eliminates the scatterings out side the target. Due to the smearing effect, we loosen this cut on x position of the vertex by half a meter at each end of the target to $[-13.5m, -11.5m]$.

A example of how well $x_B$ is measured in E665 data can be demonstrated using muon-electron scattering events. A $\mu e$ event can be isolated using the following cuts:

- Same criteria for incoming beam and the scattered muon tracks.

- One and only one negative track found in forward spectrometer that can be fitted to the primary vertex. The $\chi^2$ probability of this track has to be greater than $0.01$, and its energy should be greater than 85% $\nu$.

- The negative fitted track should create an energy cluster within $5 \text{cm}$ of its position in the calorimeter. This ensures that it is an electron track.

- No unphysical kinematics nor unphysical track momenta.
• $Q^2$ is greater than $0.1\,GeV^2$

The $x_{ Bj}$ distribution shows a clear peak with the fit to a Gaussian giving a mean at $(5.450 \pm 0.005) \times 10^{-4}$. Using the Particle Data Group (PDG) values of $m_e = 0.51099906 \pm 0.00000015\,MeV$, and $m_p = 938.27231 \pm 0.00028\,MeV$, we obtain for $\mu e$ scattering (up to radiative corrections) $x_{ Bj} = m_e/m_p = 5.446170 \times 10^{-4}$ We conclude that our measurement of the variables at the lepton vertex is very precise.

![Image](image)

Figure 5.1: Measured $x_{ Bj}$ of $\mu e$ scattering events.

5.1.3 Kinematics Cuts

\[
Q^2 > 3\,GeV^2
\]
\[
W > 15\,GeV
\]
\[
\delta Q^2/Q^2 < 0.02
\]
\[
\delta \nu/\nu < 0.05
\]
\[
x_{ Bj} < 0.003
\]
\[
0.1 < y_{ Bj} < 0.85
\]
5.1.4 Additional Event Cuts

- Only one muon track in the forward spectrometer. Although this requirement also eliminates decays of hadrons into muons, it eliminates the possibility of confusing the decay muon with the scattered muon. Only 5.6% of the total reconstructed events had decays to muons, according to a study of 3000 Monte Carlo events (see page 68 of reference [45]).

- No unphysical kinematics nor unphysical particle parameters.

- There is at least one fully reconstructed charged hadron track attached to the primary muon vertex. The number of final particles of any event has to be greater than 3. This also reduce the radiative DIS events.

- Total visible energy $E_{total}$ is in the range of $0.3 < E_{total}/\nu < 1.1$, which limits the missing energy.

5.1.5 Radiative Cuts

Radiative cuts are event cuts to reduce the contamination of the radiative DIS events.

*Muon Bremsstrahlung*

The muons in a deep inelastic scattering may also radiate a photon before or after the gauge boson is exchanged (see Figure 5.2). This results in the following two problems.

![Figure 5.2: First order radiative events](image-url)
1) The kinematics will be calculated incorrectly (see Figure 5.3). The energy of the virtual photon $\nu$ is calculated as the energy difference between the outgoing muon and the incoming muon. Therefore, if the scattered muon radiates an extra photon, the calculated $\nu$ will be the true $\nu +$ the energy of the radiative photon.

![Graphs](image)

Figure 5.3: Reconstructed $\nu$ when the muon radiates a photon (after a cut of 200 GeV$^2$ on the reconstructed $\nu$ of Monte Carlo data). The miss-reconstructed value in $\nu$ is centered around the energy of the radiative photon $E_\gamma$.

2) The radiated photon tends to be soft or collinear with the muon. This may alter the azimuthal angle distribution. See Figure 5.5 for the angles between the radiative photon and beam track and also the scattered muon track for the Monte Carlo data which satisfied the same event cuts discussed above. In comparison, the closest angles of the reconstructed photons in the non-radiative Monte Carlo events are plotted assuming the photons are the decay products of $\pi^0$'s which decayed at the primary vertex.

In order to minimize the contamination of the radiative events, we require:

- No photon cluster of energy is greater than 0.4$\nu$. According to Monte Carlo studies, this rejects approximately 14.5% of the radiative events, but only about 3.2% of the non-radiative events.

- No photon cluster is within 0.0025 radians with respect to the beam track, or 0.005 radians with respect to the scattered muon track in the lab frame. This further reduces the Monte Carlo radiative events by another 32.1%, while rejecting only about 6.0% of clean DIS events.
Figure 5.4: The closest angle between the reconstructed photons and the beam track in a Monte Carlo event.

Figure 5.5: The closest angle between the reconstructed photons and the scattered muon track in a Monte Carlo event.
Figure 5.6: The photon energy in comparison to the reconstructed $\nu$ in non-radiative DIS events and in radiative events respectively.

- The total photon energy deposited in the calorimeter $E_{cal}/\nu < 0.5$

Here the so-called photon clusters have passed the photon selection, which will be addressed in the next section. Before these cuts, about 16.6% of the total Monte Carlo jet sample consisted of radiative events. After these radiative cuts, about half of the radiative events are removed.

Among the remaining events, the transverse momentum of the photon clusters is plotted in Figure 5.7. The following requirement further reduces the radiative events by about 33%, while only rejecting about 2% of clean DIS events. After all these cuts about 8% of the remaining MC events contained radiative photons. These radiative photons have low energies and low transverse momenta, and therefore do not affect our final analysis significantly.

- No calorimeter cluster with transverse momentum $p_T$ which satisfies $(p_T - 0.2 \text{ GeV})/\theta_{\mu} > 2 \text{ GeV}$, where $\theta_{\mu}$ is the angle between the photon momentum and the muon track in CMS.

*Correction to the Jet Azimuthal Distribution for Radiative Events*

After collecting particles into jets, the influence of the remaining radiative events is very small. A bin-to-bin correction for the jet azimuthal distribution will be made to
Figure 5.7: The photon cluster's transverse momentum $p_T$ vs. the angle between the photon track and the muon tracks $\theta_{\mu}$ in CMS.

the experimental data.

5.2 Charged Track Selection

- Only final particles. Do not count both the parent particle and its daughter particle.

- For track reconstruction a minimum of 3 hits is required, and $\chi^2$ probability has to be greater than 0.01. This ensures a better reconstruction of the track momentum.

- No partially reconstructed close tracks. If the distance between a track and its closest vertex is less than 1.0 cm, it is called "fitted", if not it is called "close". This also removes most ghost tracks, or random collection of hits, which could be hits left over from the previous event. Since the ghost tracks are random, the chance for them to be attached to a vertex is small. The likelihood that in addition a PCF or DC hit is associated with this vertex is almost zero.
• Other standard E665 track cuts

\[ D < 5.0\sigma \]
\[ \delta P/P < 0.05 \]

where \( D \) is the minimum distance of approach to the vertex, \( \sigma \) is the error, and \( P \) is the track momentum. These cuts effectively eliminate most close tracks.

A pion mass (139.56995 MeV) is assigned to every detected charged particle. A Monte Carlo study showed that charged kaons, electrons and protons actually represent 6.8\%, 4.1\% and 1.5\% of the charged particle sample, respectively (see page 72 of reference [45]). Therefore Monte Carlo corrections for the true masses are reasonably small.

5.2.1 Calibration using \( K^0_s \) Mass Measurement

We measured the \( K^0_s \) mass using the same data sample with looser \( x_{Bj} \) and \( y_{Bj} \) cuts. The branching ratio of \( K^0_s \rightarrow \pi^+ + \pi^- \) is 68.61 ± 0.28%.

The following cuts were used to obtain a clean sample of \( K^0_s \):

• There exists a secondary vertex which has two and only two fitted forward tracks with opposite charges. This vertex is not attached to any other charged track. The topology reassembles a neutral particle decaying into two oppositely charged particles.

• The two tracks satisfy the requirement discussed in this session.

• The momentum sum of the two forward tracks has to be consistent with the direction of the vertex position. In other words, if we compute the \( K^0_s \) momentum orientation \( \theta_K \) and \( \phi_K \) using the primary muon-muon vertex as the origin, and we also compute the orientation of the 3-vector momentum \( \theta_p \) and \( \phi_p \) by summing up the momentum of the two forward tracks, we require:

\[ |\theta_K - \theta_p| < 20^\circ \]
\[ |\phi_K - \phi_p| < 20^\circ \]
• We further require that the $K^0_s$ vertex be outside the target in order to avoid multiple scattering in the target.

• If both tracks are assigned with the electron mass, the invariant mass has to be greater than 0.1 $GeV$. This eliminates the contribution of photon conversion: $\gamma \rightarrow e^+e^-$. 

We assign a pion mass to each track and calculate the pair invariant mass which is plotted in Figure 5.8. A very narrow peak in the plot is obviously due to the $K^0_s$ signal. The background could be due to other neutral particle decays and inaccuracy in momentum measurement. A sum of two Gaussians is used to fit the data. Fit parameters P1, P2 and P3 are the normalization, mean and sigma of the sharp peak, respectively. P4, P5, and P6 are the corresponding parameters for the background. The fitted mean is $496.6 \pm 0.6 \ MeV$, which is about $1\ MeV$ lower than the value published by the PDG for the neutral kaon ($497.672 \pm 0.031 \ MeV$ [48]). It is suggested in reference [51] that this mass shift came from the a shift of $0.40 \pm 0.14\%$ lower in the B field of the CCM. We can calibrate our momentum measurement of charged tracks to better agree with the PDG value. If we scale all the momenta by 1.003 and repeat the same analysis, we find the fitted mean to be $497.7 \pm 0.6 \ MeV$, in excellent

\[
\begin{array}{|c|c|c|}
\hline
\chi^2/ndf & 117.0 & 78 \\
\hline
P1 & 145.9 \pm & 13.47 \\
P2 & 0.4966 \pm & 0.6325E-03 \\
P3 & 0.1004E-01 \pm & 0.9119E-03 \\
P4 & 15.57 \pm & 1.805 \\
P5 & 0.4699 \pm & 0.6982E-02 \\
P6 & 0.9535E-01 \pm & 0.8096E-02 \\
\hline
\end{array}
\]

Figure 5.8: $\pi^+\pi^-$ invariant mass distribution for events satisfying the $K^0_s$ vertex topology. P1, ..., P6 are fit parameters for a sum of two Gaussians.
agreement with PDG. From now on, a scaling factor 1.003 will be used to correct all the charged track momenta.

5.3 Calorimeter Photon Cluster Selection

The dominant "noise" source in Run91 came from the beam energy loss in the calorimeter. About 20% of the beam triggers have at least one cluster, concentrated in the central beam spot, which is about 10 cm high and 25 cm wide. Of these beam-induced clusters, 99% have energy less than 5 GeV. Therefore, we have to remove these low energy clusters. On the other hand, see Figure 5.9, the calorimeter responds poorly to momenta of around 5 GeV. According to a Monte Carlo study [45], 16% of all photons from pion decays have energy less than 5 GeV and would be cut from the analysis. Because of the low momentum, the final jet momentum distribution using Monte Carlo data with and without this energy cut showed no statistical difference [45].

The Calorimeter also responds to charged tracks, especially to electrons and positrons. Therefore, for a cluster to be called a photon, there must not be a charged track within a minimum distance.

![Figure 5.9: Poor response to low energy electron track in \( \mu e \) scattering events. 
\( Z_{\text{cluster}} = E_{\text{cluster}} / E_{\text{calibration}} \). 
\( E_{\text{calibration}} = (\nu + P) / 2 \) where \( P \) is the energy of the electron track.](image)
In conclusion, the following requirements are used to select photons:

- The $Y$ and $Z$ coordinates of the cluster have to be in the range of $[-1.5 \, m, 1.5 \, m]$ (inside the calorimeter).

- Cluster energy $E_{\text{cluster}} \geq 5 \, GeV$.

- No track within $5, \, 7, \, 10 \, cm$ for the inner ($Y, Z \in [-0.5 \, m, 0.5 \, m]$), middle ($Y, Z \in [-1.0 \, m, -0.5 \, m] \cup (0.5 \, m, 1.0 \, m]$) and outer ($Y, Z \in [-1.5 \, m, -1 \, m] \cup (1.0 \, m, 1.5 \, m]$) regions [45].

5.3.1 Calorimeter Cluster Energy ($E_{\text{cluster}}$) Parameterization

The energy of all the calorimeter clusters that survived the photon cuts are corrected using A. Kotwal’s $E_{\text{cluster}}$ Parameterization (Appendix D of reference [46]).

If we define run number $NRUN$, then the run dependence $RUNDEP$ shall be calculated as:

\[
\begin{align*}
21600 > NRUN > 21000 & : \quad RUNDEP = 1.121 - 0.0002875 \times (NRUN - 21000) \\
22000 > NRUN > 21600 & : \quad RUNDEP = 0.919 + 0.0003160 \times (NRUN - 21600) \\
22800 > NRUN > 22200 & : \quad RUNDEP = 1.098 - 0.0004019 \times (NRUN - 22200) \\
\end{align*}
\]

\[
E_{\text{corrected}} = E_{\text{cluster}} / RUNDEP
\]

The corrected $E_{\text{corrected}} = E_{\text{cluster}} / B \sum A_n X_n$ where

\[
\begin{align*}
X_0 &= 1.0 \\
X_1 &= E_{\text{cluster}} \\
X_2 &= e^{-\left(\frac{\text{cluster}}{0.111}\right)^2} \\
X_3 &= e^{-\left(\frac{\text{cluster}}{0.075}\right)^2} \\
X_4 &= X_2 \times X_3 \\
X_5 &= X_1 \times X_4 \\
X_6 &= \text{cluster} Y \times X_2 \\
X_7 &= \text{cluster} Y^2 \times X_2 \\
B &= 1.21 - 0.0018 \times E_{\text{cluster}}
\end{align*}
\]
\begin{align*}
A_0 &= 0.9626 \\
A_1 &= 0.00239 \\
A_2 &= -0.4674 \\
A_3 &= -0.5756 \\
A_4 &= 0.2906 \\
A_5 &= -0.00183 \\
A_6 &= 0.8945 \\
A_7 &= -10.1.
\end{align*}

The unit of energy is GeV and the unit of distance is m. Most of the position and run dependencies of $E_{\text{cluster}}$ have been removed by this correction.

5.4 Final Event Characteristics

There are a total of 15155 events surviving all the cuts. The characteristics of these events are plotted in Figure 5.10.
Figure 5.10: Kinematics distribution of final event sample.
Chapter 6

RESULTS AND ANALYSIS

The first order QCD process of a DIS event can be described in Figure 6.1. A lepton with momentum $k_1$ radiates a virtual photon with momentum $q$ which scatters off a quark with momentum $p$ in the target and produces two outgoing partons with momenta $p_a$ and $p_b$. Figure 6.2 describes the same event in the lab. Only the momenta of the final hadrons can be measured in reality. These hadrons form one or more jets. From the study of the jet algorithms we know that hadron jets can reproduce the underlying parton transverse momenta and azimuthal distributions fairly well. Therefore, by measuring the jet azimuthal angle we are able to study the parton azimuthal distribution in the perturbative QCD process of Figure 6.1.

![Figure 6.1: Variables in the parton world.](image)

This chapter presents the characteristics of the uncorrected jets identified in the E665 Run91 data using the modified JADE and the Ellis-Soper algorithms. The data corrections used and the corrected jet azimuthal distributions are described in detail. The azimuthal asymmetry is also compared with the theoretical predictions. All the data used in this chapter have passed all the selection criteria described in Chapter 5. They are all presented in the center of mass frame of the virtual photon and the target (CMS).
6.1 Observed Jet Properties of the Uncorrected Data

Various jet properties of 2-jet events using the modified JADE and Ellis-Soper algorithms are plotted in Figure 6.3 to 6.11. As discussed in Chapter 3, we choose $Y_{\text{cut}} = 0.04$ for JADE and $ET_{\text{cut}} = 0.6 GeV$ at $R^2 = 2$ for the Ellis-Soper algorithm. Corresponding distributions using $Y_{\text{cut}} = 0.08$ and $ET_{\text{cut}} = 1.0 GeV$ are also plotted for comparison. They will be used later to study the uncertainty in the algorithms. The data shown in these figures have not been corrected. Data corrections and uncertainties will be discussed in the next section.

Figure 6.3 shows the jet rate of the experimental data. For the MC events which includes the first order QCD matrix elements the 1-parton event rate is 60.6% and the 2-parton event rate is 39.4% after going through the selection discussed in Chapter 5. We only plotted the rates of 1-jet events (shown by solid circles ¹) and the rates of 2-jet events (in open squares). These two do not add up to 100% because of the existence of the events with three or more jets reconstructed. The modified JADE algorithm yields more events with multiple jets at lower $Y_{\text{cut}}$. As the $Y_{\text{cut}}$ increases, the particles in the third jet merge with the first two jets and the particles in the second jet merge into the first jet. This causes the 1-jet rate to increase and the event rate of multiple jets to decrease. For the jets reconstructed by using the Ellis-Soper algorithm in each event, with the increase of $ET_{\text{cut}}$ more jets are eliminated as part of the target remnant. Only those jets with the highest transverse energy can survive. Therefore, for a given event the number of selected jets decreases.

Figure 6.4 and 6.5 plot the momentum ratio $P_2/P_1$ of the two jets in 2-jet events,

¹ A spline fit is used to connect the data points.
Figure 6.3: Uncorrected jet rate identified by two algorithms: dashed line, 1-jet event rate; solid line, 2-jet event rate.

where $P_1 > P_2$. In the data we observed with both algorithms, the production rate of events with two jets of similar energy or momentum is much less than the production rate of events where one jet is much more energetic than the other. This result agrees with the prediction of the Monte Carlo (see discussion in Section 3.3.4). For the Ellis-Soper algorithm, the jet momenta is less asymmetrical, because this algorithm intentionally preserves jets with higher energies.

As shown in Figure 6.6 and 6.7, in 2-jet events the two jets reconstructed by both algorithms are well separated in CMS. This is very important. In events with two jets very close to each other there is more ambiguity in separating the particles and therefore a larger possibility of particle misassignment between the two jets. This can affect the transverse momenta and the directions of both jets. From these two plots, we clearly see that these ambiguous events fail the selection criteria of both algorithms. This is also true for the MC events.

The transverse momentum distributions of both jets in 2-jet events are shown in Figure 6.8 and 6.9. There is a lower threshold in the transverse momenta of the jets identified by the Ellis-Soper algorithm. The threshold results from the $E_{T\text{cut}}$'s of 0.6 GeV and 1 GeV.

The distributions of the azimuthal angles of both jets in 2-jet events are shown in Figure 6.10 and 6.11. The uncorrected data clearly show an asymmetry in the
Figure 6.4: The distribution of the uncorrected jet momentum ratio in 2-jet events identified by the modified JADE algorithm, where 1 is the highest momentum jet.

Figure 6.5: The distribution of the uncorrected jet momentum ratio in 2-jet events identified by the Ellis-Soper algorithm at $R^2 = 2$, where 1 is the highest momentum jet.
Figure 6.6: Uncorrected spatial separation angle between the two jet axes in 2-jet events in CMS identified by the modified JADE algorithm.

Figure 6.7: Uncorrected spatial separation angle between the two jet axes in 2-jet events in CMS identified by the Ellis-Soper algorithm at $R^2 = 2$. 
Figure 6.8: The uncorrected transverse momentum distribution in 2-jet events reconstructed by the modified JADE algorithm, where $P_{T1}$ ($P_{T2}$) is the transverse momentum of the more (less) energetic jet.
Figure 6.9: The uncorrected transverse momentum distribution in 2-jet events reconstructed by the Ellis-Soper algorithm at $R^2 = 2$, where $P_{T1}$ ($P_{T2}$) is the transverse momentum of the more (less) energetic jet.
Figure 6.10: The uncorrected azimuthal distribution in 2-jet events reconstructed by the modified JADE algorithm. $\phi_1$ is the azimuthal angle of the jet with larger energy and $\phi_2$ is the azimuthal angle of the other jet.
Figure 6.11: The uncorrected azimuthal distribution in 2-jet events reconstructed by the Ellis-Soper algorithm at $R^2 = 2$. $\phi_1$ is the azimuthal angle of the jet with larger energy and $\phi_2$ is the azimuthal angle of the other jet.
distributions of the azimuthal angle $\phi$. The distribution of $\phi_1$, which is the azimuthal angle of the more energetic jet, populates more around $\pi$, while the distribution of $\phi_2$, which is the azimuthal angle of the less energetic jet, populates more around 0 and 2$\pi$ (the opposite direction), regardless of the value of its transverse momentum. This measured azimuthal asymmetry agrees well with the theoretic prediction. The corresponding parton azimuthal distributions in the MC events can be found in Figure 3.15 and Figure 3.16. The azimuthal distributions in Figure 6.10 and 6.11 have been fit to the function $A + B\cos\phi + C\cos2\phi + D\sin\phi$ in solid lines (see Section 6.3.1 for details).

6.2 Data Correction and Systematic Uncertainty

This section describes the two major corrections to the data for the azimuthal angular distribution and their uncertainties. These uncertainties and the uncertainty due to the jet algorithms will be combined and treated as systematic errors. The statistical error can be easily obtained.

6.2.1 Acceptance Correction and Its Uncertainty

Monte Carlo (MC) data generated from a series of physics event generators, namely Lepto, Jetset, and Gammad are used to correct for acceptance. The MC data without going through the detector simulation and pattern recognition are referred as the “Truth” data, and the MC data reconstructed from the detected hits with the standard E665 Run91 detector simulation are referred as the “Reconstructed” data. The jets obtained from the “Truth” data using the appropriate algorithms are simply called “MC Truth Jets”, while the jets obtained from the “Reconstructed” data are called “MC Reconstructed Jets”. The ratio between the distributions of these two jet samples is used to correct the experimental data.

\[
\frac{\text{MC Truth Jets}}{\text{MC Reconstructed Jets}} = \text{Acceptance Correction Factor.}
\]

The acceptance losses are mainly due to the fact that low momentum particles or large angle tracks can not be detected in the forward spectrometer and low energy photon clusters have poor calorimeter response\(^2\). Because the energy of these tracks or clusters are low this correction is small. In Figure 6.12 to 6.15 the correction

\(^2\)In selecting calorimeter clusters, we require the energy to be greater than 5 GeV. See Section 5.3.
factors of the azimuthal distributions of the jets reconstructed are shown for the two algorithms.

In part (a) of these figures, each solid point represents the "MC Truth Jet" φ distribution and each dashed point represents the "MC Reconstructed Jet". The statistical error shown is given by $1/\sqrt{N}$, where $N$ is the number of events. The ratios of "MC Truth Jet" to "MC Reconstructed Jet" distributions, or the correction factors, are shown in part (b), on the right side of the corresponding φ distribution. The errors shown in part (b) are calculated assuming no correlations. That is,

$$\delta\left(\frac{N_1}{N_2}\right) = \sqrt{\left(\frac{1}{N_2}\delta_1\right)^2 + \left(\frac{N_1}{N_2^2}\delta_2\right)^2}$$

for any distribution of $N_1/N_2$, where $N_1$ and $N_2$ are the respective number of events and $\delta_1$ and $\delta_2$ are the corresponding statistical uncertainties.

The detector simulation uses experimentally measured efficiencies for all the detectors. Detailed studies of different chambers and calorimeter efficiencies used in the simulation are discussed in references [52] and [46]. In particular, a summary of the detector efficiencies are given in the table "Measured global chamber efficiencies for various run blocks" in [46].

As shown in figures 6.12 to 6.15, the acceptance correction factors are consistent with unity to within statistical errors. Therefore, these correction factors are not applied to the experimental data in order to avoid increasing the bin to bin statistical fluctuations.

6.2.2 Radiative Correction and Its Uncertainty

The angular cuts used to remove the radiative events may also affect the jet φ distributions. The correction can be obtained from the ratio of the jet distribution using non-radiative DIS MC data and the corresponding distribution using all MC data with these angular cuts.

$$\frac{\text{MC Non-radiative Jet(before angular cuts)}}{\text{"All" MC Jet(with cuts)}} = \text{Radiation Correction Factor.}$$

\(^3\)Incorrect modeling of the detectors introduces incorrect acceptance correction. Because the efficiency for most chambers is greater than 95%, we have studied the acceptance uncertainty by randomly "dropping" 5% of the final detected particles. The change in the φ distribution is smaller than the statistical uncertainty. Therefore, the acceptance uncertainty is negligible.

\(^4\)See Section 5.1.5
Figure 6.12: The acceptance corrections for the azimuthal angle $\phi_1$ of the more energetic jet reconstructed by the modified JADE algorithm. (a) Solid and dashed distributions represent "MC Truth Jet" and "MC Reconstructed Jet", respectively. (b) The acceptance correction factors.
Figure 6.13: The acceptance corrections for the azimuthal angle $\phi_1$ of the more energetic jet reconstructed by the Ellis-Soper algorithm at $R^2 = 2$. (a) Solid and dashed distributions represent “MC Truth Jet” and “MC Reconstructed Jet”, respectively. (b) The acceptance correction factors.
Figure 6.14: The acceptance corrections for the azimuthal angle $\phi_2$ of the less energetic jet reconstructed by the modified JADE algorithm. (a) Solid and dashed distributions represent "MC Truth Jet" and "MC Reconstructed Jet", respectively. (b) The acceptance correction factors.
Figure 6.15: The acceptance corrections for the azimuthal angle $\phi_2$ of the less energetic jet reconstructed by the Ellis-Soper algorithm at $R^2 = 2$. (a) Solid and dashed distributions represent "MC Truth Jet" and "MC Reconstructed Jet", respectively. (b) The acceptance correction factors.
Here, "All" means a mixture of both non-radiative DIS events and radiative events. The radiative corrections for both algorithms are plotted in Figure 6.16 to 6.19.

The jet azimuthal distribution of the MC non-radiative events without the angular radiative cuts are plotted in part (a) of these figures together with that of all the MC events that survive all the cuts. The correction factor which is the ratio of these two distributions is plotted in part (b). The statistical uncertainty of each bin is shown as an error bar.

As we see, the angular cuts tend to reduce the asymmetry in the jet azimuthal distributions. A fit of the correction factors shown in Figure 6.20 and 6.21 to the function \( A + B \cos \phi + C \cos 2\phi + D \sin \phi \) is used. This function determines bin-by-bin radiative correction factors to the experimental data.

### 6.2.3 Uncertainty in the Jet Algorithms

We have plotted earlier the \( \phi \) distributions of the jets reconstructed by the two algorithms using different resolution cuts. The absolute fractional differences of the normalized distributions by two different cuts are plotted in Figure 6.22 and 6.23.

The average difference \( \langle \Delta \rangle \) is summarized in Table 6.1. Again, \( \phi_1 \) represents the azimuthal angle of the more energetic jet and \( \phi_2 \) represents the other jet. Due to the lack of enough data, this algorithm dependent uncertainty is statistical in nature. Especially for the Ellis-Soper algorithm, the relatively larger uncertainty comes mainly from the lower statistics.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cuts</th>
<th>( \langle \Delta \rangle ) in ( \phi_1 )</th>
<th>( \langle \Delta \rangle ) in ( \phi_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE</td>
<td>( Y_{cut} = 0.04 ) and ( 0.08 )</td>
<td>3.2%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Ellis-Soper</td>
<td>( E_{Tcut} = 0.6 ) and ( 1.0 ) GeV ( R^2 = 2 )</td>
<td>6.3%</td>
<td>7.4%</td>
</tr>
</tbody>
</table>

### 6.3 Jet Azimuthal Asymmetry

#### 6.3.1 Azimuthal Distribution of the Corrected Jets

The corrected azimuthal angular distributions \( \phi_1 \) and \( \phi_2 \) in 2-jet events are shown in Figure 6.24 and 6.25. The more energetic jet populates more around \( \pi \) and the less
Figure 6.16: The radiative corrections for the azimuthal angle $\phi_1$ of the more energetic jet reconstructed by the modified JADE algorithm. (a) Solid and dashed distributions represent "MC Non-radiative Jet" and "All MC Jet", respectively. (b) The radiative correction factors.
Figure 6.17: The radiative corrections for the azimuthal angle $\phi_1$ of the more energetic jet reconstructed by the Ellis-Soper algorithm at $R^2 = 2$. (a) Solid and dashed distributions represent "MC Non-radiative Jet" and "All MC Jet", respectively. (b) The radiative correction factors.
Figure 6.18: The radiative corrections for the azimuthal angle $\phi_2$ of the less energetic jet reconstructed by the modified JADE algorithm. (a) Solid and dashed distributions represent "MC Non-radiative Jet" and "All MC Jet", respectively. (b) The radiative correction factors.
Figure 6.19: The radiative corrections for the azimuthal angle $\phi_2$ of the less energetic jet reconstructed by the Ellis-Soper algorithm at $R^2 = 2$. (a) Solid and dashed distributions represent “MC Non-radiative Jet” and “All MC Jet”, respectively. (b) The radiative correction factors.
Figure 6.20: The radiative corrections fit to the function $A + B \cos \phi + C \cos 2\phi + D \sin \phi$ for 2-jet events identified by the modified JADE algorithm, where $\phi_1$ and $\phi_2$ are the azimuthal angles of the more and the less energetic jet, respectively.
Figure 6.21: The radiative corrections fit to the function $A + B \cos\phi + C \cos2\phi + D \sin\phi$ for 2-jet events identified by the Ellis-Soper algorithm at $R^2 = 2$, where $\phi_1$ and $\phi_2$ are the azimuthal angles of the more and the less energetic jet, respectively.
Figure 6.22: The uncertainty of the jet azimuthal distributions due to different resolution cuts used ($Y_{cut} = 0.04$ and $0.08$) in the modified JADE algorithm.

Figure 6.23: The uncertainty of the jet azimuthal distributions due to different resolution cuts used ($E_{Tcut} = 0.6 GeV$ and $1.0 GeV$) in the Ellis-Soper algorithm.
energetic jet populates more around 0 or 2π. This is expected by the perturbative QCD calculation. It also agrees with the Monte Carlo simulated parton azimuthal distributions in Figure 3.15 and 3.16. Unless otherwise stated all data presented from now on are corrected for radiative effects.

Figure 6.24: The corrected azimuthal distribution φ₁ of the more energetic jet in 2-jet events.

In order to calculate the average value of cosφ, each histogram is fit to a general
Figure 6.25: The corrected azimuthal distribution $\phi_2$ of the less energetic jet in 2-jet events.
function of the form

\[
\frac{d\sigma}{dx \, dy \, dz \, dP_T^2 \, d\phi} = f(\phi) = A + B \cos \phi + C \cos 2\phi + D \sin \phi. \tag{6.1}
\]

The terms \( A \) through \( D \) are related to the absorption cross sections of longitudinal and transverse virtual photons [50]. The \( \cos \phi \) term arises from the real part of the longitudinal-transverse interference, while the \( \sin \phi \) term arises from the imaginary part. The right-left interference causes the \( \cos 2\phi \) term. Using Eq. 6.1 we have

\[
\langle \cos \phi \rangle = \frac{\int f(\phi) \cos \phi \, d\phi}{\int f(\phi) \, d\phi} = \frac{B}{2A}.
\]

The results are shown in Table 6.2.

Table 6.2: \( \frac{B}{2A} \) obtained from the fits of data shown in Figure 6.24 and 6.25.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cuts</th>
<th>( \langle \cos \phi_1 \rangle )</th>
<th>( \langle \cos \phi_2 \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE</td>
<td>( Y_{\text{cut}} = 0.04 )</td>
<td>(-0.030 \pm 0.008)</td>
<td>(0.043 \pm 0.003)</td>
</tr>
<tr>
<td></td>
<td>( Y_{\text{cut}} = 0.08 )</td>
<td>(-0.028 \pm 0.011)</td>
<td>(0.047 \pm 0.011)</td>
</tr>
<tr>
<td>Ellis-Soper (( R^2 = 2 ))</td>
<td>( E_{T_{\text{cut}}} = 0.6 \text{ GeV} )</td>
<td>(-0.025 \pm 0.009)</td>
<td>(0.034 \pm 0.009)</td>
</tr>
<tr>
<td></td>
<td>( E_{T_{\text{cut}}} = 1.0 \text{ GeV} )</td>
<td>(-0.027 \pm 0.016)</td>
<td>(0.062 \pm 0.016)</td>
</tr>
</tbody>
</table>

We see that the \( \langle \cos \phi \rangle \) of the jets obtained from these two different algorithms are the same within errors. The final measured azimuthal asymmetry including all the uncertainties are shown in Table 6.3.

6.3.2 Theoretical Prediction of the Jet Azimuthal Asymmetry

Let us compare this result with the QCD prediction in more detail. Using empirical approximation, the transverse momentum of jet can represent the parton transverse momentum. In the first order QCD process \( p + q \rightarrow p_a + p_b \rightarrow p_j + X \), we can measure

\[
xbj = \frac{Q^2}{2P \cdot q} = \frac{Q^2}{2Mv},
\]

\[
zj = \frac{P \cdot P_j}{P \cdot q} = \frac{E_{j(\text{lab})}}{\nu},
\]
Table 6.3: Final $\langle \cos \phi_1 \rangle$ and $\langle \cos \phi_2 \rangle$ with systematic and statistical uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>$Y_{cut} = 0.04$</th>
<th>$\langle \cos \phi_1 \rangle = -0.030 \pm 0.008(stat) \pm 0.001(sys)$</th>
<th>$\langle \cos \phi_2 \rangle = 0.043 \pm 0.008(stat) \pm 0.002(sys)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE</td>
<td>$Y_{cut} = 0.08$</td>
<td>$\langle \cos \phi_1 \rangle = 0.028 \pm 0.011(stat) \pm 0.001(sys)$</td>
<td>$\langle \cos \phi_2 \rangle = 0.047 \pm 0.011(stat) \pm 0.002(sys)$</td>
</tr>
<tr>
<td>Ellis-Soper</td>
<td>$E_{Tcut} = 0.6 \text{ GeV}$</td>
<td>$\langle \cos \phi_1 \rangle = -0.025 \pm 0.009(stat) \pm 0.002(sys)$</td>
<td>$\langle \cos \phi_2 \rangle = 0.034 \pm 0.009(stat) \pm 0.003(sys)$</td>
</tr>
<tr>
<td></td>
<td>$R^2 = 2$</td>
<td>$\langle \cos \phi_1 \rangle = -0.027 \pm 0.016(stat) \pm 0.002(sys)$</td>
<td>$\langle \cos \phi_2 \rangle = 0.062 \pm 0.016(stat) \pm 0.005(sys)$</td>
</tr>
</tbody>
</table>

while the corresponding parton variables in the calculations are

$$x = \frac{Q^2}{2p \cdot q},$$
$$z = \frac{p \cdot P_a}{p \cdot q}.$$

The relations between these variables are

$$x = \frac{x_B j}{\xi},$$
$$z = z_j - \frac{2x}{Q^2} \vec{K}_T \cdot \vec{P}_j,$$

where $\vec{K}_T$ is the intrinsic transverse momentum of the struck quark. If $K_T$ is neglected\(^5\) $z_j = z$.

As we discussed in Chapter 2, for first order QCD events,

$$\langle \cos \phi \rangle = \frac{\int d\sigma^{(1)} \cos \phi}{\int d\sigma^{(1)}}$$

\[\int d\sigma^{(1)} \cos \phi = \frac{8\alpha_s \alpha^2}{3Q^2} (2 - y) \sqrt{1 - y} \int_{x_{Bj}}^1 \frac{dx}{x} \sum_j Q_j^2(A_j + B_j + C_j),\tag{6.3a}\]

\[\int d\sigma^{(1)} = \frac{4\alpha_s \alpha^2}{3Q^2} \int_{x_{Bj}}^1 \frac{dx}{x} \sum_j Q_j^2(A_j' + B_j' + C_j'),\tag{6.3b}\]

\(^5\) As long as $x \vec{K}_T \cdot \vec{P}_j \ll Q^2$, the approximation used in this section is good.
where

\[
\begin{align*}
A_j &= A(x, z)F_j(\frac{zB_i}{x}, Q^2)D_j(\frac{zH}{z}, Q^2), \\
B_j &= B(x, z)F_j(\frac{zB_i}{x}, Q^2)D_j(\frac{zH}{z}, Q^2), \\
C_j &= C(x, z)F_j(\frac{zB_i}{x}, Q^2)D_j(\frac{zH}{z}, Q^2), \\
A'_j &= A'(x, y, z)F_j(\frac{zB_i}{x}, Q^2)D_j(\frac{zH}{z}, Q^2), \\
B'_j &= B'(x, y, z)F_j(\frac{zB_i}{x}, Q^2)D_j(\frac{zH}{z}, Q^2), \\
C'_j &= C'(x, y, z)F_j(\frac{zB_i}{x}, Q^2)D_j(\frac{zH}{z}, Q^2).
\end{align*}
\]

By forming hadronic jets, we are summing over the contributions of all the hadrons in the jets. Namely, we can simplify the fragmentation function \(D\). So for jet \(j\), we have

\[
\int_{z_H}^{1} \frac{dz}{z} D(\frac{zH}{z}, Q^2)\mathcal{F}(x, y, z, Q^2) \rightarrow \mathcal{F}(x, y, z_j, Q^2).
\]

So the expression of \(\langle \cos \phi \rangle\) has \(A, B, C\) in the numerator and \(A', B', C'\) in the denominator. When \(x\) is not too small, the quark distribution functions are much larger than the gluon distribution function, so \(C\) and \(C'\) can be neglected. On the other hand, \(C\) can be either positive or negative, so its contribution to the integral is much smaller.

Let us see how the coefficients \(A, B, A'\) and \(B'\) behave. Figure 6.26 plots \(A, B, A'\) and \(B'\) and their dependences on \(x\) and \(z\). Clearly, we expect an asymmetry in the jet \(\phi\) distribution. \(A\) is negative and \(B\) is positive. But for larger values of \(z\), \(|A| > B\) and it produces a negative asymmetry. Figure 6.27 plots \(A + B\) and \(A' + B'\) and their dependences on \(x\) and \(z\). \(A + B\) is negative at high \(z\) and positive at low \(z\).

From Eq. 2.4 we obtain \(B(z) = -A(1 - z)\). Therefore, we expect \(A + B < 0\) for \(z > 0.5\) so \(\langle \cos \phi \rangle > 0\) while for \(z < 0.5\), \(A + B > 0\), so \(\langle \cos \phi \rangle < 0\). Further, from Figure 6.27 we note that \(A' + B'\) increases rapidly as \(z \rightarrow 1\) or 0. Therefore, even though \(|A + B|\) increases as \(z \rightarrow 1\) or 0, the asymmetry does not peak at \(z = 1\) or 0.

Note again, \(z = z_j\) is the fractional energy carried by the jet. Just as we discussed, we observe that the jet with larger energy (\(z > 0.5\) in a 2-jet event) has a negative \(\langle \cos \phi \rangle\) and the jet with smaller energy (\(z < 0.5\)) has a positive \(\langle \cos \phi \rangle\). From the plot

\footnotesize
\textsuperscript{6}See Eqs. 2.4 and 2.17.
Figure 6.26: The $x$ and $z$ dependence of $A$, $B$, $A'$ and $B'$. 
of \( \langle \cos \phi \rangle \) vs. \( z \), Figure 6.28\(^7\), we see a significant \( z \) dependence of the asymmetry. \( \langle \cos \phi \rangle \) goes from positive to negative as \( z \) goes from 0 to 1, consistent with the above arguments.

Figure 6.28: The \( z \) dependence of jet \( \langle \cos \phi \rangle \) in 2-jet events.

We conclude that the jet azimuthal distribution has a simpler relation with the corresponding parton distribution than the hadron azimuthal distribution does. The

\(^7\) Here \( z \) is computed as \( E/E_{\text{total}} \), where \( E \) is the energy of a jet and \( E_{\text{total}} \) is the total energy observed in the two jets.
qualitative behavior of the azimuthal asymmetry can be easily extracted in the theoretical calculation to compare with the experimental observation. We observe that the jet azimuthal asymmetry depends on the fractional energy carried by the jet. \( \langle \cos \phi \rangle > 0 \) for jets with larger energy and \( \langle \cos \phi \rangle > 0 \) for jets with smaller energy in 2-jet events. This is in good agreement with the perturbative QCD calculation.

6.3.3 Minimize the \( K_T \) effect

To minimize the \( K_T \) contribution, we can select events with small total transverse momentum. But first let us estimate how big is this intrinsic \( K_T \).

Simple Estimation of \( K_T \)

The average \( K_T \) can be estimated by comparing the total transverse momentum in the Monte Carlo data with the measured value. To conserve momentum, the transverse momentum before the collision (the intrinsic transverse momentum \( K_T \)) and after (the total transverse momentum of the final hadrons) must be the same.

The E665 Monte Carlo physics generator assumes for the \( K_y \) and \( K_z \) distributions two independent Gaussians of the form\(^8\) \( G(x) \propto e^{-\frac{x^2}{\sigma^2}} \) both having width \( \sigma = 0.44 \text{GeV} \) (Lepto variable PARL(3)). \( K_T = |\vec{K}_T| = \sqrt{K_y^2 + K_z^2} \) should have the distribution

\[
\frac{dN}{dK_T} = \int_{-\infty}^{\infty} dK_y G(K_y) G(K_z(K_T, K_y)) \left| \mathcal{J}_{K_T}^{\mathcal{K}_z} \right| \\
\propto \frac{K_T}{\sigma^2} e^{-\frac{K_T^2}{\sigma^2}},
\]

where \( \mathcal{J}_{K_T}^{\mathcal{K}_z} = \frac{\partial K_z(K_T, K_y)}{\partial K_T} \) is the Jacobian. This leads to

\[
\langle K_T^2 \rangle = \sigma^2,
\]
\[
\langle K_T \rangle = \frac{\sqrt{\pi}}{2} \sigma.
\]

Figure 6.29 shows the distribution of \( \sqrt{K_y^2 + K_z^2} \) in our MC data. The histogram in this figure is the MC input and the solid line is a fit to Eq. 5.4. The fit gives \( \sigma = 0.4300 \pm 0.0006 \text{GeV} \) which is slightly different from the input of 0.44 GeV. However, these events have survived various experiment cuts.

\(^8\) The standard Gaussian distribution function is given by \( G(x) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{x^2}{2\sigma^2}} \)
Figure 6.29: Monte Carlo input for the $K_T$ distribution. P1 and P2 are fit parameters to $f(K_T) = P1 K_T e^{-\frac{K_T^2}{P2^2}}$. P1 is a normalization factor and P2 = $\sigma$.

If we assume that the real $K_T$ is also a two-dimensional Gaussian distribution given by Eq. 6.4, and our Monte Carlo produces an accurate simulation for the detectors, we can estimate the value of $K_T$ by comparing the transverse momentum distribution in the Monte Carlo data with the experimental data. Since momentum must be conserved, the total $P_T$ is just $K_T$ plus some missing transverse momenta. Assuming the transverse momentum distribution due to fragmentation is also Gaussian, we can fit the $p_T$ distribution of the individual detected particles (Figure 6.30). By doing this we obtain $\sigma = 0.3665 \pm 0.0033 \text{GeV}$ for the experimental data and $\sigma_{MC} = 0.3981 \pm 0.0034 \text{GeV}$ for the Monte Carlo data.

We define the total transverse momentum in an event $P_{T\text{total}} = |\Sigma \vec{p}_T|$. The same fit to the distributions of the $P_{T\text{total}}$ is plotted in Figure 6.31. The Gaussian widths for the $P_{T\text{total}}$ are $\sigma_{\text{tot}} = 0.686 \pm 0.014 \text{GeV}$ for the experimental data and $\sigma_{\text{totMC}} = 0.6335 \pm 0.0094 \text{GeV}$ for the Monte Carlo data. The Monte Carlo input for $K_T$ is $\sigma_{K_TMC} = 0.4300 \pm 0.0006 \text{GeV}$ as shown in Figure 6.29. We can estimate the real $K_T$ by using:

$$\sigma_{K_TMC}^2 + N_{\text{miss}} \sigma_{MC}^2 = \sigma_{\text{totMC}}^2,$$

$$\sigma_{K_T}^2 + N_{\text{miss}} \sigma^2 = \sigma_{\text{tot}}^2.$$
Figure 6.30: The $p_T$ distributions of the individual final particles (each particle is one entry). The curves are fit to a sum of two 2-dimensional Gaussians. P2 and P4 are the widths of the two Gaussians and P1 and P3 are the normalization factors.

Figure 6.31: The $P_{T_{total}}$ distributions (each event has one entry). fit to a sum of two 2-dimensional Gaussians. P2 and P4 are the widths of the two Gaussians and P1 and P3 are the normalization factors.
where $N_{\text{miss}}$ is the average number of the missing particles in an event. The result is

$$\sigma_{K_T} = 0.536^{+0.032}_{-0.027}\text{GeV.}$$

This is in excellent agreement with the result obtained by J. Conrad [45] by using earlier E665 data: $\langle K_T^2 \rangle = 0.27 \pm 0.04\text{GeV}^2$.

**Azimuthal asymmetry with smaller $K_T$**

Since the asymmetry introduced by the intrinsic transverse momentum derived by Cahn (see reference [20]) is proportional to $K_T/Q$, we can select events with the total transverse momentum $|\sum \vec{p}_T|/Q < 0.3$ to effectively minimize this $K_T$ contribution. The distribution of $|\sum \vec{p}_T|/Q$ for all events is plotted in Figure 6.32.

![Figure 6.32: The distribution of $K_T/Q$, where $\vec{K}_T$ is estimated as $\sum \vec{p}_T$ in an event.](image)

At the same time, the difference between the parton $z$ and the jet $z_j$, $2z\vec{K}_T \cdot \vec{P}_j/Q^2$, will be small. Thus the jets are able to represent partons more accurately. The $\phi$ distributions of the smaller $K_T$ events are plotted in Figure 6.33 and 6.34.

We have fit the distributions to the function in Eq. 6.1. From the values of $B$ and $A$ obtained in the fit, we can calculate $\langle \cos \phi \rangle = B/2A$. The results are summarized in Table 6.4.
Figure 6.33: The corrected azimuthal distribution $\phi_1$ of the more energetic jet in 2-jet events with $K_T/Q < 0.3$, where $\bar{K}_T$ is estimated as $\sum \bar{p}_T$ in an event.
Figure 6.34: The corrected azimuthal distribution $\varphi_2$ of the less energetic jet in 2-jet events with $K_T/Q < 0.3$, where $K_T$ is estimated as $\sum \vec{p}_T$ in an event.
Table 6.4: $\langle \cos\phi \rangle$ obtained for $|\Sigma \vec{p}_T|/Q < 0.3$ data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cuts</th>
<th>$\langle \cos\phi_1 \rangle$</th>
<th>$\langle \cos\phi_2 \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE</td>
<td>$Y_{cut} = 0.04$</td>
<td>$-0.054 \pm 0.012$</td>
<td>$0.061 \pm 0.012$</td>
</tr>
<tr>
<td></td>
<td>$Y_{cut} = 0.08$</td>
<td>$-0.056 \pm 0.017$</td>
<td>$0.063 \pm 0.018$</td>
</tr>
<tr>
<td>Ellis-Soper</td>
<td>$E_{Tcut} = 0.6 \text{GeV}$</td>
<td>$-0.052 \pm 0.014$</td>
<td>$0.052 \pm 0.014$</td>
</tr>
<tr>
<td>$(R^2 = 2)$</td>
<td>$E_{Tcut} = 1.0 \text{GeV}$</td>
<td>$-0.074 \pm 0.024$</td>
<td>$0.102 \pm 0.040$</td>
</tr>
</tbody>
</table>

The algorithms give values which agree very well. Although the statistics are low for the small $K_T$ events, we observe a slight increase in the asymmetry. This is very interesting and worth further investigation.

6.4 Azimuthal Asymmetry of Final State Hadrons

The asymmetry is also reflected in the $z_H$ dependence of the hadron $\phi$ distribution, where $z_H$ is the fractional energy carried by the hadron. This is understandable since a hadron with large $z_H$ is more likely formed from the hadronization of a parton with larger $z$. As shown in the hadron azimuthal distribution in Figure 6.35, the $\phi$ distribution is quite flat when $z_H < 0.2$. The asymmetry increases with $z_H$, although at $z_H > 0.8$ the asymmetry is not clear due to the low statistics. This phenomenon has been investigated in many other publications as we mentioned in Chapter 2.
Figure 6.35: The uncorrected semi-inclusive azimuthal hadron distribution for various $z_H$ ranges.
Chapter 7

CONCLUSIONS

In summary, the jet transverse momentum distribution is a good representation of the underlying parton transverse momentum distribution. Jet azimuthal asymmetry can be predicted in first order QCD calculations. Measuring the jet azimuthal asymmetry in events with two forward jets provides a test of perturbative QCD. Such an experimental study has not been performed in the past.

In this thesis, we examined the final hadronic jets in muon Deep Inelastic Scattering events in order to help us understand the dynamics of the partons within the nucleon. The data were collected during run 91 of the experiment E665 at Fermilab. The azimuthal angle between the jet and the leptonic plane in the center of mass frame of the 2-jet events is measured. An asymmetry is observed for the jet azimuthal distribution. This asymmetry has a strong dependence on the fractional energy of the jet. This is in good agreement with perturbative QCD calculations.

Different jet algorithms as well as their ability to reproduce the parton characteristics were studied extensively by using the E665 Monte Carlo data. The results demonstrate that the modified JADE and the new algorithm designed by Ellis and Soper can reveal the jet structure in lepton deep inelastic scattering experiments at moderate center of mass energy. These two algorithms were used in our experimental data analysis. For experiments with higher energy, the Ellis-Soper algorithm allows cleaner 2-jet events to be identified and thus help us to better understand the first order QCD process. With higher $E_{T\text{cut}}$, this new algorithm can successfully suppress the contribution of the soft interactions. It can also be used to identify multiple jets in events with higher order QCD hard interactions.

In an independent analysis, we have estimated that the intrinsic transverse momentum in the nucleon is $\langle K_T^2 \rangle = 0.536^{+0.332}_{-0.327}$ GeV. This intrinsic transverse momentum has also an affect on the jet azimuthal distributions.

In conclusion, the jet data from Experiment E665 is consistent with the perturbative QCD prediction for azimuthal asymmetry. We expect our current understanding regarding jet distributions, jet algorithms and intrinsic transverse momentum will be
further clarified by future experiments which have more data and higher center of mass energy, for example, at HERA.
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